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Abstract
While the Born’s rule allows us to predict the output statistics of quantum devices, inferring
the underlying quantum functionality from these statistics without any prior knowledge
of the device is generally difficult. Intriguingly, this challenge can be overcome by self-
testing, a phenomenon where certain non-local statistics is exclusively produced by certain
configuration of the devices.

This thesis contributes to a refined mathematical framework of self-testing from three
aspects. First, via a detailed analysis of Naimark dilation, restriction, and purification trans-
formations within non-local strategies we systematically remove the common assumptions
under natural conditions. We can eliminate assumptions of purity, full-rankness, and projec-
tivity, thereby lifting many existing self-testing protocols to their strongest form. We further
identify specific instances where these assumptions remain necessary, by identifying a statis-
tic that admit no pure, full-rank projective realization. A no-go result shows non-projective
measurements can never be self-tested in the strongest sense.

Second, we delve into the issue of complex conjugate, refining the formulation of complex
local dilation and complex self-testing where the definition of self-testing is relaxed to allow
complex conjugation. A conjecture on the operator-algebraic structure of complex self-
testing is proposed. Additionally, we revisit the notion of “reality” in quantum strategies,
examining what it means for a strategy to be “real” and addressing subtleties within this
concept.

Lastly, we introduce the first robust, assumption-free self-testing protocol applicable to
any real projective measurement. This is achieved through a new theoretical method, post-
hoc self-testing, which enables construction of self-tests from established ones. We further
generalise this method in an iterative manner, paving the way for future developments in
self-testing protocols across different classes of measurements.
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Resumé
Selvom Born-reglen tillader os at forudsige output-statistikken af kvanteapparater, er det

generelt svært at udlede den underliggende kvantefunktionalitet fra sådanne statistikker uden
nogen forudgående viden om apparatet. Interessant nok kan denne udfordring overvindes
ved selvtestning, et fænomen hvor visse ikke-lokale statistikker udelukkende produceres af
bestemte konfigurationer af apparaterne.

Denne afhandling bidrager til en raffineret matematisk ramme for selvtestning ud fra
tre aspekter. For det første fjerner vi systematisk de almindelige antagelser via en detaljeret
analyse af Naimark-udvidelse, begrænsning og renheds-transformationer inden for ikke-lokale
strategier. Vi kan eliminere antagelser om renhed, fuld rang og projektivitet og derved
løfte eksisterende selvtestningsprotokoller til deres stærkeste form. Vi identificerer endvidere
specifikke tilfælde, hvor disse antagelser forbliver nødvendige, ved at identificere en statistik,
der ikke tillader nogen ren, fuldrang og projektiv strategi. Et no-go-resultat viser, at ikke-
projektive målinger aldrig kan selvtestes i den stærkeste forstand.

For det andet dykker vi ned i spørgsmålet om kompleks konjugation og forfiner formu-
leringen af kompleks, lokal udvidelse og kompleks selvtestning, hvor definitionen af selvtest-
ning er lempet for at tillade kompleks konjugation. En formodning om den operator-
algebraiske struktur af kompleks selvtestning foreslås. Derudover genbesøger vi begrebet ‘re-
alitet’ i kvantestrategier og undersøger, hvad det vil sige, at en strategi er ‘reel’, og adresserer
subtile aspekter ved dette begreb.

Til sidst introducerer vi den første robuste, forudsætningsfrie selvtest-protokol, der kan
anvendes til enhver reel projektiv måling. Dette opnås ved hjælp af en ny teoretisk metode,
post-hoc selvtestning, som gør det muligt at konstruere selvtest ud fra allerede etablerede
selvtest. Vi generaliserer yderligere denne metode på en iterativ måde, hvilket baner vejen
for fremtidig udvikling af selvtestningsprotokoller på tværs af forskellige klasser af målinger.
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1 Introduction
With the fast advancement of quantum technology, we are now witnessing the construction
of increasingly large and powerful quantum computers. The potential applications of these
devices, from complicated simulations in physics and chemistry [CRO+19] to transformative
impacts in cryptography [PAB+20], are vast and promising. Soon, we may see practical
use cases emerging, where quantum computers deliver capabilities that surpass the limits of
classical computation. This however, leads to a natural question of trust and reliability: How
can we be assured of the accuracy and integrity of the results provided by quantum devices,
especially when they are likely to be more powerful than the classical systems available to
users?

A number of approaches to quantum certification have been explored, tailored to different
types of applications and levels of required rigour [MW16]. One traditional method is quan-
tum state and process tomography [BCD+09], which aims to obtain complete information
about the quantum system in question. However, tomography requires significant quantum
resources and expertise from the verifier, as it depends on the ability to perform quantum
measurements on the system directly. Indeed, due to the immense cost and complexity of
their construction, for the foreseeable future quantum resources may only be accessed by the
general public and most researchers remotely through service providers like AWS [AWS] and
IBM [IBM]. Thus, a remote verification method that relies solely on classical communication
is more practical and highly desirable.

In this spirit, self-testing offers a verification approach where the verifier interacts with
the quantum device in a “black-box” manner. The interaction is modelled as sending input
questions to the device (imagine pressing one of the buttons on a box) and receiving responses
(the box shows an answer on a display). After repeated interactions, the verifier may post
process these response data to determine whether the device is operating correctly. This
black-box certification requires minimal assumptions about the internal workings of the de-
vice, thus is refereed to as the strongest form of verification. However, black-box verification
alone faces a critical limitation: without further constraints (like running time restrictions),
even a classical system could mimic a quantum device’s behaviour, thus passing the test
without actually performing any quantum computations1.

The solution to this impossibility came with the study of Bell nonlocality, a founda-
tional concept in quantum mechanics. In the 1960s, John Bell [Bel64] first showed that

1Black-box verification for computationally bounded quantum devices has been studied [KLVY22, NZ23,
CMM+24, KMP+24], which relies on certain computational hardness assumptions.
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two spatially separated devices could exhibit correlations that could not be explained by
any classical theory, formulating what are now known as Bell’s Inequalities. The CHSH
inequality [CHSH69] is the most famous and simplest form of them. In the 1980s, Tsirelson
established the maximal violation of CHSH inequality achievable by quantum mechanics,
showing that this violation is achieved uniquely by a specific quantum state and measure-
ment configuration [Tsi87]. Later, Mayers and Yao formalized this uniqueness property as a
method of device certification, formally introducing the concept of self-testing [MY04].

Since its inception, self-testing has evolved into an active and expanding field of research.
Numerous new Bell-type inequalities have been discovered, some of which admit unique,
maximally violating quantum configurations that support self-testing [JHCL19, SBJ+23,
PPW23]. The utility of self-testing extends well beyond certification alone; it underpins ap-
plications across quantum information science including protocols for delegated quantum
computation [CGJV19], verifiable randomness generation [BCM+18], device-independent
cryptography [MY04, VV14], Bell nonlocality [Col20], and quantum complexity theory. The
breakthroughs MIP∗ = RE [JNV+20] in both complexity theory and operator algebra takes
self-testing techniques as a key ingredient. Despite these successes, the mathematical formu-
lation of self-testing have not kept pace with its applications. The need to bridge the gap
between the expanding applications of self-testing and a rigorous mathematical framework
is increasingly evident, making such formalism essential for its continued development.

In this thesis we advance the field of self-testing by addressing several fundamental prob-
lems concerning its power and limit from a mathematics point of view. The central con-
tributions of this work are threefold: first, we propose new concepts together with a novel
framework for non-local strategies, enabling a rigorous approach that systematically removes
common assumptions that could potentially restricted the applicability of self-testing pro-
tocols. Secondly, we conduct a thorough examination of complex self-testing by formalizing
complex local dilation and presenting insights aimed at advancing understanding in this area.
Lastly, we demonstrate that all real projective measurements can be incorporated to some
self-testing strategies via developing a handy way for developing new self-tests.

In the remainder of the introduction, we provide more context about those problems and
outline our main results.

1.1 Common assumptions in self-testing

In self-testing, the black-box framework allows for certain “free manipulations” on the devices
that remain undetectable to the verifier through classical statistics alone. For instance, the
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device might alter its frame of reference or possess extra resources that are not engaged in
the interaction. To capture these free manipulations mathematically researchers introduced
the notion of “equivalence up to local isometry” (e.g., in [SB20]), which was later formalized
as “local dilation” by [MPS24]. However, additional transformations can be applied to the
device’s mathematical formulation (called strategies, the tuple of shared state and local
measurements) that preserve observed statistics but lack a clear physical interpretation.
These transformations include purification, Naimark dilation, restriction to the support of
the state, and complex conjugation.

As a result, many authors limit their analyses to specific types of strategies rather than
the full generality allowed by quantum mechanics (POVM measurements on a mixed quan-
tum state). For example, one may assume the state shared by the devices is pure, as one can
always consider the purification of the state. A priori this constraint might weaken the theo-
retical notion of self-testing, contradicting the idea of ‘black-box verification’ that untrusted
devices should have unrestricted power. Most self-testing in the literature to date adopt at
least one of the following standard assumptions: the state is pure, the state is full-rank (or
measurements act only on the support), or measurements are projective.

In Sect. 3, we start by closely examining Naimark dilation, restriction, and purification
of non-local strategy. Built on these our main result shows that in “natural” cases—covering
most instances in the literature—these three transformations are incorporated by local dila-
tion. Consequently, in these cases, assumptions about purity, full-rankness, and projectivity
can be lifted, allowing existing self-testing results to be promoted to assumption-free vari-
ants. We also identify specific scenarios where these assumptions are essential, as we pinpoint
a statistics that admit no realization with pure, full-rank PVM strategy. Additionally, we
establish a limitation of self-testing: non-projective measurements can never be self-tested
in the assumption-free manner.

1.2 Issue of complex conjugate

In the previous discussion, we set aside the complex conjugate, which warrants more detailed
consideration. This transformation is not problematic if the devices are expected to perform
real measurements on a real state. However, if we aim to verify a complex strategy that has
no real matrix representation in any basis (e.g., a strategy involving all three Pauli measure-
ments), the device could potentially “cheat” by implementing its complex conjugate. This
is problematic with the standard definition because taking the complex conjugate generally
cannot be achieved through local isometries. Consequently, researchers have had to relax the
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definition of self-testing to allow for any combination of the expected strategy and its complex
conjugate. Relevant work in this area includes [MM11, APVW16, BSCA18, JMS20], though
the mathematical underpinnings of this relaxed framework remain largely unexplored.

In Section 4, we explore complex self-testing in depth, examining its foundational con-
cepts and offering insights which in hope could shed some light on the study of this field.
We rigorously define complex local dilation and complex self-testing, establishing several
basic properties. Inspired by [PSZZ24], we propose a conjecture on the operator-algebraic
formulation of complex self-testing. Lastly, we revisit the concept of “realness” in quantum
strategies, examining what it means for a strategy to be “real” and highlighting key nuances
within this notion.

1.3 Self-testing any real projective measurement

In the discussion of the limit of self-testing we have shown that non-projective measure-
ments cannot be self-tested, and likewise, complex measurements are not self-testable in the
standard sense. This raises the natural question: can all real projective measurements be
self-tested? By self-testing a measurement, we mean constructing a strategy that incorpo-
rates that specific measurement. Current protocols are largely confined to low-dimensional
quantum systems or specific measurements within higher-dimensional spaces. For exam-
ple, in two-level systems, self-testing protocols for Pauli measurements are well-established
[MY04], and later work demonstrates that any two-dimensional projective measurement can
be self-tested [YN13]. Higher-dimensional cases are also partially explored: tensor products
of Pauli matrices have been successfully self-tested [McK17, Col17], and a specific pair of
d-output measurements was self-tested in [SSKA21]. Constant-sized self-tests for measure-
ments with particular properties have also been developed [MPS24, Fu22]. We also remark
that, while the question regarding self-testing an arbitrary states has been extensively stud-
ied in [CGS17, SBR+23], self-testing of arbitrary (higher-dimensional) measurements has
remained out of reach.

In Sect. 5, we present the first robust, assumption-free self-testing protocol for any
real projective measurements. To accomplish this, we formalize a new theoretical approach
called post-hoc self-testing which facilitates the development of new self-tests by building
upon existing ones. Additionally, we generalise this approach and introduce iterative self-
testing, and describe measurements self-testable via this technique in terms of real Jordan
algebras.
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2 Preliminaries and notation
Throughout this thesis all Hilbert spaces (denoted by H, with subscripts indicating the
party they belong to) are assumed to be over complex field and finite-dimensional unless
specified otherwise. The set of bounded operator on Hilbert space is denoted by B(H). The
identity operator of a d-dimensional Hilbert space is denoted by Idd, which is simplified to
be Id if the dimension is clear from the context. The norm of a vector v ∈ H is denoted by
‖v‖ :=

√
〈v, v〉. We write u ≈ε v if ‖u− v‖ ≤ ε.

2.1 Quantum states and measurements

For a more detailed introduction of quantum computing and quantum information, we refer
the readers to nice textbooks by Nielsen and Chuang [NC10] and Watrous [Wat18].

A state of a quantum system is described by a density operator in complex Hilbert
spaces. In finite-dimensional cases it can be presented by a positive semidefinite operator
ρ ∈ B(H), ρ ≥ 0 with unit trace Tr ρ = 1. If a state has rank 1, then it is called a pure
state, and thus takes the form ρ = |ψ〉〈ψ| for some unit vector |ψ〉 ∈ H. In this sense we also
refer to a pure state by |ψ〉. On the other hand, a state witch is not pure is called a mixed
state. Any mixed state has purification: given its density operator ρ ∈ B(H), there exist an
auxiliary space HP and a pure state |ψ〉 ∈ HP ⊗H such that ρ = TrP |ψ〉〈ψ|.

The composition of quantum systems is described by the tensor product of the corre-
sponding Hilbert spaces. In a composed bipartite system HA ⊗ HB, any pure state |ψ〉AB
admits a Schmidt decomposition:

|ψ〉 =
k−1∑
i=0

αi |ei〉 ⊗ |fi〉 ,

for some integer k, where αi > 0 and {|ei〉}i ∈ HA, {|fi〉}i ∈ HB are orthonormal vector sets.
The integer k is the Schmidt rank of the state. When k = 1 the state is called separable,
otherwise entangled. And if k = dimHA = dimHB holds we call the state full-rank. For
the general case, we define the support of the state by suppA |ψ〉 = span{|ei〉}i ⊆ HA,
suppB |ψ〉 = span{|fi〉}i ⊆ HB.

A measurement of a quantum system is characterised by a set of self-adjoint positive
semidefinite operators {Ei}i satisfying

∑
iEi = Id. The probability of getting outcome i

when measuring a system in state ρ is given by Tr[Eiρ]. Such a measurement is called a
positive, operator-valued measurement (POVM). If further it holds that Ei are projectors,
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i.e., E2
i = Ei for all i, then we call it a projection-valued measure (PVM).

2.2 Bell Scenario

In a (bipartite) Bell scenario [Bel64, BCP+14], a classical verifier interacts with two spatially
separated quantum devices, usually referred to as Alice and Bob. The verifier sends questions
x ∈ IA to Alice and y ∈ IB to Bob, and they respond with answers a ∈ OA and b ∈ OB,
respectively. Although Alice and Bob cannot communicate during the interaction, they
may beforehand share an entangled quantum state ρAB. They can measure this shared
state locally, using sets of measurements {Exa : a ∈ OA, x ∈ IA} for Alice and {Fyb : b ∈
OB, y ∈ IB} for Bob to produce outputs a and b. The statistics observed by the verifier are
then governed by the probability distribution p(a, b|x, y) = Tr[Exa ⊗ FybρAB], which can be
estimated by repeating such interaction2.

In such scenarios, the behaviour of Alice and Bob are described as quantum strategies.

Definition 2.1 ([BCK+23], Quantum strategy). A (tensor-product) quantum strategy is a
tuple

S = (ρAB, {Exa : x ∈ IA, a ∈ OA}, {Fyb : y ∈ IB, b ∈ OB}), (1)

consisting of a shared state ρAB ∈ B(HA ⊗ HB), where HA, HB are Hilbert spaces of
Alice and Bob, respectively. For each x ∈ IA, the set {Exa}a∈OA

⊂ B(HA) is a POVM on
HA, and for each y ∈ IB, the set {Fyb}b∈Ob

⊂ B(HB) is a POVM on HB. We identify the
following special cases (which are not mutually exclusive):

• If ρAB = |ψ〉〈ψ| is a pure state for some |ψ〉 ∈ HA ⊗ HB, we refer to the quantum
strategy as pure. In this case, we may replace ρAB with |ψ〉 in (1).

• If both marginal states ρA := TrB[ρAB], ρB := TrA[ρAB] have rank equal to the di-
mension of corresponding Hilbert space, we may refer to the quantum strategy as
full-rank. In the case of pure state ρAB = |ψ〉, this is equivalent to |ψ〉 having full
Schmidt rank.

• If all measurements {Exa} and {Fyb} are PVMs, then we refer to the quantum strat-
egy as projective. Otherwise, we call it non-projective.

2It is typically assumed that the devices are prepared independently and identically distributed (IID) for
each round. Extending beyond the IID assumption [Cao22] has become a significant trend in information
theory research, though self-testing in non-IID settings remains largely unexplored.

15



We will write {Exa : x ∈ IA, a ∈ OA} as {Exa} when from the context it is clear that
the set is indexed over the sets IA and OA. We will use analogous notation for Bob’s
measurements {Fyb}.

As mentioned earlier, the statistics p(a, b|x, y) is determined by the strategy p(a, b|x, y) =
Tr[Exa ⊗ Fybρ]. It is also referred to as a correlation in this thesis. We call a strategy δ-
approximately generates the correlation p(a, b|x, y) if |p(a, b|x, y) − Tr[Exa ⊗ Fybρ]| ≤ δ for
all a, b, x, y.

2.3 Local dilation and Self-testing

In a self-testing protocol, the verifier aims to deduce the underlying behaviour of quan-
tum devices based solely on observed statistics. It is therefore essential for the behaviour
producing a given statistics to be unique. However, at least two types of transformations—
changing frames of reference and appending additional unused systems—leave the statistics
unaffected. To account for these transformations, the concept of local dilation was intro-
duced. In this thesis, we adopt the following definition of approximate local dilation, as it is
critical in defining robust self-testing.

Definition 2.2 ([BCK+23], Local ε-dilation). Given two strategies

S = (ρAB ∈ B(HA ⊗HB), {Exa}, {Fyb}) and

S̃ = (|ψ̃〉 ∈ HÃ ⊗HB̃, {Ẽxa}, {F̃yb})

we say that S̃ is a local ε-dilation of S and write S ε
↪−→ S̃ if for any purification |ψ〉 ∈ HA ⊗

HB⊗HP of ρAB there exist spacesHÂ,HB̂, a local isometry U = UA⊗UB, with UA : HA →
HÃ⊗HÂ, UB : HB → HB̃⊗HB̂ and a state |aux〉 ∈ HÂ⊗HB̂⊗HP such that for all a, b, x, y
we have

(U ⊗ IdP ) |ψ〉 ≈ε |ψ̃〉 ⊗ |aux〉 ,
(U ⊗ IdP )(Exa ⊗ IdB ⊗ IdP ) |ψ〉 ≈ε (Ẽxa ⊗ IdB̃) |ψ̃〉 ⊗ |aux〉 , (2)

‖(U ⊗ IdP )(IdA ⊗ Fyb ⊗ IdP ) |ψ〉 ≈ε (IdÃ ⊗ F̃yb) |ψ̃〉 ⊗ |aux〉 .

In case we want to name the local isometry and the auxiliary state, we write S ε
↪−−−→
U,|aux⟩

S̃.

We will use this notation only when ρAB is pure to avoid ambiguity.

Remark 2.3.
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• Note that local dilations are transitive. That is if SX
ε1
↪−→ SY and SY

ε2
↪−→ SZ , then

SX
ε1+ε2
↪−−−→ SZ , see [MPS24, Lemma 4.7].

• If the state ρAB = |ψ〉〈ψ| in strategy S is pure, we do not need to concern ourselves
with purifications of ρAB in the above definition. That is, the auxiliary state |aux〉 ∈
HÂ ⊗HB̂, and Eq. (2) becomes

U |ψ〉 ≈ε |ψ̃〉 ⊗ |aux〉 ,
U(Exa ⊗ IdB) |ψ〉 ≈ε (Ẽxa ⊗ IdB̃) |ψ̃〉 ⊗ |aux〉 ,
U(IdA ⊗ Fyb) |ψ〉 ≈ε (IdÃ ⊗ F̃yb) |ψ̃〉 ⊗ |aux〉 .

• If ε = 0 holds, we say that S̃ is a local dilation of S and write S ↪−→ S̃. For pure states,
this is equivalent to finding a local isometry U = UA ⊗ UB such that

U(Exa ⊗ Fyb) |ψ〉 = (Ẽxa ⊗ F̃yb) |ψ̃〉 ⊗ |aux〉

holds for all a, b, x, y.
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𝜌
Alice Bob 𝑝 𝑎, 𝑏 𝑥, 𝑦

produces
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Alice Bob
𝑆0
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Figure 1: (adapted from [CMV24, Fig. 1]) Self-testing in a Bell scenario involves spatially
separated parties, Alice and Bob, who perform local measurements on a shared state (their
strategy denoted by S), producing a correlation p(a, b|x, y). In the context of self-testing,
this correlation allows Alice and Bob to be verified classically: the only way they can pro-
duce the correlation p(a, b|x, y) is by following the specified target state and measurements,
represented by S̃, up to local dilation.

Roughly speaking, self-testing requires that any strategy S generating the same correla-
tion as S̃ can be mapped to strategy S̃ via local dilation (see Fig. 1). Robust self-testing
enhances this by ensuring that any strategy S generating a correlation close to that of S̃ can
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be approximately mapped to S̃. This makes it particularly practical, as correlation may be
dampened by noise. With the notion of local dilation we define robust self-testing as follows.

Definition 2.4 ([BCK+23], Robust self-testing). Let S̃ be a pure strategy that generates
correlation p(a, b|x, y). We say that p(a, b|x, y) robust self-tests S̃ if from every ε ≥ 0,
there exists δ ≥ 0 such that S ε

↪−→ S̃ for every strategy S that δ-approximately generates
p(a, b|x, y).

We remark that, it is also common to study self-testing in terms of a (non-local) game
G or a Bell expression B. In these cases, Alice and Bob aim to maximize a target function f
(depending on G or B), which is typically a linear function in p(a, b|x, y). A game G or Bell
expression B is said to self-test its optimal strategy S̃ if S̃ is the unique optimal strategy, up
to local dilation. In this thesis, we focus primarily on self-testing from correlations, and we
will indicate explicitly when our techniques or results also apply to self-testing from games
or Bell expressions.

18



3 Assumptions in self-testing
The work presented in this section is largely based on the joint work with Pedro Baptista,
Jędrzej Kaniewski, David Rasmussen Lolck, Laura Mančinska, Thor Gabelgaard Nielsen,
and Simon Schmidt [BCK+23], of which I contributed to Sect. 1, 3, 4, 6. Here

1. Sect. 3.1 is adapted from [BCK+23, Sect. 1], Sect. 3.2 and 3.3 corresponds to
[BCK+23, Sect. 3], and Sect. 3.5 corresponds to [BCK+23, Sect. 6], with format
and notations’ changes to fit with the layout of this thesis.

2. Sect. 3.4.3 is a modification of [BCK+23, Sect. 4], where I generalise the methods in
removing purity assumption to self-testing from correlations.

3.1 Motivation

Ideally, self-testing allows us to say that S̃ generates its correlation uniquely among all
possible strategies allowed by quantum mechanism. In practice, however, when proving
self-testing theorems, authors often impose different restrictions on the set of considered
strategies S. Three most common types of assumptions restricting the strategy, S, imple-
mented by the untrusted black-box quantum device are as follows:

1. the state in S is pure (rather than mixed),

2. the state in S is full-rank,

3. the measurements in S are projective (rather than general POVMs).

The above assumptions give rise to a priori different definitions of self-testing. A t-strategy
for t ⊆ {pure, full-rank,PVM} is a strategy where the states and measurements are restricted
according to t. For example, a pure PVM strategy has a pure state and projective measure-
ments, while the rank of the state can be arbitrary. An assumption-free strategy will usually
just be called a strategy.

Definition 3.1 (Self-testing with assumptions). Let S̃ be a pure strategy that generates
p(a, b|x, y), and t ⊆ {pure, full-rank,PVM}. We say that p(a, b|x, y) robust t-self-tests S̃
if from every ε ≥ 0, there exists δ ≥ 0 such that S ε

↪−→ S̃ for every t-strategy S that δ-
approximately generates p(a, b|x, y).
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It is clear that every t-self-test is also a t′-self-test if t′ imposes more restrictions on the
strategy than t. For example, every PVM self-test is also a pure PVM self-test. Conversely,
if one could show that some t′-self-test is actually a t-self-test, then we say the assumptions
in t′\t can be removed. We will refer to an assumption free self-test just as self-test. That is,
t = ∅ and our arbitrary strategies are allowed to have mixed states of any rank and POVM
measurements.

To gain intuition of the potential consequences of making unjustified assumptions, con-
sider an example from [CHLM22] where two provers receive a single question each and
produce a perfectly correlated bit. This can be achieved with a classical, separable mixed
state: no quantum entanglement needed. However, if we assume that the perfectly correlated
bit is produced by measuring a pure state, then this state needs to be entangled, leading to
an entirely different analysis and conclusions. To give a more practical example, in device-
independent random number generation, randomness is secure if it is not predictable by a
third party [AM16]. Then the purity assumption oversimplifies and invalidate the security
analysis, as there is no way any third party is entangled with a pure state. The assump-
tion that all measurements are projective is sometimes made for the sake of simplicity or
due to historical precedent. On the other hand, we know that non-projective measurements
are essential for certain tasks in quantum error correction and state discrimination. Adher-
ing to this assumption could therefore unnecessarily restrict the applicability of self-testing
methods. From a philosophical standpoint, making additional assumption goes against the
idea of self-testing, which aims to make as few assumptions as possible. This is particularly
important in cryptographic contexts where fewer assumptions often translate into stronger
security guarantees.

The goal of this section is to show that which of these assumptions can or cannot be re-
moved under which condition. The remainder of this section is organized as follows: we start
with an introduction to two new concepts: nearly support-preserving and nearly projective
strategies in Sect. 3.2. Then in Sect. 3.3 we take a recap of two commonly used tricks:
restriction and Naimark dilation, and show their connection to our new concepts. This con-
nection will play a central role in the proof of our main results, which we will elaborate in
Sect. 3.4 and 3.5. In particular, Sect. 3.4 shows how to remove certain assumptions and
Sect. 3.5 provides a key example indicating when some assumptions cannot be removed.
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3.2 New concepts

We noted previously in Definition 2.2 that the local dilation is transitive, so it gives a pre-
order on the set of strategies. In general, local dilation is not an equivalence relation, because
if we let S ′ to be S attached with an entangled auxiliary state, then S ′ ↪−→ S but not the
other direction. Nevertheless, we can show that if the auxiliary state in the local dilation is
separable and both strategies are pure, then the two strategies are essentially ‘equivalent’:

Proposition 3.2. If a strategy Sn is a ε-local dilation of a strategy Sm with a separable
auxiliary state:

Sm
ε

↪−−−−−−−−−−→
VA⊗VB ,|0⟩Â⊗|0⟩B̂

Sn,

then Sm is also a ε-local dilation of Sn (for some separable auxiliary state).

Proof. Without loss of generality, assume that Sn has local dimension n, and Sm has local
dimension m. Since Sm

ε
↪−−−−−−−−−−→
VA⊗VB ,|0⟩Â⊗|0⟩B̂

Sn, then

(VA ⊗ VB)(E
(m)
xa ⊗ F

(m)
yb ) |ψm〉 ≈ε(|0〉Â |0〉B̂)⊗ (E(n)

xa ⊗ F
(n)
yb ) |ψn〉

=(Idn′
A×n ⊗ Idn′

B×n)(E
(n)
xa ⊗ F

(n)
yb ) |ψn〉

where n′
A = n× dimHÂ, n′

B = n× dimHB̂, and Idx×y (y ≤ x) denotes the first y columns of
the x× x identity matrix, which is an isometry.

Express VA, VB as VA = UAIdn′
A×m, VB = UBIdn′

B×m, where UA, UB are unitaries. Then

(Idn′
A×m ⊗ Idn′

B×m)(E
(m)
xa ⊗ F

(m)
yb ) |ψm〉

≈ε(U
∗
AIdn′

A×n ⊗ U∗
BIdn′

B×n)(E
(n)
xa ⊗ F

(n)
yb ) |ψn〉 .

Take the smallest (or any) n′′ ≥ max{n′
A, n

′
B} such that n′′ is a multiple of m. Then

(Idn′′×n′
A
U∗
AIdn′

A×n ⊗ Idn′′×n′
B
U∗
BIdn′

B×n)(E
(n)
xa ⊗ F

(n)
yb ) |ψn〉

≈ε(Idn′′×m ⊗ Idn′′×m)(E
(m)
xa ⊗ F

(m)
yb ) |ψm〉

=(|0〉Â′ |0〉B̂′)⊗ (E(m)
xa ⊗ F

(m)
yb ) |ψm〉 ,

where |0〉Â′ ∈ HÂ′
∼= Cn′′/m, |0〉B̂′ ∈ HB̂′

∼= Cn′′/m. It is clear that both VA′ := Idn′′×n′
A
U∗
AIdn′

A×n

and VB′ := Idn′′×n′
B
U∗
BIdn′

B×n are isometries. So Sn
ε

↪−−−−−−−−−−−−→
VA′⊗VB′ ,|0⟩Â′⊗|0⟩B̂′

Sm.
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3.2.1 Nearly support-preserving strategies

We introduce the idea of support-preserving strategies [Lol22]. Given a pure strategy S =

(|ψ〉 , {Exa}, {Fyb}), in the case where |ψ〉 is not full-rank, the support of |ψ〉 may or may not
be an invariant subspace of the measurement operators. In a support-preserving strategy,
the measurement operators map the state still inside the support of the state. That is, a
quantum strategy S = (|ψ〉 , {Exa}, {Fyb}) is called support-preserving if

suppA ((Exa ⊗ IdB) |ψ〉) ⊆ suppA(|ψ〉), suppB ((IdA ⊗ Fyb) |ψ〉) ⊆ suppB(|ψ〉),

holds for all a, b, x, y. Alternatively, one also can think of it as the measurement operators
being block-diagonal in the Schmidt basis of the state, as what the authors of [PSZZ24]
independently defined therein, which they refer to as “centrally-supported”. It is given by
the following condition:

[Exa,ΠA] = [Fyb,ΠB] = 0,

where ΠA and ΠB is the projection onto suppA(|ψ〉) and suppB(|ψ〉), respectively. As the
latter form is easier to be generalised in the case of robust self-testing, we adopt it to the
following definition of nearly support-preserving strategies.

Definition 3.3 (Nearly support-preserving). Let ε ≥ 0. A pure strategy S = (|ψ〉 ∈ HA ⊗
HB, {Exa}, {Fyb}) is called ε-support-preserving if

‖[ΠA, Exa]‖σA ≤ ε, ‖[ΠB, Fyb]‖σB ≤ ε,

hold for all a, b, x, y, where ΠA is the projection onto suppA(|ψ〉) (likewise for ΠB on Bob),
σA = TrB[|ψ〉〈ψ|] is the reduced density matrix on Alice (likewise for σB on Bob), and the
state dependent norm is defined as ‖X‖σ :=

√
Tr[X∗Xσ]. If further ε = 0, S is called

support-preserving for simplicity.

Note that ‖[ΠA, Exa]‖σA = ‖[ΠA, Exa] ⊗ IdB |ψ〉 ‖ =
√
〈ψ|(E2

xa − ExaΠAExa)⊗ IdB|ψ〉.
This identity is useful in later calculation. Also note that all full-rank strategies are support-
preserving by definition.

We will show that support-preservingness is an invariant property under local dilation.
That is, if S ↪−→ S̃, then S is support-preserving if and only if S̃ is. So this characteristic
would not change as we move along ‘↪−→’. To prove this, the following characterization of
near support-preservingness, inspired by [PSZZ24, Lemma 4.3], is needed.
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Lemma 3.4. Let S = (|ψ〉 , {Exa}, {Fyb}) be a pure strategy.

(a) If S is ε-support-preserving, then there exist operators Êxa ∈ HB, F̂yb ∈ HA such that
Exa ⊗ IdB |ψ〉 ≈ε IdA ⊗ Êxa |ψ〉 and IdA ⊗ Fyb |ψ〉 ≈ε F̂yb ⊗ IdB |ψ〉 for all a, b, x, y.

(b) If there exist operators Êxa ∈ HB, F̂yb ∈ HA such that Exa ⊗ IdB |ψ〉 ≈ε IdA ⊗ Êxa |ψ〉
and IdA ⊗ Fyb |ψ〉 ≈ε F̂yb ⊗ IdB |ψ〉 for all a, b, x, y, then S is 2ε-support-preserving.

Proof. To prove (a), consider the Schmidt decomposition of the state

|ψ〉 =
∑
i

λi |ei〉 |fi〉 , λi > 0.

Define operators

λA→B :=
∑
i

λi |fi〉〈ei| ,

λ−1
A→B :=

∑
i

λ−1
i |fi〉〈ei| ,

λB→A :=
∑
i

λi |ei〉〈fi| = (λA→B)
∗,

λ−1
B→A :=

∑
i

λ−1
i |ei〉〈fi| = (λ−1

A→B)
∗,

and let Êxa := λA→BE
⊺
xaλ

−1
B→A ∈ HB, B̂yb := λB→AF

⊺
ybλ

−1
A→B ∈ HA, where the transpose are

with respect to the bases {|ei〉A}, {|fi〉B}, respectively. Then

IdA ⊗ Êxa |ψ〉 =IdA ⊗ λA→BE
⊺
xa

∑
i

|ei〉 |ei〉

=
∑
i,j

λj 〈ej|E⊺
xa|ei〉 |ei〉 |fj〉

=
∑
i,j

λj 〈ei|Exa|ej〉 |ei〉 |fj〉

=ΠAExa ⊗ IdB |ψ〉 .

In the last equation we use the identity ΠA =
∑

i |ei〉〈ei|. So

‖Exa ⊗ IdB |ψ〉 − IdA ⊗ Êxa |ψ〉 ‖

=‖ExaΠA ⊗ IdB |ψ〉 − ΠAExa ⊗ IdB |ψ〉 ‖ = ‖[ΠA, Exa]‖σA .
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Then Exa ⊗ IdB |ψ〉 ≈ε IdA ⊗ Êxa |ψ〉 if ‖[ΠA, Exa]‖σA ≤ ε. The similar argument also works
for Bob’s operators.

To prove (b), note that ‖[ΠA, Exa]‖σA = ‖ΠAExa ⊗ Id |ψ〉 − ExaΠA ⊗ Id |ψ〉 ‖. Then

ΠAExa ⊗ Id |ψ〉 ≈ε ΠA ⊗ Êxa |ψ〉

= Id ⊗ Êxa |ψ〉

≈ε Exa ⊗ Id |ψ〉 = ExaΠA ⊗ Id |ψ〉 .

So ΠAExa⊗ Id |ψ〉 ≈2ε ExaΠA⊗ Id |ψ〉. The similar argument also works for Bob’s operators.

The invariance of support-preservingness under local dilation can be stated as follows:

Proposition 3.5. Let S and S̃ be two pure strategies.

(a) If S ↪−→ S̃, then S is ε-support-preserving if and only if S̃ is ε-support-preserving.

(b) If S ε′

↪−→ S̃, then S̃ being ε-support-preserving implies that S is (4ε′ + 2ε)-support-
preserving, and S being ε-support-preserving implies that S̃ is (4ε′ + 2ε)-support-
preserving.

Proof. Let VA ⊗ VB be the local isometry and |aux〉 be the auxiliary state in the exact/near
local-dilation.

To prove (a), note that VAΠAV
∗
A = ΠÃ ⊗ ΠÂ, where ΠÃ and ΠÂ are projections onto

suppA |ψ̃〉 and suppA |aux〉, respectively. Then

‖[ΠA, Exa]‖2σA = 〈ψ|(E2
xa − ExaΠAExa)⊗ IdB|ψ〉

= 〈ψ|ExaV ∗
AVA(Exa − ΠAV

∗
AVAExa)⊗ V ∗

BVB|ψ〉

= 〈ψ̃, aux|[(Ẽxa ⊗ IdA′)(Ẽxa ⊗ IdA′ − VAΠAV
∗
A(Ẽxa ⊗ IdA′))]⊗ IdB̃,B̂|ψ̃, aux〉

= 〈ψ̃, aux|(Ã2
xa − ẼxaΠÃẼxa)⊗ ΠA′ ⊗ IdB̃,B̂|ψ̃, aux〉

= 〈ψ̃|(Ã2
xa − ẼxaΠÃẼxa)⊗ IdB̃|ψ̃〉 = ‖[ΠÃ, Ẽxa]‖

2
σÃ
.

So ‖[ΠA, Exa]‖σA ≤ ε if and only if ‖[ΠÃ, Ẽxa]‖σÃ ≤ ε. The similar argument also works
for Bob’s operators.

In (b), we first prove the first implication.
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Since S̃ is ε-support-preserving, by Lemma 3.4 there exist ˆ̃Exa such that Ẽxa ⊗ Id |ψ̃〉 ≈ε

Id ⊗ ˆ̃Exa |ψ̃〉. From the near local dilation, we have that

(VAV
∗
A ⊗ VBV

∗
B)(Ẽxa ⊗ IdB̃ |ψ̃〉 ⊗ |aux〉) ≈ε (VA ⊗ VB)(Exa ⊗ IdB) |ψ〉 . (3)

Consider the operator Êxa := V ∗
B(

ˆ̃Exa ⊗ IdB̂)VB, then

VA ⊗ VB(IdA ⊗ Êxa |ψ〉) = VA ⊗ VB(IdA ⊗ V ∗
B(

ˆ̃Exa ⊗ IdB̂)VB |ψ〉)

= (VAV
∗
A ⊗ VBV

∗
B(

ˆ̃Exa ⊗ IdB̂))(VA ⊗ VB) |ψ〉

≈ε′ (VAV
∗
A ⊗ VBV

∗
B
ˆ̃Exa)(|ψ̃〉 ⊗ |aux〉)

≈ε (VAV
∗
A ⊗ VBV

∗
B)((Ẽxa ⊗ IdB̃) |ψ̃〉 ⊗ |aux〉)

≈ε′ VA ⊗ VB(Exa ⊗ IdB) |ψ〉 . (4)

So VA⊗VB(IdA⊗ Êxa |ψ〉) ≈2ε′+ε VA⊗VB(Exa⊗ IdB |ψ〉), which implies (IdA⊗ Êxa |ψ〉) ≈2ε′+ε

(Exa ⊗ IdB |ψ〉). By Lemma 3.4, ‖[ΠA, Exa]‖σA ≤ 4ε′ + 2ε for all x, a. The similar argument
holds for Bob’s operators. So we conclude that S is (4ε′ + 2ε)-support-preserving.

For the second implication of (b), given the existence of Êxa, consider ˆ̃Exa := VBÊxaV
∗
B,

then

IdÃ ⊗ ˆ̃Exa |ψ̃〉 |aux〉 = IdÃ,Â ⊗ VBÊxaV
∗
B(|ψ̃〉 |aux〉)

≈ε′ VA ⊗ VBÊxa |ψ〉

≈ε VAExa ⊗ VB |ψ〉

≈ε′ Ẽxa ⊗ IdB̃ |ψ̃〉 |aux〉 .

So by Lemma 3.4, ‖[ΠÃ, Ẽxa]‖σÃ = ‖[ΠÃ ⊗ ΠÂ, Ẽxa ⊗ IdÂ]‖σÃ,Â
≤ 4ε′ + 2ε for all x, a. The

similar argument holds for Bob’s operators. So we conclude that S̃ is (4ε′ + 2ε)-support-
preserving.

(It has come to our attention that the exact (ε = 0) case of the ”only if” direction of
part (a) of Proposition 3.5 was independently developed by [PSZZ24, Proposition 4.6].)

3.2.2 Nearly projective strategies

We introduce the definition of nearly projective strategies. This notion quantifies ‘how
projective a strategy is on its state’.
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Definition 3.6 (nearly projective). Let ε ≥ 0. A strategy S = (|ψ〉 ∈ HA⊗HB, {Exa}, {Fyb})
is called ε-projective if

〈IdA − Exa, Exa〉σA ≤ ε2, 〈IdB − Fyb, Fyb〉σB ≤ ε2

hold for all a, b, x, y. Here 〈X,Y 〉σ := Tr[X∗Y σ].

Note that 〈IdA − Exa, Exa〉σA = 〈ψ|(IdA − Exa)Exa ⊗ IdB|ψ〉, and this identity is useful
in some calculations. Also note that being 0-projective does not necessarily imply being
projective: a non-projective strategy might be only non-projective outside of the support
of the state, so it could be 0-projective. But for full-rank strategies, being projective and
0-projective are equivalent.

The projectiveness of strategies is another invariant property under local dilation. Namely,
we have

Proposition 3.7. Let S and S̃ be two pure strategies.

(a) If S ↪−→ S̃, then S is ε-projective if and only if S̃ is ε-projective.

(b) If S ε′

↪−→ S̃, then S̃ being ε-projective implies that S is (
√
3ε′ + ε)-projective, and S

being ε-projective implies that S̃ is (
√
3ε′ + ε)-projective.

Proof. Since (a) is an implication of (b) (by taking ε′ = 0), we only need to prove (b).
Given that S ε′

↪−→ S̃, there exists a local isometry and auxiliary state such that

V [Exa ⊗ Id |ψ〉] ≈ε′ (Ẽxa ⊗ Id |ψ̃〉)⊗ |aux〉 , ∀ a, s (5)

V [|ψ〉] ≈ε′ |ψ̃〉 ⊗ |aux〉 (6)

(6)− (5):

V [(Id − Exa)⊗ Id |ψ〉] ≈2ε′ ((Id − Ẽxa)⊗ Id |ψ̃〉)⊗ |aux〉 (7)

Then the inner product of (5) and (7):

〈ψ|(Exa − E2
xa)⊗ Id|ψ〉 ≈3ε′ 〈ψ̃|(Ẽxa − Ẽ2

xa)⊗ Id|ψ̃〉 .
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Note that both sides are real positive numbers, then

|
√

〈ψ|(Exa − E2
xa)⊗ Id|ψ〉 −

√
〈ψ̃|(Ẽxa − Ẽ2

xa)⊗ Id|ψ̃〉|

≤|
√
〈ψ|(Exa − E2

xa)⊗ Id|ψ〉+
√

〈ψ̃|(Ẽxa − Ẽ2
xa)⊗ Id|ψ̃〉|

=
| 〈ψ|(Exa − E2

xa)⊗ Id|ψ〉 − 〈ψ̃|(Ẽxa − Ẽ2
xa)⊗ Id|ψ̃〉 |

|
√

〈ψ|(Exa − E2
xa)⊗ Id|ψ〉 −

√
〈ψ̃|(Ẽxa − Ẽ2

xa)⊗ Id|ψ̃〉|

=⇒ |
√
〈ψ|(Exa − E2

xa)⊗ Id|ψ〉 −
√

〈ψ̃|(Ẽxa − Ẽ2
xa)⊗ Id|ψ̃〉| ≤

√
3ε′.

Then the two implications in (b) follows immediately.

3.3 Folklore tricks

3.3.1 Restrictions of nonlocal strategies

In the literature we often encounter statements such as ‘on the state the measurement behaves
like...’. This is reasonable because statistics cannot provide information beyond the support
of the state. Here we formalize this notion by specifying the restriction of a strategy.

Definition 3.8 (Restriction of a strategy). Let S = (|ψ〉AB , {Exa}, {Fyb}) be a pure strategy,
and let

|ψ〉AB =
d−1∑
i=0

λi |ei〉A |fi〉B .

be its Schmidt decomposition. Define the isometries UA : Cd → HA, UB : Cd → HB by

UA =
d−1∑
i=0

|ei〉A〈i| and UB =
d−1∑
i=0

|fi〉B〈i| .

Then the restriction of S is the strategy Sres = (|ψ′〉 , {E ′
xa}, {F ′

yb}), where

E ′
xa = U∗

AExaUA,

F ′
yb = U∗

BFybUB,

|ψ′〉 =
d−1∑
i=0

λi |i〉 |i〉 = U∗
A ⊗ U∗

B |ψ〉 .
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It is evident from the definition that the restriction always yields a full-rank strategy.
In this sense the restriction provides a natural, canonical way of constructing a full-rank
strategy. Also note that the projectors ΠA = UAU

∗
A ∈ B(HA),ΠB = UBU

∗
B ∈ B(HB)

projects onto the support of the state |ψ〉AB.
We will now see that if a non-full-rank strategy S is exactly/nearly support-preserving,

then S and its restriction Sres (defined as in Definition 3.8) can be mutually exactly/nearly
local-dilated.

Proposition 3.9. If a pure strategy S is ε-support-preserving, then Sres
ε
↪−→ S and S ε

↪−→ Sres,
where Sres is the restriction of S.

Proof. We show that Sres
ε
↪−→ S with a separable auxiliary state, then S ε

↪−→ Sres follows from
Proposition 3.2.

Consider isometries UA, UB in Definition 3.8, and recall that UAU∗
A = ΠA, UBU

∗
B = ΠB.

Then

UA ⊗ UB(A
′
st ⊗ IdB) |ψ′〉 = UAU

∗
AExaUAU

∗
A ⊗ UBU

∗
B |ψ〉

= ΠAExaΠA ⊗ ΠB |ψ〉

≈ε ExaΠA ⊗ ΠB |ψ〉

= Exa ⊗ IdB |ψ〉 .

A similar argument holds for Bob’s operators. So Sres
ε
↪−→ S.

In general, a projective strategy might become non-projective under restriction. Here,
we show that the other way around can never happen: whenever a restriction is projective,
the original strategy must be both projective and support-preserving.

Theorem 3.10. Let S = (|ψ〉 , {Exa}, {Fyb}) be a pure strategy and Sres be its restriction.

(a) If S is ε1-support-preserving and ε2-projective, then Sres is (ε1 + ε2)-projective.

(b) If Sres is ε3-projective, then S is ε3-support-preserving and ε3-projective.

Proof. We prove for Alice’s side, and the same argument works also for Bob. By definition,

‖[ΠA, Exa]‖2σA = 〈ψ|(ExaΠA − ΠAExa)(ΠAExa − ExaΠA)⊗ Id|ψ〉
= 〈ψ|(ExaΠAExa − ExaΠAExaΠA − ΠAExaΠAExa +ΠAA

2
xaΠA)⊗ Id|ψ〉

= 〈ψ|(E2
xa − ExaΠAExa)⊗ Id|ψ〉 .
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On the other hand, recall that Sres = (|ψ′〉 , {E ′
xa}, {F ′

yb}) where |ψ′〉 = U∗
A ⊗ U∗

B |ψ〉,
U ′
A = U∗

AExaUA, and UA satisfies UAU∗
A = ΠA. So

〈Id − A′
xa, A

′
xa〉σ′

A
= 〈ψ|(UA ⊗ UB)((Id − U∗

AExaUA)U
∗
AExaUA ⊗ Id)(U∗

A ⊗ U∗
B)|ψ〉

= 〈ψ|(ΠAExaΠA − ΠAExaΠAExaΠA)⊗ Id|ψ〉
= 〈ψ|(Exa − ExaΠAExa)⊗ Id|ψ〉 .

Therefore

〈Id − A′
xa, A

′
xa〉σ′

A
− ‖[ΠA, Exa]‖2σA = 〈ψ|(Exa − E2

xa)⊗ Id|ψ〉

= 〈ψ|((Id − Exa)Exa)⊗ Id|ψ〉
= 〈Id − Exa, Exa〉σA .

Then (a) is clear. For (b), note that both 〈Id − Exa, Exa〉σA and ‖[ΠA, Exa]‖2σA are positive.
So if 〈Id − A′

xa, A
′
xa〉σ′

A
≤ ε3 then 〈Id − Exa, Exa〉σA ≤ ε3 and ‖[ΠA, Exa]‖2σA ≤ ε3.

Corollary 3.11. The restriction Sres is projective if and only S is support-preserving and
0-projective (i.e. projective on the support of the state).

3.3.2 Naimark dilation of nonlocal strategies

The Naimark dilation theorem (of a single POVM) provides an essential framework for
characterizing POVMs, having significant influence not only in this study but also in the
broader domains of operator theory and quantum information theory. To apply this in
non-local strategies, here we extend this to any given (finite) set of POVMs.

Definition 3.12. Let {Rij}mi
j=1, 1 ≤ i ≤ n, be a family of POVMs on H. ({Pij}mi

j=1, V ) is
called a Naimark dilation of {Rij}mi

j=1, if {Pij}
mi
j=1 is a family of PVMs on H′, V : H → H′,

and Rij = V ∗PijV for all i, j.

The definition above is an abstract one since Naimark dilation has diverse forms, and all
of them fit in our we general framework. For the sake of completeness we give an construction
below, which it is also ‘minimal’ in the sense of what we introduce later in Definition 3.33.
Another iterative construction of it can be found in [Pau16, Proposition 9.6 and Theorem
9.8] (which is not minimal). it’s important to note that while this construction serves to
illuminate the intuition behind Naimark dilations, the results we present later in the paper
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are not tied to this specific example. Our general theorem applies to any Naimark dilation,
regardless of its particular structure.

Construction 3.13. Let {Rij}mi
j=1, 1 ≤ i ≤ n, be a family of POVM’s on d-dimensional

Hilbert space H. Let rij = rank(Rij) be the rank of each POVM element, then by spec-
trum decomposition Rij =

∑rij−1
k=0 xijkx

∗
ijk for some sub-normalised vector xijk. Let d′ =

maxi
∑

j rij. d′ will be the dimension of our projectors.
The matrixMi := [xi11, xi12, ..., xi1ri1 , ..., ximirimi

] then is a d×
∑

j rij co-isometry. Pad it
with zero vectors on the right to be a d× d′ co-isometry. Then use Gram Schmidt process
we can always find a (d′−d)×nmatrix Ni such that Ui = [Mi, Ni]

⊺ is a unitary. Denote the
columns of Ui by Ui := [x′i11, x

′
i12, ..., x

′
i1ri1

, ..., x′imirimi
, ...]. Define Pij :=

∑rij−1
k=0 (x′ijk)(x

′
ijk)

∗,
and V = [Idd, 0d×(d′−d)]

⊺. It follows from their construction that Pij are projectors and Rij =

V ∗PijV for all i, j.

In our subsequent analysis, we show that our results hold for all Naimark dilations, thus
are not limited by the specific details of this construction.

Given the Naimark dilation of multiple POVMs, one can talk about the Naimark dilation
of a strategy:

Definition 3.14 (Naimark dilation of quantum strategies). Given a pure strategy S =

(|ψ〉 , {Exa}, {Fyb}), a PVM strategy SNaimark = (VA⊗VB |ψ〉 , {Pxa}, {Qyb}) is called aNaimark
dilation of S, if ({Pxa}, VA) is a Naimark dilation of {Exa}, and ({Qyb}, VB) is a Naimark di-
lation of {Fyb}.

And not surprisingly, they generate the same statistics:

Lemma 3.15. Any pure strategy gives the same correlation as its Naimark dilations.

Proof. Let S = (|ψ〉 , {Exa}, {Fyb}) and SNaimark = (VA⊗VB |ψ〉 , {Pxa}, {Qyb}). Using Exa =
V ∗
APxaVA, Fyb = V ∗

BQybVB,we get

〈ψ|Exa ⊗ Fyb|ψ〉 = 〈ψ|V ∗V Exa ⊗ FybV
∗V |ψ〉 = 〈V ψ|Pxa ⊗Qyb|V ψ〉 ,

where V = VA ⊗ VB.

As an analog of Proposition 3.9, we will show that S and SNaimark are mutually locally
dilated if S is projective. To prove this, we need the following lemma:
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Lemma 3.16. Let {Rij}mj=1, 1 ≤ i ≤ n, be a collection of POVM’s on H, σ be a density
matrix on H, and |ψ〉 be a purification of σ. Then any Naimark dilation ({Pij}, V ) of {Rij}
satisfies

‖V Rij ⊗ Id |ψ〉 − PijV ⊗ Id |ψ〉 ‖2 = 〈ψ|(Id −Rij)Rij ⊗ IdB|ψ〉 .

Proof. Using V ∗PijV = Rij, we get

‖V Rij ⊗ Id |ψ〉 − PijV ⊗ Id |ψ〉 ‖2

= 〈ψ|(RijV
∗V Rij + V ∗PijPijV − V ∗PijV Rij −RijV

∗PijV )⊗ Id|ψ〉
= 〈ψ|(R2

ij +Rij −R2
ij −R2

ij)⊗ Id|ψ〉
= 〈ψ|(Id −Rij)Rij ⊗ IdB|ψ〉 .

Applying Lemma 3.16 in the context of nonlocal strategies, we have the following propo-
sition:

Proposition 3.17. If a pure strategy S is ε-projective, then S ε
↪−→ SNaimark and SNaimark

ε
↪−→ S,

where SNaimark is any Naimark dilation of S.

Proof. It is clear from Lemma 3.16 that S ε
↪−−−−→
VA⊗VB

SNaimark, where VA, VB are isometries given

in Definition 3.12. Then SNaimark
ε
↪−→ S follows from Proposition 3.2.

We now show that if a Naimark dilation of a strategy is support-preserving, then the
original one must be both projective and support-preserving (an analog of Theorem 3.10).

Theorem 3.18. Let S = (|ψ〉 , {Exa}, {Fyb}) be a pure strategy and SNaimark be any Naimark
dilation of S.

(a) If S is ε1-support-preserving and ε2-projective, then SNaimark is (ε1 + ε2)-support-
preserving.

(b) If SNaimark is ε3-support-preserving, then S is ε3-support-preserving and ε3-projective.

Proof. We prove for Alice’s side, and the same argument works also for Bob. Let Π be the
projection on the support of |ψ〉 on Alice’s side. Let ({Pxa}, V ) be the Naimark dilation of
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{Exa}. Note that

‖[VΠV ∗, Pxa]‖2V σV ∗ =‖PxaVΠV ∗V ⊗ Id |ψ〉 − VΠV ∗PxaV ⊗ Id |ψ〉 ‖2

= 〈ψ|Exa ⊗ Id|ψ〉 − 〈ψ|ExaΠExa ⊗ Id|ψ〉 .

And

‖[Π, Exa]‖2σ =‖ΠExa ⊗ Id |ψ〉 − ExaΠ⊗ Id |ψ〉 ‖2

= 〈ψ|A2
xa ⊗ Id|ψ〉 − 〈ψ|ExaΠExa ⊗ Id|ψ〉 .

So

‖[VΠV ∗, Pxa]‖2V σV ∗ − 〈Id − Exa, Exa〉σ
= 〈ψ|A2

xa ⊗ Id|ψ〉 − 〈ψ|ExaΠExa ⊗ Id|ψ〉
=‖[Π, Exa]‖2σ.

Then (a) is clear. For (b), note that both 〈Id − Exa, Exa〉σ and ‖[Π, Exa]‖2σ are positive. So
SNaimark being ε3-support-preserving implies that S is ε3-projective and ε3-support-preserving.

Corollary 3.19. The Naimark dilation SNaimark is support-preserving if and only if S is
support-preserving and 0-projective (i.e. projective on the support of the state).

Finally, we summarize the interaction of the concepts introduced in this section by Fig.
2.

3.4 Removing assumptions

In this section, we aim to remove the assumptions that are commonly made in the literature.
Specifically, we will establish the following theorem.

Theorem 3.20. Let S̃ be a pure strategy that generates a correlation p(a, b|x, y) that satis-
fies certain geometric properties (will be specified later) in the quantum set of correlation.
Then the following two implications hold:

(a) If S̃ is full-rank and p(a, b|x, y) robust pure PVM self-tests S̃, then p(a, b|x, y) robust
assumption-free self-tests S̃.

32
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Figure 2: Local dilation “↪−→” is the central concept of self-testing. We introduce the idea
of support-preservingness and projectiveness for strategies, which are invariant under local
dilations. There are two canonical ways of obtaining a support-preserving strategy and a
projective strategy, respectively: restriction and Naimark dilation. If a strategy S is support-
preserving/projective, then we can locally dilate S to its restriction/Naimark dilation and
vice versa. Finally, if the restriction of S is projective, or if its Naimark dilation is support-
preserving, then S must be both projective and support-preserving.

(b) If S̃ is projective and p(a, b|x, y) robust pure full-rank self-tests S̃, then p(a, b|x, y)
robust assumption-free self-tests S̃.

We will prove Theorem 3.20 (a) and (b) both in two steps. For part (a), we first show
how to get rid of the PVM assumption in the following subsections. Similarly, we show
that we can remove the full-rank assumption in part (b) in Subsection 3.4.2. Then, for both
Theorem 3.20 (a) and (b), we get from pure to mixed states in Subsection 3.4.3.

As a final remark before we go into the steps of the proof of Theorem 3.20, we note that
most of the results in this section also apply to self-tests from games/Bell expressions.

3.4.1 Removing the PVM assumption

Here we show that robust pure PVM self-test implies robust pure self-test if the canonical
strategy is full-rank, with the building blocks from Section 3.2.

Theorem 3.21. If p(a, b|x, y) robust pure PVM self-tests a full-rank canonical strategy S̃.
Then

(a) S̃ is a projective strategy, and
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(b) (a, b|x, y) is also a robust pure self-test for S̃.

Proof. We first prove (a). Note that robust self-tests always imply exact self-tests by taking
ε = 0 (which causes δ = 0).

For any S that generates the same correlation of S̃, consider its Naimark dilation SNaimark.
Since G is a PVM self-test for S̃, it holds that SNaimark ↪−→ S̃. By the invariance of projec-
tiveness (Proposition 3.7), S̃ is 0-projective, thus projective.

Now we prove (b). For any ε, let ε′ = ε/5. Since p(a, b|x, y) robust pure PVM self-tests
S̃, for such ε′ there exist δ′ such that, any δ′-optimal pure projective strategy Sproj for G
satisfies Sproj

ε′

↪−→ S̃.
Consider a non-projective strategy Snon-proj that is δ′-optimal for G. Since its Naimark

dilation SNaimark is projective and δ′-optimal, it holds that SNaimark
ε′

↪−→ S̃. Note that S̃ is as-
sumed to be full-rank (thus support-preserving), by the invariance of support-preservingness
(Proposition 3.5) SNaimark is 4ε′-support-preserving. Then by Theorem 3.18 Snon-proj is 4ε′-
support-preserving. Then Snon-proj

4ε′

↪−→ SNaimark by Proposition 3.17. By transitivity,
Snon-full

ε′+4ε′=ε
↪−−−−−→ S̃.

Let δ = δ′. So we conclude that Snon-proj
ε
↪−→ S̃ for any δ-optimal Snon-full, that is, p(a, b|x, y)

also robust pure self-test S̃.

Remark 3.22.

• Previously, work [PSZZ24, Theorem 3.7] shows that in some special cases where
the correlation is synchronous or binary, PVM assumption can be removeed for exact
self-tests. Here we show that this in fact be done in a more general scenario, and
for robust self-tests as well.

• Exact version of the (b) part of the theorem and its proof hold automatically by taking
ε = 0 (which causes δ = 0).

• If there is already an explicit (δ, ε) dependence in the PVM self-test, e.g., ε = O(δ2),
then our proof still works and give the result that any δ-optimal strategy is a 5O(δ2)-
local-dilation.

3.4.2 Removing the full-rank assumption

Once again, using the tools from Section 3.2 and 3.3, we will now show we can get rid of the
full-rank assumption if our canonical strategy is projective.
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Theorem 3.23. If p(a, b|x, y) robust pure full-rank self-tests a projective canonical strategy
S̃. Then

(a) S̃ is support-preserving, and

(b) p(a, b|x, y) also robust pure self-tests S̃.

Proof. We first prove (a). Note that robust self-tests always imply exact self-tests by taking
ε = 0 (which causes δ = 0).

For any S that generates the same correlation of S̃, consider its restriction Sres. Since
p(a, b|x, y) is a full-rank self-test for S̃ it holds that Sres ↪−→ S̃. By the invariance of support-
preservingness (Proposition 3.5), S̃ is support-preserving.

Now we prove (b). For any ε, let ε′ be the positive number such that ε′+
√
3ε′ = ε. Since

p(a, b|x, y) is a robust pure full-rank self-test, for such ε′ there exist δ′ such that, any pure
full-rank strategy Sfull δ′-approximately generates p(a, b|x, y) satisfies Sfull

ε′

↪−→ S̃.
Consider a non-full-rank strategy Snon-full that δ′-approximately generates p(a, b|x, y).

Since its restriction Sres is full-rank and δ′-approximately generates p(a, b|x, y), it holds
that Sres

ε′

↪−→ S̃. Note that S̃ is assumed to be projective, by the invariance of projectiveness
(Proposition 3.7) Sres is

√
3ε′-projective. Then by Theorem 3.10, Snon-full is

√
3ε′-support-

preserving. Then Snon-full
√
3ε′

↪−−→ Sres by Proposition 3.9. By transitivity, Snon-full
ε′+

√
3ε′=ε

↪−−−−−−→ S̃.
Let δ = δ′. So we conclude that Snon-full

ε
↪−→ S̃ for any δ-optimal Snon-full, that is, p(a, b|x, y)

also robust pure self-tests S̃.

Remark 3.24.

• Exact version of the (b) part of the theorem and its proof hold automatically by taking
ε = 0 (which causes δ = 0).

• If there is already an explicit (δ, ε) dependence in the full-rank self-test, e.g., ε = O(δ2),
then our proof still works and give the result that any δ-optimal strategy is a O(δ)-
local-dilation.

3.4.3 Removing the purity assumption

Let us now shift our attention to mixed strategies. We will show that a pure self-test is
a mixed self-test as long as the the correlation satisfies certain geometric properties in the
quantum set of correlations.
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To prove this result, some techniques about convex cone in Euclidean space is required.
Given a convex set T (in our case, the set of quantum correlations Cq as a convex set in
R|IA|×|IB |×|OA|×|OB |) and a boundary point p (in our case, ~p = [p(a, b|x, y)]a,b,x,y), consider
the convex cone

C(T, ~p) := cone{T − ~p} = {
k∑
i=1

λi(qi − ~p)|qi ∈ T, λi ≥ 0, k ∈ N}.

Notice that the origin moves to ~p. The width (also referred to as the maximal angle; see
e.g. in [IS05]) of C(T, ~p) is defined as

w(T, ~p) := sup{‖x− y‖|x, y ∈ C(T, ~p), ‖x‖ = ‖y‖ = 1}.

w(T, ~p) can be understood as the ‘sharpness’ of the set T at point ~p. It is clear from the
definition that 0 < w(T, ~p) ≤ 2 for any T, ~p, and w(T, ~p) < 2 when ~p is exposed in T . The
following holds for any convex set T and ~p:

Proposition 3.25. If a1, ..., an ≥ 0 and pi, ..., pn ∈ C(T, ~p) are unit vectors, then

‖
n∑
i=1

anpn‖2 ≥
1

2
w2(T, ~p)(

n∑
i=1

a2i ) + (1− 1

2
w2(T, ~p))(

n∑
i=1

ai)
2.

Proof. Notice that w2(T, ~p) lower bounds the inner products between unit vectors in C(T, ~p)
by 〈xi, xj〉 ≥ (1− 1

2
w2). Expanding the norm of the sum of vectors we have

‖
n∑
i=1

anpn‖2 =
∑
i

a2i + 2
∑
i ̸=j

aiaj 〈pi, pj〉

≥
∑
i

a2i + 2
∑
i ̸=j

aiaj(1−
1

2
w2)

=
∑
i

a2i +

(
(
∑
i

ai)
2 −

∑
i

a2i

)
(1− 1

2
w2)

=
1

2
w2(T, p)(

n∑
i=1

a2i ) + (1− 1

2
w2(T, p))(

n∑
i=1

ai)
2.

Proposition 3.25 tells us that

36



1. if w(T, ~p) ≤
√
2 i.e. T is sufficiently sharp at ~p, then

∀i, a2i ≤
2

w2(T, ~p)
‖

n∑
i=1

aipi‖2.

2. if
√
2 ≤ w(T, ~p) ≤ 2, for n small enough such that n ≤ w2

w2−2
, we have

∀i, a2i ≤
2

w2(T, ~p) + n(2− w2(T, ~p))
‖

n∑
i=1

aipi‖2.

The main result in this subsection is the following.

Theorem 3.26. Let t ⊆ {PVM} and p(a, b|x, y) robust pure t self-tests S̃ with local dimen-
sion d, where ~p = [p(a, b|x, y)]a,b,x,y satisfies either w(Cq, ~p) ≤

√
2 or d2 ≤ w2(Cq ,p⃗)

w2(Cq ,p⃗)−2
. Then

p(a, b|x, y) also robust mixed t self-tests S̃.

The following lemma can be seen as a first step in the proof of Theorem 3.26. It identifies
the isometry in the local dilation from any purification of a mixed quantum strategy to a
quantum strategy that uses the operators of the canonical strategy of the pure self-test.

Lemma 3.27. Let p(a, b|x, y) robust, pure self-tests S̃ =
(
|ψ̃〉 , {Ẽxa}, {F̃yb}

)
. Let S =

(ρAB, {Exa}, {Fyb}) be a mixed strategy that δ-approximately generates p(a, b|x, y). Con-
sider S(1) = (|ψ〉ABP , {Exa}, {Fyb ⊗ IdP}), where |ψ〉ABP is a purification of ρAB. Then
S(2) =

(
X |ψ〉ABP , {Ẽxa ⊗ IdǍ}, {F̃yb ⊗ IdB̂ ⊗ IdP}

)
is a local 2ε-dilation of S(1), where X is

an isometry obtained from the robust, pure self-test.

Proof. We have two pure strategies, S(1) and (|ψ〉ABP , {Exa ⊗ IdP}, {Fyb}), which are δ-
optimal. Then by the pure robustness, we have that

VAP ⊗ VB[(Exa ⊗ IdP )⊗ IdB |ψ〉ABP ] ≈ε (Ẽxa ⊗ IdB̃ |ψ̃〉)⊗ |aux1〉 ,

VAP ⊗ VB[(IdA ⊗ IdP )⊗ Fyb |ψ〉ABP ] ≈ε (IdÃ ⊗ F̃yb |ψ̃〉)⊗ |aux1〉 , (8)

VAP ⊗ VB[|ψ〉ABP ] ≈ε |ψ̃〉 ⊗ |aux1〉 , (9)

WA ⊗WBP [Exa ⊗ (IdB ⊗ IdP ) |ψ〉ABP ] ≈ε (Ẽxa ⊗ IdB̃ |ψ̃〉)⊗ |aux2〉 , (10)

WA ⊗WBP [IdA ⊗ (Fyb ⊗ IdP ) |ψ〉ABP ] ≈ε (IdÃ ⊗ F̃yb |ψ̃〉)⊗ |aux2〉 ,

WA ⊗WBP [|ψ〉ABP ] ≈ε |ψ̃〉 ⊗ |aux2〉 . (11)
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Let X := WA ⊗ VB ⊗ IdP . We need to show that

X[Exa ⊗ IdB ⊗ IdP |ψ〉ABP ] ≈2ε (Ẽxa ⊗ IdB̃ ⊗ IdǍB̂P )X |ψ〉ABP ,

X[IdA ⊗ Fyb ⊗ IdP |ψ〉ABP ] ≈2ε (IdÃ ⊗ F̃yb ⊗ IdǍB̂P )X |ψ〉ABP

for all a, b, x, y.
Equations (8), (9) imply

VAP ⊗ VB[(IdA ⊗ IdP )⊗ Fyb |ψ〉ABP ] ≈2ε (IdÃ ⊗ F̃yb ⊗ IdÂB̂P )(VAP ⊗ VB)[|ψ〉ABP ].

Applying V ∗
AP ⊗ IdB̃B̂ to the left of both sides yields

IdAP ⊗ VBFyb[|ψ〉ABP ] ≈2εIdAP ⊗ (F̃yb ⊗ IdB̂)VB[|ψ〉ABP ]. (12)

Similarly, we obtain

WAExa ⊗ IdBP [|ψ〉ABP ] ≈2ε (Ẽxa ⊗ IdǍ)WA ⊗ IdBP [|ψ〉ABP ] (13)

from the equations (10), (11).
Now, applying WA ⊗ IdB̃B̂P to the left of both sides of equation (12) gives us

WA ⊗ VB ⊗ IdP [IdA ⊗ Fyb ⊗ IdP |ψ〉ABP ] ≈2ε (IdÃ ⊗ F̃yb ⊗ IdǍB̂P )(WA ⊗ VB ⊗ IdP ) |ψ〉ABP .

Finally, we deduce

WA ⊗ VB ⊗ IdP [Exa ⊗ IdB ⊗ IdP |ψ〉ABP ] ≈2ε (Ẽxa ⊗ IdB̃ ⊗ IdǍB̂P )(WA ⊗ VB ⊗ IdP ) |ψ〉ABP

from applying VB ⊗ IdÃǍP to the left of both sides of equation (13).

The next lemma shows that the strategy we constructed before approximately generates
the correlation.

Lemma 3.28. Let p(a, b|x, y) pure, robust self-tests S̃ and let S(2) be as in Lemma 3.27.
Then S(2) is (δ + Cε)-approximately generates p(a, b|x, y), where C depends only on the
Bell scenario.

Proof. Let p1(a, b|x, y) and p2(a, b|x, y) be the correlation of S(1) and S(2), respectively. It
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holds

|p1(a, b|x, y)− p2(a, b|x, y)|

= |Tr(((Exa ⊗ Fyb ⊗ IdP )
− (WA ⊗ VB ⊗ IdP )∗(Ẽxa ⊗ F̃yb ⊗ IdǍB̂P )(WA ⊗ VB ⊗ IdP )) |ψ〉 〈ψ|ABP )|

= |〈(WA ⊗ VB ⊗ IdP ) |ψ〉 , ((WA ⊗ VB ⊗ IdP )(Exa ⊗ Fyb ⊗ IdP )
− (Ẽxa ⊗ F̃yb ⊗ IdǍB̂P )(WA ⊗ VB ⊗ IdP )) |ψ〉〉|

≤ ||(WA ⊗ VB ⊗ IdP ) |ψ〉 || · ||((WA ⊗ VB ⊗ IdP )(Exa ⊗ Fyb ⊗ IdP )
− (Ẽxa ⊗ F̃yb ⊗ IdǍB̂P )(WA ⊗ VB ⊗ IdP )) |ψ〉 ||

= ||((WA ⊗ VB ⊗ IdP )(Exa ⊗ Fyb ⊗ IdP )− (Ẽxa ⊗ F̃yb ⊗ IdǍB̂P )(WA ⊗ VB ⊗ IdP )) |ψ〉 ||

for all a, b, x, y, where the inequality comes from the Cauchy-Schwarz inequality. Since S(2)

is a local 2ε-dilation of S(1) by Lemma 3.27, we know

||((WA ⊗ VB ⊗ IdP )(Exa ⊗ Fyb ⊗ IdP )− (Ẽxa ⊗ F̃yb ⊗ IdǍB̂P )(WA⊗VB ⊗ IdP )) |ψ〉 ||
≤ 2max{|OA|, |OB|}ε.

Since S(1) δ-approximately generates p(a, b|x, y), we deduce that S(2)

(δ + 2max{|OA|, |OB|}ε)-approximately generates p(a, b|x, y).

Finally, we will see that the almost optimal strategy from the previous lemma can be
ε′-dilated to the canonical strategy of the pure, robust self-test, under the condition that
p(a, b|x, y) is ‘sharp’ enough on the boundary of Cq.

Lemma 3.29. Let p(a, b|x, y) pure, robust self-tests S̃, and S(2) be as in Lemma 3.27.
Then S̃ is a local ε′-dilation of S(2) if ~p = [p(a, b|x, y)]a,b,x,y satisfies either w(Cq, ~p) ≤

√
2 or

d2 ≤ w2(Cq ,p⃗)

w2(Cq ,p⃗)−2
, where ε′ depends only on the Bell scenario and w(Cq, ~p), the width of Cq

at p(a, b|x, y).

Proof. It suffices to show that

‖X |ψ〉ABP − |ψ̃〉 ⊗ |aux〉 ‖ ≤ ε′

for some ε′.
Consider the Schmidt decomposition of X |ψ〉ABP with respect to the separation between
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HÃB̃ and HǍB̂P

X |ψ〉ABP =
r−1∑
i=0

αi |ϕi〉ÃB̃ |auxi〉ǍB̂P ,

where r ≤ d2 and d being the local dimension of S̃. Then pi(a, b|x, y) := 〈ϕi|Exa ⊗ Fyb|ϕi〉
are correlations satisfying

‖
∑
i

α2
i pi(a, b|x, y)− p(a, b|x, y)‖ ≤ δ + Cε.

Take ~pi = [pi(a, b|x, y)]a,b,x,y ∈ R|IA|×|IB |×|OA|×|OB | and similarly ~p = [p(a, b|x, y)]a,b,x,y ∈
R|IA|×|IB |×|OA|×|OB |, it holds that

‖
∑
i

α2
i ~pi − ~p‖ = ‖

∑
i

α2
i (~pi − ~p)‖ ≤ C ′(δ + Cε)

where C ′ = |IA| × |IB| × |OA| × |OB|. Then Proposition 3.25 tells us that

‖~pi − ~p‖ ≤ C ′′C ′(δ + Cε)/α2
i ,

if either w(Cq, ~p) ≤
√
2 or d2 ≤ w2(Cq ,p⃗)

w2(Cq ,p⃗)−2
holds, where C ′′ is a constant depending only on

w2(Cq, ~p). Then from pure self-testing there is some ε′i such that |ϕi〉 ≈ε′i
|ψ̃〉. We therefore

get

‖X |ψ〉ABP − |ψ̃〉 ⊗ |aux0〉 ‖ =‖
∑
i

αi(|ϕi〉 − |ψ̃〉) |auxi〉 ‖

=

√∑
i

α2
i (ε

′
i)
2 := ε′.

This finishes the proof.

By putting together the previous lemmas, we can prove Theorem 3.26.

Proof of Theorem 3.26. Let ε ≥ 0 and let S be a δ-optimal, mixed strategy, where we choose
δ as in the robust pure self-test. Then by Lemmas 3.27 and 3.29 as well as transitivity, we
know that S̃ is a local (2ε + ε′)-dilation of the pure quantum strategy S(1) associated to
S.

Remark 3.30.
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• To the best of our knowledge, it is unclear how to compute w(Cq, ~p) given p even in
the simplest cases like CHSH. And in general, deciding w greater or less than

√
2 is

hard already for polyhedral (i.e., finitely generated) cones [IS05].

• Theorem 3.26, or more specifically, Lemma 3.29 can be translated to self-testing from
games or Bell expressions, as shown in [BCK+23]. Furthermore, in those cases the con-
stant C ′′ depends on the spectrum gap of the canonical game operator/Bell expression,
thus no additional conditions are needed.

3.4.4 Proof of Theorem 3.20

We are now ready to prove our main theorem:

Proof of Theorem 3.20. (a): by Theorem 3.21, G is a robust pure self-test for S̃. Then by
Theorem 3.26 G is an assumption-free self-test.

(b): by Theorem 3.23, G is a robust pure self-test for S̃. By Theorem 3.38, S̃ is support-
preserving. So we take its restriction S̃res, and G also robust pure self-tests S̃res. Then
using Theorem 3.26 G is an assumption-free self-test for S̃res. From Proposition 3.9, G is an
assumption-free self-test for S̃.

3.5 A Counterexample

In Section 3.4 we showed that certain assumptions can be removed when the canonical
strategy has nice properties (support-preserving/0-projective). Here we further show that
these nice properties are necessary, by identifying self-tests that are only valid when proper
assumptions are made. Surprisingly, one can obtain those counterexamples from a single
extreme correlation p0(a, b|x, y) ∈ Cq(2, 3, 2, 3) (that is, |IA| = |OA| = 2, |IB| = |OB| = 3).

Theorem 3.31. There exists a correlation p0(a, b|x, y) ∈ Cq(2, 3, 2, 3) satisfying the follow-
ing:

(a) p0(a, b|x, y) is extreme in Cq(2, 3, 2, 3);

(b) p0(a, b|x, y) pure full-rank self-tests some S̃ (given below);

(c) p0(a, b|x, y) pure PVM self-tests any Naimark dilation of S̃.

(d) p0(a, b|x, y) does not pure self-test any strategy.
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(e) p0(a, b|x, y) does not admit any pure full-rank projective realisation.

We first give the explicit construction of S̃ which generates p0(a, b|x, y). Consider the
canonical strategy of CHSH game S̃CHSH = (|Φ+〉 , {X ,Z}, {H,G}), where |Φ+〉 = (|00〉 +
|11〉)/

√
2, and X ,Z,H,G are the measurements corresponding to the binary observables

X,Z,H := 1√
2
(X + Z), G := 1√

2
(X − Z), respectively. (That is, X = {|+〉〈+|, |−〉〈−|},

Z = {|0〉〈0|, |1〉〈1|}, etc.) It is well-known that the CHSH game is an assumption-free self-
test for S̃CHSH [MYS12].

Then we incorporate a three-output POVM M = {M0,M1,M2} to Bob’s side, where

M0 =
1

3
(Id + Z),

M1 =
1

3
(Id − 1

2
Z +

√
3

2
X),

M2 =
1

3
(Id − 1

2
Z −

√
3

2
X).

It is clear that Mi ≥ 0,
∑

iMi = Id, so M is a valid (non-projective) POVM. Therefore
S̃ = (|Φ+〉 , {X ,Z}, {H,G,M}). Notice that S̃ is full-rank but non-projective.

3.5.1 p0(a, b|x, y) pure full-rank self-tests S̃

We will show that p0(a, b|x, y) is extreme and pure full-rank self-test strategy S̃ = (|Φ+〉 , {X ,Z},
{H,G,M}). For this we need Holder’s inequality

Tr[AB] ≤ ‖A‖∞‖B‖1,

where ‖A‖∞ := sup∥v∥=1 ‖Av‖ is the infinity norm, and ‖B‖1 := Tr |B| = Tr[
√
B∗B] is the

trace norm.

Proof of Theorem 3.31 (a), (b). Consider any pure full-rank strategy S = (|ψ〉 , {A0,A1}, {B0,B1,B2})
that generates p0(a, b|x, y). Let Ai = {A+

i , A
−
i }, Bi = {B+

i , B
−
i } for i = 0, 1 where

A+
i , A

−
i , B

+
i , B

−
i are POVM elements. Define observables Ai := A+

i −A−
i and Bi := B+

i −B−
i .

Let B2 = {F0, F1, F2}. Define the following two functionals:

β0 := 〈ψ|A0 ⊗ B0 + A0 ⊗ B1 + A1 ⊗ B0 − A1 ⊗ B1|ψ〉 ,

β1 := 〈ψ|A0 ⊗ F0 −
1

2
A0 ⊗ F1 +

√
3

2
A1 ⊗ F1 −

1

2
A0 ⊗ F2 −

√
3

2
A1 ⊗ F2|ψ〉 .
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And, from direct calculation, one can see that S̃ satisfies β0 = 2
√
2 and β1 = 1.

To prove (a), we will show that the correlation satisfying β0 = 2
√
2 and β1 = 1 is unique

in the quantum set.
Since the CHSH inequality is a full-rank self-test, achieving β0 = 2

√
2 implies that there

exist unitary UA, UB such that

UAA0U
∗
A = Z ⊗ IdA′ ,

UAA1U
∗
A = X ⊗ IdA′ ,

UA ⊗ UB |ψ〉 = |Φ+〉AB ⊗ |aux〉A′B′ .

Let us now consider the three-outcome measurement and define operators:

Gj := TrB′
[
(IdB ⊗ σ

1/2
B′ )U

∗
BFjUB(IdB ⊗ σ

1/2
B′ )
]
,

where σB′ = TrA′ [|aux〉〈aux|]. It is easy to see that the effective operators Gj fully determine
the correlation, since the observables of Alice completely ignore the A′ system.

Let us also define {Tj}2j=0 and note that they can be computed explicitly:

T0 := TrAA′B′
[
U∗
AA0UA ⊗ IdBB′ |ψ〉〈ψ|

]
=

1

2
Z,

T1 := TrAA′B′

[
U∗
A

(
− 1

2
A0 +

√
3

2
A1

)
UA ⊗ IdBB′ |ψ〉〈ψ|

]
=

1

2

(
− 1

2
Z +

√
3

2
X
)
,

T2 := TrAA′B′

[
U∗
A

(
− 1

2
A0 −

√
3

2
A1

)
UA ⊗ IdBB′ |ψ〉〈ψ|

]
=

1

2

(
− 1

2
Z −

√
3

2
X
)
.

One can verify that the functional β1 can be rewritten as:

β1 =
∑
j

Tr(TjGj).

Each term can be upper-bounded using Holder’s inequality:

β1 ≤
∑
j

‖Tj‖∞‖Gj‖1 =
1

2

∑
j

TrGj = 1,

where we used the fact that ‖Tj‖∞ = 1
2
. It is easy to determine the conditions under which

these inequalities hold as equalities: since for every Tj the positive part is one-dimensional,
the Gj operator must be proportional to these rank-1 projectors. The completeness condition
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allows us to deduce the proportionality constants, and finally we conclude that:

G0 =
1

3
(Id + Z) =M0,

G1 =
1

3
(Id − 1

2
Z +

√
3

2
X) =M1,

G2 =
1

3
(Id − 1

2
Z −

√
3

2
X) =M2.

This allows us to fully compute the statistics, which means that it is indeed the unique
correlation satisfying β0 = 2

√
2 and β1 = 1. Therefore, this point is an exposed point of

the β0 = 2
√
2 face of the quantum set, and it must be (at least) extreme within the entire

quantum set.
To prove (b), consider

Hj := (Id ⊗ σ
1/2
B′ )U

∗
BFjUB(Id ⊗ σ

1/2
B′ )

and note that Gj = TrB′ Hj. Since Gj are rank-1 PSD operators, we must have

Hj = Gj ⊗Kj,

for some Kj ≥ 0 satisfying TrKj = 1. Now, if σB′ is full-rank we can actually reconstruct
the original measurement operators:

Fj = Gj ⊗ (σ
−1/2
B′ Kjσ

−1/2
B′ ).

Using the completeness relation
∑

j Fj = Id and the fact that the Gj operators correspond
to an extremal three-outcome measurement on a qubit, we find that the only solution is
Kj = σB′ . Then Fj = U∗

B(Mj ⊗ IdB′)UB. So S̃ is a full-rank self-tested.

3.5.2 p0(a, b|x, y) pure PVM self-tests any Naimark dilation of S̃

To prove this result we will need the concept of minimal Naimark dilation [Ben20]. A
Naimark dilation {Pi ∈ B(H′)}mi=1 of POVM {Ri ∈ B(H)}mi=1 is minimal if and only if
H′ = span{PiV |ψ〉 : |ψ〉 ∈ H, i ∈ [1,m]}. One important fact about minimal Naimark
dilation is that it is unique up to unitary.

Theorem 3.32 ([Ben20], Theorem 2.22). Let ({Pi}mi=1, V ), ({P ′
i}mi=1, V

′) be two minimal
Naimark dilations of {Ri}mi=1. Then there exists unitary U such that V ′ = UV and UPiU∗ =
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P ′
i .

We generalise the concept of minimal Naimark dilation in the context of nonlocal strate-
gies.

Definition 3.33. Let {Rij}mi
j=1, 1 ≤ i ≤ n be a family of POVMs. A Naimark dilation

({Pij}mi
j=1, V ) of {Rij} is minimal if, for at least one i0 ∈ [1, n], ({Pi0j}j, V ) is a minimal

Naimark dilation of {Ri0j}j.
Let S = (|ψ〉 , {Exa}, {Fyb}) be a pure strategy. A pure PVM strategy S ′ = (VA ⊗

VB |ψ〉 , {Pxa}, {Qyb}) is aminimal Naimark dilation of S, if ({Pxa}, VA) is a minimal Naimark
dilation of {Exa}, and ({Qyb}, VB) is a minimal Naimark dilation of {Fyb}.

Minimal Naimark dilation of nonlocal strategies always exists, but is not unique (up to
local unitary) in general, since those PVM which are non-minimal could be very different
outside the support of the state. Nevertheless, we can show that in a special case, the
minimal Naimark dilations of S are equivalent up to local dilation.

Lemma 3.34. Let {Rij} be a family of POVMs onH with at most one non-projective mea-
surement. Then for any two minimal Naimark dilations ({Pij}, V ), ({P ′

ij}, V ′), there exist
unitary U such that

UV = V ′

UPijV |ψ〉 = PijV
′ |ψ〉 , ∀ |ψ〉 ∈ H.

Proof. The case where all {Rij} are projections is trivial, because {Rij} is the minimal
Naimark dilation of itself. Without loss of generality, we assume {R1j}j to be the non-
projective measurement. By definition, {P1j} and {P ′

1j} are two minimal Naimark dilations
of {R1j}. So, by Theorem 3.32 there exist unitary U such that UV = V ′, and UP1jU

∗ = P ′
1j.

Also note that R2
ij = Rij for all i 6= 1, so

‖[V V ∗, Pij]V |ψ〉 ‖2

= 〈ψ|V ∗PijV |ψ〉 − 〈ψ|V ∗PijV V
∗PijV |ψ〉

= 〈ψ|(Rij −R2
ij)|ψ〉 = 0.

So PijV |ψ〉 = PijV V
∗V |ψ〉 = V V ∗PijV |ψ〉 = V Rij |ψ〉. Similarly, P ′

ijV
′ |ψ〉 = V ′Rij |ψ〉.
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Then the following holds:

UP1jV |ψ〉 =UP1jU
∗UV |ψ〉 = P ′

1jV
′ |ψ〉

UPijV |ψ〉 =UV Rij |ψ〉

=V ′Rij |ψ〉

=P ′
ijV

′ |ψ〉 , ∀i 6= 1,

as required.

For the case of single POVM, any Naimark dilation of {Ri} is a Naimark dilation of
some minimal Naimark dilation of {Ri}. It is not true in the case of multiple POVMs or for
non-local strategies. Nevertheless, we prove the following:

Lemma 3.35. Let {Rij ∈ B(H)}mi
j=1, 1 ≤ i ≤ n, be a family of POVMs with at most one

non-projective measurement, and let ({Pij ∈ B(H′)}, V ) be a Naimark dilation of {Rij}.
Then there exists a minimal Naimark dilation ({Pmin

ij ∈ B(Hmin)}, V min) of {Rij} and an
isometry V ′ : Hmin → H′ such that

V ′V min = V,

V ′Pmin
ij V min |ψ〉 = PijV |ψ〉 , ∀ |ψ〉 ∈ H.

Proof. The case where all {Rij} are projections is trivial. We assume {R1j}j to be the
non-projective measurement. Consider the subspace

Hmin :=
⊕

j∈[1,m1]

Hmin
j of H′ , where Hmin

j := span{P1jV |ψ〉 : |ψ〉 ∈ H}.

Here
⊕

refers to the internal direct sum. It is clear that VH ⊆ Hmin ⊆ H′. Let V ′min be
the canonical embedding from VH to Hmin, and V ′ be the canonical embedding from Hmin

to H′. Let U be the unitary from H to VH. Let V min := V ′minU .
We construct

Pmin
1j := (V ′)∗P1jV

′,

Pmin
i1 := V minRi1(V

min)∗ + (I − V min(V min)∗), i 6= 1

Pmin
ij := V minRij(V

min)∗, i 6= 1, j 6= 1.

It is clear that Pmin
ij are projections for i 6= 1. For Pmin

1j , note that Hmin
j ⊆ Range(P1j), so P1j
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commutes with (V ′)∗V ′. Then (Pmin
1j )2 = Pmin

1j . Also note that Hmin = span{P1jV |ψ〉 : |ψ〉 ∈
H, j ∈ [1,m1]}, so {Pmin

ij } is a minimal Naimark dilation of {Rij}. The following holds:

V ′Pmin
1j V

min |ψ〉 =V ′(V ′)∗P1jV
′V min |ψ〉

=P1jV
′(V ′)∗V ′V min |ψ〉 = P1jV |ψ〉 ,

V ′Pmin
ij V min |ψ〉 =V ′V minRij |ψ〉 = V RijV

∗V |ψ〉 = PijV |ψ〉 , ∀i 6= 1.

So we conclude that ({Pmin
ij }, V min) satisfies the required property.

Applying Lemma 3.34 and 3.35 in the context of non-local strategies, we have the fol-
lowing:

Proposition 3.36. Let S̃ be a pure full-rank strategy with at most one non-projective mea-
surement on each side. Then any Naimark dilations of S̃ are local-dilations of each other.

Proof. Consider two Naimark dilations S1 and S2 of S̃. By Lemma 3.35, there exists min-
imal Naimark dilations S̃min

1 and S̃min
2 of S̃ such that S̃min

1 ↪−→ S1, S̃min
2 ↪−→ S2. Then from

Proposition 3.2
S1 ↪−→ S̃min

1 , S2 ↪−→ S̃min
2 .

Also, from Lemma 3.34 we know that S̃min
1 and S̃min

2 are local dilations of each other. So
we conclude that S1 ↪−→ S2 and S2 ↪−→ S1.

Theorem 3.37. Let S̃ be a pure full-rank strategy with at most one non-projective mea-
surement on each side. Then if p full-rank self-tests S̃, p also PVM self-tests any Naimark
dilation of S̃.

Proof. Consider a pure PVM strategy SPVM that generates the same correlation as S̃ =

(|ψ̃〉 , {Ẽxa}, {F̃yb}). From full-rank self-test, the restriction of SPVM is equivalent to S̃ at-
tached with some auxiliary state up to local unitary. In other words, SPVM is a Naimark
dilation of S̃⊗ |aux〉 = (|ψ̃〉 |aux〉 , {Ẽxa⊗ Idaux,A}, {F̃yb⊗ Idaux,B}). Note that |ψ̃〉 |aux〉 is also
full-rank, then from Proposition 3.36 and the transitivity of local dilation,

SPVM ↪−→ S̃Naimark ⊗ |aux〉 ↪−→ S̃Naimark

for any Naimark dilation S̃Naimark of S̃.
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Proof of Theorem 3.31 (c). By part (b) p0(a, b|x, y) pure full-rank self-tests S̃. Since M is
the only non-projective measurement in S̃, Theorem 3.37 implies that p0(a, b|x, y) also pure
PVM self-tests any Naimark dilation of S̃.

For the sake of completeness we give a construction of a minimal Naimark dilation for
S̃. Since the measurements for Alice are projective, they are minimal themselves. For Bob,
let V be the canonical embedding C2 → C3 (that is, in the computational basis V = Id3×2).
Then for M, let rank-1 projections M ′

i = |ei〉〈ei| for i = 0, 1, 2, where

|e0〉 =
1√
3


√
2

0

1

 , (14)

|e1〉 =
1√
6

 −1

−
√
3√
2

 , (15)

|e2〉 =
1√
6

 −1√
3√
2

 . (16)

And let M′ = {M ′
0,M

′
1,M

′
2}. By definition, (M′, V ) is a minimal Naimark dilation

of M. For G and H, since they are projective themselves, we just need to ensure their
projectiveness outside the range of V when we extend them. To do this, we let H±, G±

be the ±1-eigenspace projection of H,G, respectively. Define H ′
+ = V H+V

∗ + Id − V V ∗,
H ′

− = V H−V
∗ (that is, H ′

+ = H+ ⊕ Id, H ′
− = H− ⊕ 0), and G′

+ = V G+V
∗ + Id − V V ∗,

G′
− = V G−V

∗. Then (H′ = {H ′
+, H

′
−}, V ), (G ′ = {G′

+, G
′
−}, V ) are Naimark dilations if H

and G, respectively. So we conclude that S̃PVM = (Id ⊗ V |Φ+〉 , {X ,Z}, {H′,G ′,M′}) is a
minimal Naimark dilation of S̃.

3.5.3 p0(a, b|x, y) does not pure full-rank PVM self-test any strategy

We show this result by proving that any pure self-tested strategy has to be both support-
preserving and 0-projective:

Theorem 3.38. If p(a, b|x, y) pure self-tests S̃, then S̃ must be 0-projective and support-
preserving. Furthermore, one can always take the canonical strategy S̃ to be both projec-
tive and full-rank without loss of generality.
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Proof. Take any pure strategy S that generates p(a, b|x, y), then so does its Naimark dilation
SNaimark and its restriction Sres. Since G is an assumption-free self-test, it is also a pure self-
test. So Sres ↪−→ S̃, which implies that S̃ is support-preserving using Proposition 3.5 and the
fact that Sres is support-preserving. Similarly, SNaimark ↪−→ S̃ implies S̃ to be 0-projective by
Proposition 3.7 and the fact that SNaimark is projective.

Since S̃ is 0-projective and support-preserving, S̃ ↪−→ S̃res. So p(a, b|x, y) assumption-free
self-tests S̃res as well.

(This result was shown also in [PSZZ24, Proposition 4.14] via a different approach.) We
note that, we can never show that a canonical strategy is projective and full-rank: consider
S̃ ′ = (|ψ̃〉⊗ |0〉A |0〉B , {Ẽxa⊗ Id}, {F̃yb⊗ Id}). Then S̃ ′ ↪−→ S̃ and S̃ ↪−→ S̃ ′. So G also self-tests
S̃ ′.

Proof of Theorem 3.31 (d), (e). Part (d) follows directly from Theorem 3.38, since S̃ is not
0-projective. Part (e) follows from Part (b): since p0(a, b|x, y) pure full-rank self-tests S̃,
any full-rank realisation of p0(a, b|x, y) must not be 0-projective, as S̃ is not 0-projective and
ε-projectivity is invariant under local dilation.

p0(a, b|x, y) is also the first found correlation that cannot be realized by locally measuring
a shared state of full Schmidt rank with projective measurements.

3.5.4 Separating (standard) self-tests and abstract state self-tests

We show that Part (c) of Theorem 3.31 also answers an open question raised in [PSZZ24],
separating abstract state self-testing defined therein and (standard) self-testing in a case
where there is no full-rank strategy in a certain class of strategies (namely, the class of all
pure PVM strategies). Recall that, in an abstract state self-test the higher order moments
are the same for all strategy inducing the correlation.

Definition 3.39 ([PSZZ24]). Let t ⊆ {pure, full-rank,PVM}. A correlation p(a, b|x, y) is an
abstract state t self-test if for every k, l ≥ 1, a1, . . . , ak ∈ OA, x1, . . . , xk ∈ IA, b1, . . . , bl ∈
OB, y1, . . . , yl ∈ IB, the value

〈ψ|Ex1a1 · · ·Fxkxk ⊗ Fy1b1 · · ·Fylbl |ψ〉

is the same across all t strategies generating p(a, b|x, y).
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Proposition 3.40. Let p0(a, b|x, y) be the correlation generated by the pure non-projective
strategy S̃ = (|Φ+〉 , {X ,Z}, {H,G,M}). Then p0(a, b|x, y) is not an abstract state PVM
self-test.

Proof. According to the definition of abstract state self-testing, it suffices to find two pure
PVM strategies for p that give different higher-order moments.

Define S1
PVM = (Id ⊗ V |Φ+〉 , {X ,Z}, {H′,G ′,M′}) as in the previous subsection. Now

consider another dilation H′′ of H, namely, H ′′
+ = V H+V

∗, H ′′
− = V H−V

∗ + Id − V V ∗ (that
is, H ′′

+ = H+ ⊕ 0, H ′′
− = H− ⊕ Id). Let S2

PVM = (Id ⊗ V |Φ+〉 , {X ,Z}, {H′′,G ′,M′}). Then
direct calculation shows that

〈Φ+|(Id ⊗ V ∗)(Id ⊗ (M ′
0H

′
+M

′
0))(Id ⊗ V )|Φ+〉 = 4−

√
2

18
,

〈Φ+|(Id ⊗ V ∗)(Id ⊗ (M ′
0H

′′
+M

′
0))(Id ⊗ V )|Φ+〉 = 2−

√
2

18
.

So S1
PVM and S2

PVM are of different higher order moments.

Note that by to [PSZZ24, Theorem 3.5], abstract state self-testing is equivalent to (stan-
dard) self-testing under the condition that p0(a, b|x, y) is extreme and there exists a full-rank
t strategies inducing the correlation p0(a, b|x, y). Therefore, our results indicates that the
condition of [PSZZ24, Theorem 3.5] is crucial: there exists extreme correlation p0(a, b|x, y)
such that, the class of PVM strategies admits no full-rank strategy for p0(a, b|x, y), where
p0(a, b|x, y) is a (standard) PVM-self-test but not an abstract state PVM-self-test.
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4 On complex self-testing
The work presented in this section is based on an unpublished work [CV].

4.1 Motivation

As we it’s been discussed in the Introduction, there are (at least) three types of ‘free’ manip-
ulation in non-local strategies. Definition 2.4 incorporates the freedom of unused resource
(auxiliary state) and changing frames of reference (local isometry), but not taking the com-
plex conjugate into consideration. This is not an problem if our canonical strategy is real
(has a real matrix representation) since it is then equivalent to the complex conjugate of
itself. However, for strategies without real matrix representation3 Definition 2.4 might not
fit, as there might be no local unitary taking the strategy to its complex conjugate. To
address this issue, the notion of complex self-testing [MM11] was introduced, and works
alone this line includes [MM11, APVW16, BSCA18, JMS20]. Roughly speaking, a complex
self-test allows the devices to concurrently adopt either the canonical strategy or its complex
conjugate.

In this section, we will take a careful examination of the notion of complex self-testing,
and provide some observations which in hope could shed some light on the study of this
field. In Sect. 4.2 we formalize the notion of complex local dilation and complex self-testing,
providing two equivalent ways of understanding it. In Sect. 4.3 we prove some properties
of complex self-testing, including ones related to real simulation of strategies. In Sect. 4.4
we give a conjecture on the operator-algebraic formulation of complex self-testing. Finally,
we revisit the ‘realness’ of quantum strategies in Sect. 4.5, providing some subtleties in the
notion of real strategies.

For the sake of simplicity, all the results in this section are presented in terms of exact
(rather than robust) pure (all states are assumed to be pure) self-testing.

4.2 Definition of complex dilation and self-testing

Similar to the standard self-testing, we first formulate the ‘complex’ counterpart of the local
dilation notation. A common approach in the literature is to introduce additional Hilbert
space HA′ ⊗ HB′ , on which the devices perform measurements on an entangled state to
concurrently decides to employ the canonical strategy or its complex conjugate. Since the

3A good example to keep in mind is a strategy contains all three Pauli measurements σX , σY , σZ
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additional measurements HA′ and HB′ has binary outcomes, without loss of generality we
can take HA′ ∼= HB′ ∼= C2, and the state can take the form of α |00〉 + β |11〉. Also, notice
that the real coefficients α, β can be absorbed to the auxiliary states. We then define complex
local dilation as follows.

Definition 4.1 (Complex local dilation). A strategy S̃ = (|ψ̃〉 , {Ẽxa}, {F̃yb}) is a complex
local dilation of a strategy S = (|ψ〉 , {Exa}, {Fyb}), if there exist local isometry

UA : HA → HÃ ⊗HÂ ⊗HA′ ,

UB : HB → HB̃ ⊗HB̂ ⊗HB′ ,

U = UA ⊗ UB such that

U [Exa ⊗ IdB |ψ〉AB]

=(Ẽxa ⊗ IdB̃ |ψ̃〉ÃB̃) |aux0〉ÂB̂ |00〉A′B′ + (Ẽxa ⊗ IdB̃ |ψ̃〉ÃB̃) |aux1〉ÂB̂ |11〉A′B′ (17)

U [IdA ⊗ Fyb |ψ〉AB]

=(IdÃ ⊗ F̃yb |ψ̃〉ÃB̃) |aux0〉ÂB̂ |00〉A′B′ + (IdÃ ⊗ F̃yb |ψ̃〉ÃB̃) |aux1〉ÂB̂ |11〉A′B′ (18)

hold for all a, b, x, y, where |aux0,1〉 are subnormalized states (not necessarily orthogonal):
〈aux0|aux0〉+ 〈aux1|aux1〉 = 1.

We denote this relation by S ↪−→C S̃. Without loss of generality we take all the states
|ψ〉 , |ψ̃〉 , |aux0,1〉 to be real, due to the existence of Schmidt decomposition of bipartite states.
Clearly, if S̃ is already a real strategy, then complex local dilation becomes equivalent to
standard local dilation (take ε = 0 in Definition 2.2).

Alternatively, complex local dilation could be also understood as a convex combination
of S̃ and its complex conjugate, in the sense introduced in [MNP21]. To see this, first note
that if local systems are direct sum of subsystems:

HA = HA0 ⊕HA1 ,HB = HB0 ⊕HB1 ,

then the whole system

HAB = HA ⊗HB
∼= HA0 ⊗HB0 ⊕HA0 ⊗HB1 ⊕HA1 ⊗HB0 ⊕HA1 ⊗HB1 .
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And if we only care about vectors exactly in the subspace

HA0 ⊗HB0 ⊕HA1 ⊗HB1 ⊊ HA ⊗HB,

we then use the diagonal direct sum notation for vectors v0 ∈ HA0 ⊗HB0 , v1 ∈ HA1 ⊗HB1 :

v0 ⊕∆ v0 := v0 ⊕~0HA0
⊗HB1

⊕~0HA1
⊗HB0

⊕ v1 ∈ HAB,

that is, v0⊕∆v1 should be understood as an vector in the subspace HA0⊗HB0⊕HA1⊗HB1 ⊊
HAB.

Definition 4.2 (complex local dilation, alternative). A strategy S̃ = {|ψ̃〉ÃB̃ , {Ẽxa}, {F̃yb}}
is a complex local dilation of S = {|ψ〉AB , {Exa}, {Fyb}}, if there exist local isometry

UA : HA → HÃ0
⊗HA′

0
⊕HÃ1

⊗HÂ1
,

UB : HB → HB̃0
⊗HB′

0
⊕HB̃1

⊗HB̂1
,

U = UA ⊗ UB such that

U [Exa ⊗ IdB |ψ〉AB] = (Ẽxa ⊗ IdB̃0
|ψ̃〉Ã0B̃0

) |aux0〉Â0B̂0
⊕∆ (Ẽxa ⊗ IdB̃1

|ψ̃〉Ã1B̃1
) |aux1〉Â1B̂1

,

(19)

U [IdA ⊗ Fyb |ψ〉AB] = (IdÃ0
⊗ F̃yb |ψ̃〉Ã0B̃0

) |aux0〉Â0B̂0
⊕∆ (IdÃ1

⊗ F̃ yb |ψ̃〉Ã1B̃1
) |aux1〉Â1B̂1

(20)

hold for all a, b, x, y, where |aux0,1〉 are subnormalized state (not necessarily orthogonal):
〈aux0|aux0〉+ 〈aux1|aux1〉 = 1.

Lemma 4.3. Definition 4.2 and Definition 4.1 imply each other.

Proof. We show that Eq. (17) and Eq. (19) implies each other, and the rest can be proved
similarly. Assume in Eq. (17) HÂ0B̂0

∼= HÂ1B̂1
as we can always extend the smaller space to

the larger one. Let

v0 :=(Ẽxa ⊗ IdB̃0
|ψ̃〉Ã0B̃0

) |aux0〉Â0B̂0
∈ HÃ0B̃0Â0B̂0

=: V0,

v1 :=(Ẽxa ⊗ IdB̃1
|ψ̃〉Ã1B̃1

) |aux1〉Â1B̂1
∈ HÃ1B̃1Â1B̂1

=: V1,
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then V0 and V1 has the same dimension, and V0 ⊕ V1 ∼= V0 ⊗ C2. Then

Eq. (17) = v0 ⊕∆ v1 ∼= v0 ⊗ |0〉C2 + v1 ⊗ |1〉C2 , Eq. (19) = v0 ⊗ |00〉A′B′ + v1 ⊗ |11〉A′B′ .

By embedding C2 into HA′B′ as its subspace spanned by {|00〉 , |11〉} we have Eq. (19) ⇐=

Eq. (17). Similarly by projecting HA′B′ onto its subspace span{|00〉 , |11〉} ∼= C2 we have
Eq. (17) ⇐= Eq. (19).

In this thesis we will work with Definition 4.1. Then complex self-testing is defined in
terms of complex local dilation:

Definition 4.4 (complex self-testing). A strategy S̃ = (|ψ̃〉 , {Ẽxa}, {F̃yb}) is complex self-
tested by a correlation p if it is a complex local dilation of all strategy producing p.

4.3 Some properties of complex local dilation

The first two properties we show about complex local dilation are that, similar to its standard
counterpart, complex local dilation preserves (exact) support-preservingness and projective-
ness.

Proposition 4.5 (Analog of Proposition 3.5). If S ↪−→C S̃, then S is support preserving if
and only if S̃ is support-preserving.

Proof. First, if S ↪−→C S̃, then

(Ẽxa ⊗ IdB̃ |ψ̃〉ÃB̃) |aux0〉ÂB̂ |00〉A′B′ + (Ẽxa ⊗ IdB̃ |ψ̃〉ÃB̃) |aux1〉ÂB̂ |11〉A′B′

=(UA ⊗ UB)(Exa ⊗ Id) |ψ〉
=(UAExaU

∗
A ⊗ Id)(UA ⊗ UB) |ψ〉

=(UAExaU
∗
A ⊗ Id) |ψ̃〉ÃB̃ |aux0〉ÂB̂ |00〉A′B′ + (UAExaU

∗
A ⊗ Id) |ψ̃〉ÃB̃ |aux1〉ÂB̂ |11〉A′B′ .

And note that |aux0〉ÂB̂ |00〉A′B′ and |aux1〉ÂB̂ |11〉A′B′ are always orthogonal. So

(Ẽxa ⊗ IdB̃ |ψ̃〉ÃB̃) |aux0〉ÂB̂ |00〉A′B′ = (UAExaU
∗
A ⊗ Id) |ψ̃〉ÃB̃ |aux0〉ÂB̂ |00〉A′B′

(Ẽxa ⊗ IdB̃ |ψ̃〉ÃB̃) |aux1〉ÂB̂ |11〉A′B′ = (UAExaU
∗
A ⊗ Id) |ψ̃〉ÃB̃ |aux1〉ÂB̂ |11〉A′B′ .

And we take the complex conjugate of the second line:

(Ẽxa ⊗ IdB̃ |ψ̃〉ÃB̃) |aux1〉ÂB̂ |11〉A′B′ = (UAExaU
⊺
A ⊗ Id) |ψ̃〉ÃB̃ |aux1〉ÂB̂ |11〉A′B′ . (21)
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Recall that a strategy (|ψ〉 , {Exa}, {Fyb}) is support-preserving if and only if there exist
Êxa, F̂yb such that Exa⊗Id |ψ〉 = Id⊗Êxa |ψ〉 and Id⊗Fyb |ψ〉 = F̂yb⊗Id |ψ〉. Also without loss
of generality we take the local isometry such that |ψ〉 , |aux0,1〉 are real. Then VA ⊗ VB |ψ〉 =
VA ⊗ VB |ψ〉.

‘If’ part: Since S̃ is support-preserving, there exist operators ˆ̃Exa such that Ẽxa⊗ Id |ψ̃〉 =
Id⊗ ˆ̃Exa |ψ̃〉. Taking the complex conjugate of both sides we get Ẽxa⊗ Id |ψ̃〉 = Id⊗ ˆ̃Exa |ψ̃〉.
Consider operators

Êxa := U∗
B[(

ˆ̃Exa ⊗ |0〉〈0|B′′ + ˆ̃Exa ⊗ |1〉〈1|B′′)⊗ IdB′ ]UB.

Then

(UA ⊗ UB)(Id ⊗ Êxa) |ψ〉 =(IdA ⊗ UBU
∗
B
ˆ̃Exa) |ψ̃〉 |aux0〉 |00〉+ (IdA ⊗ UBU

∗
B
ˆ̃Exa) |ψ̃〉 |aux1〉 |11〉

=(Ẽxa ⊗ UBU
∗
B) |ψ̃〉 |aux0〉 |00〉+ (Ẽxa ⊗ UBU

∗
B) |ψ̃〉 |aux1〉 |11〉

=(UA ⊗ UB)(Exa ⊗ Id) |ψ〉 .

So S is support-preserving.
‘Only if’ part: Since S is support-preserving, there exist operators Êxa such that Exa ⊗

Id |ψ〉 = Id ⊗ Êxa |ψ〉. Taking the complex conjugate of both sides we get Exa ⊗ Id |ψ〉 =

Id ⊗ Êxa |ψ〉. Consider operators

ˆ̃Exa := (|0〉〈0|B′′ ⊗ IdB̃,B′)UBÊxaU
∗
B + (|1〉〈1|B′′ ⊗ IdB̃,B′)UBÊxaU

⊺
B.

Then

(IdÃ ⊗ ˆ̃Exa |ψ̃〉)(|aux0〉 |00〉+ |aux1〉 |11〉))
=(IdÃ,A′,A′′ ⊗ (|0〉〈0|B′′ ⊗ IdB̃,B′)UBÊxaU

∗
B)(UA ⊗ UB) |ψ〉

+(IdÃ,A′,A′′ ⊗ (|1〉〈1|B′′ ⊗ IdB̃,B′)UBÊxaU
⊺
B)(UA ⊗ UB) |ψ〉

=UA ⊗ ((|0〉〈0|B′′ ⊗ IdB̃,B′)UBÊxa) |ψ〉+ UA ⊗ ((|1〉〈1|B′′ ⊗ IdB̃,B′)UBÊxa) |ψ〉

=(UAExa ⊗ (|0〉〈0|B′′ ⊗ IdB̃,B′)UB) |ψ〉+ (UAExa ⊗ (|1〉〈1|B′′ ⊗ IdB̃,B′)UB) |ψ〉

=(UAExaU
∗
A ⊗ Id) |ψ̃〉 |aux0〉 |00〉+ (UAExaU

⊺
A ⊗ Id) |ψ̃〉 |aux1〉 |11〉

=(Ẽxa ⊗ IdB̃ |ψ̃〉)(|aux0〉 |00〉+ |aux1〉 |11〉) (by Eq. (21)).
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So Ẽxa ⊗ IdA′A′′ and ΠÃ ⊗ Πaux,A commute. Note that

[Ẽxa ⊗ ΠA′A′′ ,ΠÃ ⊗ Πaux,A] = [Ẽxa,ΠÃ]⊗ Πaux,A.

So Ẽxa and ΠÃ commute, and then S̃ is support-preserving.

Proposition 4.6 (Analog of Proposition 3.7). If S ↪−→C S̃, then S is 0-projective if and only
if S̃ is 0-projective.

Proof. Note that

U [Exa ⊗ IdB |ψ〉AB] =(Ẽxa ⊗ IdB̃ |ψ̃〉ÃB̃) |aux0〉ÂB̂ |00〉A′B′

+(Ẽxa ⊗ IdB̃ |ψ̃〉ÃB̃) |aux1〉ÂB̂ |11〉A′B′

U [(IdA − Exa)⊗ IdB |ψ〉AB] =((IdÃ − Ẽxa)⊗ IdB̃ |ψ̃〉ÃB̃) |aux0〉ÂB̂ |00〉A′B′

+((IdÃ − Ẽxa ⊗ IdB̃ |ψ̃〉ÃB̃) |aux1〉ÂB̂ |11〉A′B′ .

Take the inner product of the above two equations, one have that

〈ψ|Exa(IdA − Exa)⊗ IdB|ψ〉 = 〈ψ̃|Ẽxa(IdÃ − Ẽxa)⊗ IdB̃|ψ̃〉 〈aux0|aux0〉

+ 〈ψ̃|Ẽxa(IdÃ − Ẽxa)⊗ IdB̃|ψ̃〉 〈aux1|aux1〉 .

On one hand, if 〈ψ̃|Ẽxa(IdÃ − Ẽxa)⊗ IdB̃|ψ̃〉 = 0, then so is 〈ψ̃|Ẽxa(IdÃ − Ẽxa)⊗ IdB̃|ψ̃〉, and
hence 〈ψ|Exa(IdA − Exa)⊗ IdB|ψ〉 = 0. On the other hand, since both Ẽxa(IdÃ − Ẽxa) and
(IdÃ − Ẽxa) are positive, 〈ψ|Exa(IdA − Exa)⊗ IdB|ψ〉 = 0 implies that
〈ψ̃|Ẽxa(IdÃ − Ẽxa)⊗ IdB̃|ψ̃〉 = 0, hence S̃ is 0-projective. So we conclude that S is 0-
projective if and only if S̃ is 0-projective.

Proposition 4.6 and 4.5 have the following consequence: for a full-rank, PVM strategy
to be complex self-tested, it cannot be ‘one-sided complex’.

Theorem 4.7. Let S̃ = (|ψ̃〉 , {Ẽxa}, {F̃yb}) be a full-rank, PVM strategy with real measure-
ments Ẽxa, real state |ψ̃〉, and at least one F̃yb which is not real. Then S̃ cannot be complex
self-tested.

Proof. We prove this by showing re S̃ := (|ψ̃〉 , {Ẽxa}, {re F̃yb}) produces the same correlation
as S̃, but cannot be complex local dilated to S̃. First of all, we note that re F̃yb = 1/2(F̃yb+

F̃yb), a convex combination of POVMs. So {re F̃yb}b gives a valid POVM.
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To show that re S̃ produces the same correlation as S̃, notice that im F̃yb is anti-symmetric.
Therefore 〈ψ̃|Ẽxa ⊗ im F̃yb|ψ̃〉 = 0 for all a, b, x, y. Then 〈ψ̃|Ẽxa ⊗ F̃yb|ψ̃〉 = 〈ψ̃|Ẽxa ⊗ re F̃yb|ψ̃〉.

To show that re S̃ cannot be complex local dilated to S̃, we first prove that {re F̃yb} is
PVM if and only if F̃yb is real. We have that

re F̃ 2
yb =

1

4
(F̃yb + F̃yb + F̃ybF̃yb + F̃ybF̃yb).

So re F̃yb being projection ((re F̃yb)2 = re F̃yb) is equivalent to

F̃ybF̃yb + F̃ybF̃yb = F̃yb + F̃yb

⇔F̃ybF̃ybF̃yb = F̃yb.

Also note that both F̃yb, F̃yb are projections of the same rank. So this implies F̃yb = F̃yb.
Since there is at least one F̃yb which is not real, re S̃ is not PVM. Therefore re S̃ ↪→C S̃

does not hold, since complex local dilation preserves projectivity (Proposition 4.6).

Finally, we discuss properties related to real simulation of quantum strategies [MMG09].
The idea of real simulation is that any quantum correlation can be dilated to a real strategy
without affecting its correlation. To achieve this, let |±i〉 := (|0〉±i |1〉)/

√
2 be the eigenstate

of Pauli matrix σY .

Definition 4.8 (real simulation). Let S = (|ψ〉 , {Exa}, {Fyb}) be a complex strategy. The
real simulation SR of S is defined as SR := (|ψR〉 , {ER,xa}, {FR,yb}), where

|ψR〉 := (|+i+ i〉 |ψ〉+ |−i− i〉 |ψ〉)/
√
2

ER,xa := |+i〉〈+i| ⊗ Exa + |−i〉〈−i| ⊗ Exa

FR,yb := |+i〉〈+i| ⊗ Fyb + |−i〉〈−i| ⊗ Fyb.

It is straightforward to verify that |ψR〉 , AR,xa, BR,yb all have real entries, and SR gives
the same correlation as S. We remark that the auxiliary state |±i〉 is not strictly necessary;
any state |φ〉 satisfying 〈φ|φ〉 = 0 would suffice. And |±i〉 is the smallest example of such
states.

On real simulation and complex local dilation we have the following property:

Proposition 4.9. If S ↪−→C S̃, then SR ↪−→ S̃R.
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Proof. Given that S ↪−→C S̃, there exist local isometries VA, VB and auxiliary states |aux0〉 , |aux1〉
that satisfy the complex local dilation relations. Now consider the action of VA,R := |+i〉〈+i|⊗
VA + | − i〉〈−i| ⊗ VA, VB,R := VB ⊗ |+ i〉〈+i|+ VB ⊗ | − i〉〈−i| on SR, we have

(VA,R ⊗ VB,R) (Exa,R ⊗ Fyb,R |ψR〉)

= (VA,R ⊗ VB,R)
1√
2

(
|+i+ i〉 (Exa ⊗ Fyb |ψ〉) + |−i− i〉 (Exa ⊗ Fyb |ψ〉)

)
=

1√
2

(
|+i+ i〉 (VA ⊗ VB)(Exa ⊗ Fyb |ψ〉) + |−i− i〉 (VA ⊗ VB)(Exa ⊗ Fyb |ψ〉)

)
=

1√
2
(|+i+ i〉 |00〉 |aux0〉 (Ẽxa ⊗ F̃yb |ψ̃〉) + |+i+ i〉 |11〉 |aux1〉 (Ẽxa ⊗ F̃yb |ψ̃〉)+

|−i− i〉 |00〉 |aux0〉 (Ẽxa ⊗ F̃yb |ψ̃〉) + |−i− i〉 |11〉 |aux1〉 (Ẽxa ⊗ F̃yb |ψ̃〉))

=
1√
2
(|00〉 |aux0〉) (|+i+ i〉 Ẽxa ⊗ F̃yb |ψ̃〉+ |−i− i〉 Ẽxa ⊗ F̃yb |ψ̃〉)+

1√
2
(|11〉 |aux1〉) (|−i− i〉 Ẽxa ⊗ F̃yb |ψ̃〉+ |+i+ i〉 Ẽxa ⊗ F̃yb |ψ̃〉).

Let Ui be the 2-dimensional unitary that maps |±i〉 to |∓i〉. Then consider the action of local
unitary U := |0〉〈0| ⊗ Idaux ⊗ Idi + |1〉〈1| ⊗ Idaux ⊗Ui. Clearly U ⊗U keeps |00〉 |aux0〉 |±i± i〉
unchanged, and maps |11〉 |aux1〉 |±i± i〉 to |11〉 |aux1〉 |∓i∓ i〉. Therefore,

(U ⊗ IdÃ ⊗ U ⊗ IdB̃) (VA,R ⊗ VB,R) (Exa,R ⊗ Fyb,R |ψR〉)

=
1√
2
(|00〉 |aux0〉) (|+i+ i〉 Ẽxa ⊗ F̃yb |ψ̃〉+ |−i− i〉 Ẽxa ⊗ F̃yb |ψ̃〉)+

1√
2
(|11〉 |aux1〉) (|+i+ i〉 Ẽxa ⊗ F̃yb |ψ̃〉+ |−i− i〉 Ẽxa ⊗ F̃yb |ψ̃〉)

=(|00〉 |aux0〉+ |11〉 |aux1〉)(Ẽxa,R ⊗ F̃yb,R |ψ̃R〉).

Also notice that (|00〉 |aux0〉 + |11〉 |aux1〉) is a unit vector. We conclude that SR ↪−→ S̃R via
local isometry (U ⊗ IdÃ ⊗ U ⊗ IdB̃) (VA,R ⊗ VB,R).

4.4 An operator-algebraic characterization

Inspired by the work of [PSZZ24], here we discuss the operator-algebraic picture of complex
self-testing. A key observation is that if S̃ is a complex local dilation of S, then S̃ and S has
the same real part of their higher order moments.
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Proposition 4.10. If support-preserving S̃ is complex self-tested by p(a, b|x, y), then

re 〈ψ|E ⊗ F |ψ〉 .

will be the same for all strategy S producing p(a, b|x, y), where E = Ex1a1Ex2a2 · · ·Exkak ,
F = Fy1b1Fy2b2 · · ·Fylbl are words in the POVM elements from S.

Proof. It is clear that the statement is true with for words of length 0 or 1. Consider
E = Ex1a1Ex2a2 . Given any S producing p(a, b|x, y), let V = VA ⊗ VB be the isometry and
|aux0,1〉 be the auxiliary state from the complex self-test. We have that

V (Ex1a1Ex2a2 ⊗ IdB) |ψ〉
=(VAEx1a1V

∗
A ⊗ IdB)V (Ex2a2 ⊗ IdB) |ψ〉

=(VAEx1a1V
∗
A ⊗ IdB)((Ẽx2a2 ⊗ IdB̃) |ψ̃〉 |aux0〉 |00〉+ (Ẽx2a2 ⊗ IdB̃) |ψ̃〉 |aux1〉 |11〉)

=(VAEx1a1V
∗
A ⊗ IdB)((IdÃ ⊗ ˆ̃Ex2a2) |ψ̃〉 |aux0〉 |00〉+ (IdÃ ⊗ ˆ̃Ex2a2) |ψ̃〉 |aux1〉 |11〉)

=(Ẽx1a1 ⊗
ˆ̃Ex2a2) |ψ̃〉 |aux0〉 |00〉+ (Ẽx1a1 ⊗

ˆ̃Ex2a2) |ψ̃〉 |aux1〉 |11〉 (by Eq. (21))

=(Ẽx1a1Ẽx2a2 ⊗ IdB̃) |ψ̃〉 |aux0〉 |00〉+ (Ẽx1a1Ẽx2a2 ⊗ IdB̃) |ψ̃〉 |aux1〉 |11〉 .

(The third equation uses the fact that S̃ is support preserving, and so is S due to
Proposition 4.5.) Then by induction we get V (E ⊗ Id) |ψ〉 = (Ẽ ⊗ IdB̃) |ψ̃〉 |aux0〉 |00〉+ (Ẽ ⊗
IdB̃) |ψ̃〉 |aux1〉 |11〉. Similarly for Bob’s operator, V (Id ⊗ F ) |ψ〉 = (IdÃ ⊗ F̃ ) |ψ̃〉 |aux0〉 |00〉+
(IdÃ ⊗ F̃ ) |ψ̃〉 |aux1〉 |11〉. Then

V (E ⊗ F ) |ψ〉 =(VAEV
∗
A ⊗ IdB̃B̂B′)V (Id ⊗ F ) |ψ〉

=(VAEV
∗
A ⊗ IdB̃B̂B′)[(IdÃ ⊗ F̃ ) |ψ̃〉 |aux0〉 |00〉+ (IdÃ ⊗ F̃ ) |ψ̃〉 |aux1〉 |11〉]

=(IdÃÂA′ ⊗ F̃ )(VAEV
∗
A ⊗ IdB̃B̂B′) |ψ̃〉 |aux0〉 |00〉

+(IdÃÂA′ ⊗ F̃ )(VAEV
∗
A ⊗ IdB̃B̂B′) |ψ̃〉 |aux1〉 |11〉

=(Ẽ ⊗ F̃ ) |ψ̃〉 |aux0〉 |00〉+ (Ẽ ⊗ F̃ ) |ψ̃〉 |aux1〉 |11〉 .

Note that V |ψ〉 = |ψ̃〉 |aux0〉 |00〉 + |ψ̃〉 |aux1〉 |11〉. Take the inner product of the two sides
respectively, we get

〈ψ|E ⊗ F |ψ〉 = 〈ψ̃|Ẽ ⊗ F̃ |ψ̃〉 | |aux0〉 |2 + 〈ψ̃|Ẽ ⊗ F̃ |ψ̃〉 | |aux1〉 |2.
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And the final statement is achieved by taking the real part of both sides of the equation.

Note that if S̃ and S already have all-real moment, then it reduces to the case of (stan-
dard) self-testing. So our Proposition 4.9 could also be proven from Proposition 4.10.

In the language of C* algebra, such property can be described by having a unique finite
dimensional real state on some universal real C* algebra:

Lemma 4.11. The following two statements are equivalent:

1. The real parts of moments
re 〈ψ|E ⊗ F |ψ〉

coincide for all strategy producing p(a, b|x, y),

2. There is a unique finite dimensional real state on AIA,OA

R,POVM ⊗min AIB ,OB

RPOVM that agree
with p(a, b|x, y).

Here AIA,OA

R,POVM is the universal real C* algebra generated by positive contractions {exa :

x ∈ IA, a ∈ OA}, subject to the relations
∑

a exa = 1, ∀x ∈ IA, and similarly AIB ,OB

POVM is
generated by {fyb : y ∈ IB, b ∈ OB}. A real state f agrees with p(a, b|x, y)whenever f(exa⊗
fyb) = p(a, b|x, y) holds for all a, b, x, y.

Proof. (1)⇒(2): For any finite dimensional real state f that agrees with p, its real GNS con-
struction (see e.g. [Li03]) gives a representation on a finite dimensional real Hilbert space,
whose matrix representation gives raise to a real strategy which is moment-real. By Propo-
sition 4.10, those f then agrees with all the words of generators, so f is determined on the
whole real C* algebra from its real linearity.

(2)⇒(1): Suppose S(0), S(1) differs in their real parts of moments, define real states f0, f1
by setting f0(exa⊗ fyb) = re 〈ψ(0)|E(0)

xa ⊗ F
(0)
yb |ψ(0)〉, f1(exa⊗ fyb) = re 〈ψ(1)|E(1)

xa ⊗ F
(1)
yb |ψ(1)〉,

and extending them by real linearity. Then f0, f1 are valid real states on AIA,OA

R,POVM ⊗min

AIB ,OB

RPOVM but f0 6= f1.

Theorem 4.12. If a support-preserving S̃ is complex self-tested by a correlation p, then
there is a unique finite-dimensional real state on AIA,OA

R,POVM ⊗min AIB ,OB

RPOVM that agrees with p.

Proof. Combining Proposition 4.10 and Lemma 4.11.

To the best of our knowledge it is yet unclear whether the reversed statement, similar
to standard self-testing, is also true for complex self-testing. Therefore we leave it as an
conjecture:
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Conjecture 4.13. If there is a unique finite-dimensional real state on AIA,OA

R,POVM⊗minAIB ,OB

R,POVM

that agrees with p which is extreme in Cq, then there is a support-preserving S̃ such that
S̃ is complex self-tested by correlation p.

As our final remark on this, if one would like to prove the conjecture by reproducing
the process in [PSZZ24], then one would need to show that any real state on AIA,OA

R,POVM ⊗min

AIB ,OB

R,POVM is actually the real part of a (complex) state on AIA,OA

POVM ⊗min AIB ,OB

POVM. To the best
of our knowledge, it is known to be true only if a representation of AIA,OA

R,POVM ⊗minAIB ,OB

R,POVM is
obtained from regarding a representation of (AIA,OA

POVM ⊗minAIB ,OB

POVM) as a real C*-algebra [Li03,
Proposition 1.1.6].

4.5 Realness of quantum strategies

Theorem 4.12 indicates that the real parts of higher order moments are essential in complex
self-testing, and leads our attention to quantum strategies with real moments. An obvious
candidate is the family of strategies with a real matrix representation. Then the natural
question to ask is, are there any other strategies with real high order moments? If the answer
is affirmative then it would be a more appropriate definition of ‘real’ quantum strategies in
the context of self-testing.

Here we solve this problem by fully identifying the family of strategies with real high
order moments, which we call ‘self-conjugate’ strategies. For those strategies the action of
complex conjugate is trivial. For simplicity in this section we consider irreducible strategies,
that is, the the POVM elements generate the whole matrix algebra as (complex) algebra
AlgC(Exa ⊗ Fyb : a, b, x, y) = B(HA ⊗HB). By the fundamental structure theorem of finite
dimensional C*-algebras, any strategy can be decomposed as a direct sum of irreducible
ones.

Definition 4.14. A strategy S is:

1. real if some matrix representation of S is real;

2. self-conjugate if for some basis there exist local unitaries UA, UB such that

UAExaU
∗
A = Exa, UBFybU

∗
B = Fyb, UA ⊗ UB |ψ〉 = |ψ〉

holds for all x, y, a, b.
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3. moment-real if 〈ψ|E ⊗F |ψ〉 ∈ R for all words E of measurements Exa and words F
of measurements Fyb.

Clearly all real strategies are self-conjugate (by taking UA = UB = Id), and self-conjugate
strategies indeed have real higher order moments: for any word E ⊗ F ,

〈ψ|E ⊗ F |ψ〉 = 〈ψ|E ⊗ F |ψ〉 = 〈ψ|U∗U(E ⊗ F )U∗U |ψ〉 = 〈ψ|E ⊗ F |ψ〉 .

Conversely, it is also true that:

Theorem 4.15. If a irreducible strategy S = (|ψ〉 , {Exa}, {Fyb}) has real higher order mo-
ments (〈ψ|E ⊗ F |ψ〉 is real for all words E ⊗ F ), then S is self-conjugate.

The proof of Theorem 4.15 relies on the following proposition:

Proposition 4.16 ([Vol22]). For any irreducible collection {X1, ..., Xn} ⊆ B(H), there is
U ∈ U(H) such that UXjU

∗ = Xj for j = 1, . . . , n if and only if AlgR(Xj : j) 6= B(H).

Proof of Theorem 4.15. Suppose for contradiction that S has real higher order moments
but not self-conjugate. Assume that the conditions in Definition 4.14 at least fail for {Exa :
x, a}. Then by Proposition 4.16 {Exa : x, a} generate B(HA) as a real algebra. Let |ψ〉 =∑r

i=1 |ui〉 |vi〉 for linearly independent |ui〉 ∈ HA and linearly independent |vi〉 ∈ HB. Note
that

〈ψ|E ⊗ F |ψ〉 =
r∑

i,j=1

〈ui|E |uj〉 · 〈vi|F |vj〉 (22)

for E ∈ B(HA) and F ∈ B(HB). Since {Fyb} are irreducible, there exists a word F of
{Fyb : y, b} such that not all 〈vi|F |vj〉 are 0. In particular, 〈vi0 |F |vj0〉 6= 0 for some i0, j0.
Since {Exa} generate B(HA) as a real algebra, there is a real combination E =

∑
k αkEk of

words Ek of Exa such that

〈ui|E |uj〉 =

{
i〈vi0 |F |vj0〉 if i = i0, j = j0

0 otherwise.

Therefore ∑
k

αk 〈ψ|Ek ⊗ F |ψ〉 = 〈ψ|E ⊗ F |ψ〉 /∈ R

by (22), and so 〈ψ|Ek ⊗F |ψ〉 /∈ R for some k, which contradicts S having real higher order
moments.
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Therefore there are UA ∈ UdA(C) and UB ∈ UdB(C) such that

UAExaU
∗
A = Exa, UBFybU

∗
B = Fyb

for all x, y, a, b. Denote |ψ′〉 = U∗
A ⊗ U∗

B |ψ〉. Clearly,

〈ψ′|E ⊗ F |ψ′〉 = 〈ψ|U(E ⊗ F )U∗|ψ)〉 = 〈ψ|E ⊗ F |ψ〉 = 〈ψ|E ⊗ F |ψ〉

for all words E of Exa and words F of Fyb. Since both sides are complex linear in E,F , it
furthermore follows that it holds for all AlgC(Exa : x, a) ⊗ AlgC(Fyb : y, b) = B(HA ⊗ HB).
From [PSZZ24, Lemma 4.11] |ψ〉〈ψ| = |ψ′〉〈ψ′|, or |ψ′〉 = α |ψ〉 for some phase α ∈ C of
modulus 1. Therefore we have

Exa = (αUA)Exa(αUA)
∗, Fyb = UBFybU

∗
B, |ψ〉 = UA ⊗ UB |ψ′〉 = (αUA)⊗ UB |ψ〉

for unitaries αUA and UB.

Interestingly enough, there exists self-conjugate strategies which are not real. Such strate-
gies generate the quaternion matrix algebra as real *-algebra, therefore only exist in Hilbert
spaces with even local dimensions greater than 2 [Vol22]. So we conclude that

Real ⊊ Self-conjugate = Moment real,

where the first inclusion becomes the identity when the local dimension is 2 or odd.
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5 Self-testing all projective measurements
The work presented in this section was conducted with Laura Mančinska and Jurij Volčič
and has been published on Nat. Phys. under the title of “All real projective measurements
can be self-tested” [CMV24]. Some format and notations from it might be changes to fit
with the layout of this thesis.

5.1 Motivation

Recall that Theorem 3.38 showed that for S̃ to be assumption-free self-tested, it has to
be both support-preserving and 0-projective. Then it becomes natural to ask whether all
such strategies can possibly be self-tested. The first step towards fully solving this problem
is probably to break it down to self-testing of any full-rank state and self-testing of any
projective measurement. Here by self-testing of a state |ψ̃〉 we mean that constructing a
strategy that incorporates |ψ̃〉, and similarly for measurements. The question regarding self-
testable states has been extensively studied in [CGS17, SBR+23], while the self-testing of
general measurements has remained elusive.

In this work we provide the first results for self-testing of general measurements by putting
forth a fully explicit assumption-free robust self-testing protocol for any real projective mea-
surement. To achieve we formalise the theoretical method of post-hoc self-testing and iden-
tify a sufficient condition for its application in Sect. 5.3. Applying post-hoc self-testing to
an established self-test from the recent work [MPS24] allows us to obtain our self-testing
construction for any real projective measurement in Sect. 5.4. Additionally, we develop a
new technique called iterative self-testing which involves sequential application of post-hoc
self-testing in Sect. 5.5. Iterative self-testing is inspired by our self-testing construction, and
offers a handy way for developing new self-tests based on pre-existing ones.

5.2 Measurements in the observable picture

Before we delve into the new techniques and results, let us first recap of the observable
picture of quantum measurements. It gives an alternative characterization of POVMs, and
it turns out to be very useful in our calculations.

In many cases, especially when the measurement is projective (i.e., all operators in the
POVMs are projections), it can be more convenient to work with generalized observables
instead of operators of POVMs. Given a POVM {Exa}, its generalized observables are given
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by

A(j)
x :=

|OA|−1∑
a=0

ωajExa,

where ω = ei2π/|OA|. Note that A(0)
x = Id by definition. Due to the invertibility of the

transform, {Exa} can be recovered from {A(j)
x } by Ea = 1

|OA|
∑|OA|−1

j=0 ω−ajA
(j)
x . So {A(j)

x }
provides an alternative, yet full, description of the measurement. The following properties
about the generalized observables hold: (see [KST+19] for a proof)

• For any POVM {Exa}, A(j)
x A

(j)∗
x ≤ Id, A(j)∗

x A
(j)
x ≤ Id, i.e., A(j)

x are contractions.

• A POVM {Exa} is projective if and only if the corresponding Ax := A
(1)
x is a unitary

matrix of order |OA|. In this case, we call Ax the observable of {Exa}, further having
that A(j)

x = Ajx. Therefore,

• Projective measurements are fully characterised by its observable:

Exa =
1

|OA|

|OA|−1∑
j=0

ω−ajAjx,

while in general, it might not be possible to recover the POVM elements of a measure-
ment from Ax.

In this section only, we will specify quantum strategies by the tuple

S = (ρAB, {A(j)
x }x∈IA,j∈OA

, {B(k)
y }:y∈IB ,k∈OB

),

where A(j)
x =

∑|OA|−1
a=0 ωajA Exa, ωA = ei2π/|OA|, B(k)

y =
∑|OB |−1

b=0 ωbkBNb|y, ωB = ei2π/|OB |. The
correlation is also conveniently specified via

{Tr[A(j)
x ⊗ B(k)

y ρ]}j,k,x,y = {
∑
a,b

ωajA ω
bk
B p(a, b|x, y)}j,k,x,y.

Furthermore, if all the measurements in S are all projective, we denote it by S =

(ρAB, {Ax}x∈IA , {By}y∈IB) for simplicity. In this section only we shall present our results in
terms of observables.
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Figure 3: Post-hoc self-testing: starting from a self-tested strategy S̃ (on the left), if it is
feasible to infer the new measurement Õ(ℓ) with input ynew and output ` from correlations
{〈ψ|A(j)

x ⊗O(ℓ)|ψ〉}, then extended strategy S̃ ′ (on the right) remains self-tested.

5.3 Robust post-hoc self-testing of projective measurements

The concept of post-hoc self-testing has been implicitly employed in prior works, such as
self-testing of graph states [McK16], randomness certification [ABDC18, WKB+20], and
one-sided self-testing [SBJ+23]. The review paper [SB20] was the first to summarize this
technique and refer to it as ‘post-hoc self-testing’. In this section, we formalise the idea of
post-hoc self-testing and establish a sufficient condition for its application.

5.3.1 Definition

In post-hoc self-testing we consider a scenario where we have self-tested strategy S̃ =

(|ψ̃〉 , {Ã(j)
x }x, {B̃(k)

y }y), and we would like to self-test an additional measurement {Õ(ℓ)}.
We are interested to ask when can {Õ(ℓ)} be self-tested by extending S̃. In particular, when
is S̃ ′ = (|ψ̃〉 , {Ã(j)

x }x, {B̃(k)
y , Õ(ℓ)}y) self-tested by the correlation it produces (Fig. 3)?

Since the reference strategy S̃ = (|ψ̃〉ÃB̃ , {Ã
(j)
x ), {B̃(k)

y }) is robust self-tested by its corre-
lation, to pass the test up to δ deviation Alice has to honestly perform some measurement
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which can be ε-approximately local-dilated to {Ã(j)
x }:

(U ⊗ IdP )(A(j)
x ⊗ IdB ⊗ IdP ) |ψ〉ABP ≈ε (Ã

(j)
x ⊗ IdB̃) |ψ̃〉 ⊗ |aux〉

for some purification |ψ〉ABP , local isometry U and auxiliary state |aux〉. Then post-hoc self-
testing for an additional observable Õ(l) would ask that the same U and |aux〉 also connect
O(l) and Õ(l) on the same shared state for any O(l) generating correlation close to that of
Õ(l).

Definition 5.1 (robust post-hoc self-testing). Given the state |ψ̃〉 = |ψ̃〉ÃB̃ and generalized
observables {Ã(j)

x }, aL-output generalized observable {Õ(l)} is robust post-hoc self-tested
(by the correlation {〈ψ̃|Ã(j)

x ⊗ Õ(l)|ψ̃〉}) based on (|ψ̃〉ÃB̃ , {Ã
(j)
x }) if the following condition

holds: for any ε′ > 0, there exist ε > 0 and δ > 0 such that:
if (U⊗IdP )(A(j)

x ⊗IdB⊗IdP ) |ψ〉ABP ≈ε (Ã
(j)
x ⊗IdB̃) |ψ̃〉⊗|aux〉 for state |ψ〉ABP , generalized

observables {A(j)
x }, local isometry U = UA ⊗ UB and state |aux〉A′B′ , then any generalized

observable {O(l)} having | 〈ψ|A(j)
x ⊗O(l)|ψ〉 − 〈ψ̃|Ã(j)

x ⊗ Õ
(l)
y |ψ̃〉 | < δ satisfies

(U ⊗ IdP )(IdA ⊗O(l)
y ⊗ IdP ) |ψ〉ABP ≈ε′ (IdÃ ⊗ Õ(l)

y ) |ψ̃〉 ⊗ |aux〉

for all l ∈ [0, L− 1].

Then post-hoc self-testing extends self-testing protocol in the following sense:

Proposition 5.2. If correlation {〈ψ̃|Ã(j)
x ⊗ B̃

(k)
y |ψ̃〉} robust self-tests S̃ = (|ψ̃〉ÃB̃ , {Ã

(j)
x ), {B̃(k)

y }),
and correlation {〈ψ̃|Ã(j)

x ⊗ Õ(k)|ψ̃〉} robust post-hoc self-tests {Õ(l)} based on (|ψ̃〉ÃB̃ , {Ã
(j)
x }),

then the extended correlation {〈ψ̃|Ã(j)
x ⊗ B̃

(k)
y |ψ̃〉}∪{〈ψ̃|Ã(j)

x ⊗ Õ(l)|ψ̃〉} robust self-tests the
extended strategy S̃Extend = (|ψ̃〉ÃB̃ , {Ã

(j)
x }, {B̃(k)

y , Õ(l)}).

Proof. By robust post-hoc self-testing, for any ε1 there exist ε2 and δ1 such that

(U ⊗ IdP )(IdA ⊗O(l)
y ⊗ IdP ) |ψ〉ABP ≈ε1 (IdÃ ⊗ Õ(l)

y ) |ψ̃〉 ⊗ |aux〉 ,

if | 〈ψ|A(j)
x ⊗O(l)|ψ〉 − 〈ψ̃|Ã(j)

x ⊗ Õ
(l)
y |ψ̃〉 | < δ1. Since S̃ = (|ψ̃〉ÃB̃ , {Ã

(j)
x }, {B̃(k)

y }) is robust
self-tested, for ε2 there exist δ2 such that

(U ⊗ IdP )(A(j)
x ⊗ IdB ⊗ IdP ) |ψ〉ABP ≈ε2 (Ã

(j)
x ⊗ IdB̃) |ψ̃〉 ⊗ |aux〉 ,

(U ⊗ IdP )(IdA ⊗ B(k)
y ⊗ IdP ) |ψ〉ABP ≈ε2 (IdÃ ⊗ B̃(k)

y ) |ψ̃〉 ⊗ |aux〉 ,
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if | 〈ψ|A(j)
x ⊗ B

(k)
y |ψ〉 − 〈ψ̃|Ã(j)

x ⊗ B̃
(k)
y |ψ̃〉 | < δ2. Take δ = min{δ1, δ2} and ε = max{ε1, ε2}

one get that the extended strategy S̃Extend = (|ψ̃〉ÃB̃ , {Ã
(j)
x }, {B̃(k)

y , Õ(l)}) is robust self-
tested.

We visualize the extension of the correlation table to help better understand post-hoc
self-testing. For simplicity, consider binary observables Ãx, B̃y, Õ. The correlation generated
by S̃ can be written as a (|IA| + 1) × (|IB| + 1) table as in Table 1. Then we say that
Table 1 self-tests strategy S̃. Take S̃ as the initial strategy, then add an additional binary
observable Õ on Bob’s side; this will extend the correlation table as in Table 2. Intuitively,
given self-tested {Ãx}, then for some Õ it could be the case that Õ is fully characterized by
〈I ⊗ Õ〉 and {〈Ãx ⊗ Õ〉}x. If so, we say that Õ is post-hoc self-tested based on {Ãx} and
|ψ̃〉. Then the extended Table 2 self-tests S̃Extend, because essentially the white part of Table
2 tests S̃, and the yellow part tests Õ.

I B̃0 ... B̃Y−1

I - 〈I, B̃0〉ψ̃ ... 〈I, B̃Y−1〉ψ̃
Ã0 〈Ã0, I〉ψ̃ 〈Ã0, B̃0〉ψ̃ ... 〈Ã0, B̃Y−1〉ψ̃
... ... ... ... ...

ÃX−1 〈ÃX−1, I〉ψ̃ 〈ÃX−1, B̃0〉ψ̃ ... 〈ÃX−1, B̃Y−1〉ψ̃

Table 1: Initiate correlation table. Here 〈Ã, B̃〉ψ̃ is in short for 〈ψ̃|Ã⊗ B̃|ψ̃〉, and we take
X = |IA|, Y = |IB|.

I B̃0 ... B̃Y−1 Õ

I - 〈I, B̃0〉ψ̃ ... 〈I, B̃Y−1〉ψ̃ 〈I, Õ〉ψ̃
Ã0 〈Ã0, I〉ψ̃ 〈Ã0, B̃0〉ψ̃ ... 〈Ã0, B̃Y−1〉ψ̃ 〈Ã0, Õ〉ψ̃
... ... ... ... ... ...

ÃX−1 〈ÃX−1, I〉ψ̃ 〈ÃX−1, B̃0〉ψ̃ ... 〈ÃX−1, B̃Y−1〉ψ̃ 〈ÃX−1, Õ〉ψ̃

Table 2: Extended correlation table.

From hereon we shall call S̃, |ψ̃〉ÃB̃ , {Ã
(j)
x } the initial strategy, initial state, and initial

generalized observables, respectively, and call Õ(l) the additional generalized observables.

5.3.2 Robust post-hoc self-testing criterion for projective strategies

Given the set of initial generalized observables {Ãx} together with the initial state |ψ̃〉, what
kind of generalized observable Õ is post-hoc self-tested based on (|ψ̃〉 , Ãx)? Intuitively, if
{〈ψ̃|(Ã(j)

x ⊗ Õ(ℓ))|ψ̃〉}x can fully characterize {Õ(ℓ)} for all ` then Bob also has no choice but
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to honestly perform a local dilation of Õ(ℓ) on |ψ̃〉. This then gives a criterion of post-hoc
self-testing. In proving this criterion, a version of the folklore fact ‘any vector is uniquely
determined by its inner products with basis vectors’ is useful. Explicitly,

Lemma5.3. Let ṽ0, . . . , ṽn−1 be linearly independent vectors in a Hilbert space. Let v0, . . . , vn−1

be nearby vectors (in the norm induced by the inner product ‖a‖ =
√

〈a, a〉),

∀x ∈ [0, n− 1], ‖vx − ṽx‖ < ε.

For any vector pair v and ṽ such that 〈v, v〉 ≤ 〈ṽ, ṽ〉 and ṽ ∈ spanC{v0, . . . , vn−1}, if

∀x ∈ [0, n− 1], | 〈vx, v〉 − 〈ṽx, ṽ〉 | < δ

then

‖v − ṽ‖ ≤
(

4n

λmin(G)

) 1
4

(ε‖ṽ‖+ δ)
1
2 ‖ṽ‖

1
2 ,

where G is the Gram matrix of ṽ0, . . . , ṽn−1 with entries gjk = 〈ṽj, ṽk〉, and λmin(G) is the
minimal eigenvalue of G.

Proof. Since ṽ ∈ spanC{ṽ0, . . . , ṽn−1}, let ṽ =
∑

x αxṽx = Wα, where

W =

 | |
ṽ0 · · · ṽn−1

| |

 ,
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then

‖v − ṽ‖2 =‖v‖2 + ‖ṽ‖2 − 2Re 〈v, ṽ〉

=‖v‖2 + ‖ṽ‖2 − 2‖ṽ‖2 − 2Re 〈v − ṽ, ṽ〉

≤ − 2Re 〈v − ṽ, ṽ〉

≤2| 〈v − ṽ, ṽ〉 |

=2|
n−1∑
x=0

αx 〈v − ṽ, ṽx〉 |

≤2
n−1∑
x=0

|αx| · | 〈v, ṽx〉 − 〈ṽ, ṽx〉 |

=2
n−1∑
x=0

|αx| · | 〈v, ṽx〉 − 〈v, vx〉+ 〈v, vx〉 − 〈ṽ, ṽx〉 |

≤2
n−1∑
x=0

|αx| · (ε‖v‖+ δ)

≤2‖α‖1(ε‖ṽ‖+ δ),

where ‖ · ‖1 is the vector 1-norm. Using the vector norm inequality we have

‖α‖1 ≤
√
n‖α‖

=
√
n‖(W ∗W )−1W ∗Wα‖

≤
√
n‖(W ∗W )−1W ∗‖∞‖Wα‖,

where ‖ · ‖∞ is the spectral norm of operators (Schatten ∞-norm).
Note that W admits a singular value decomposition W = V ΣU∗, where V is isometry,

U is unitary, and Σ = diag(σ0, . . . , σn−1) is positive definite. Then G = W ∗W = UΣ2U∗.
Therefore

‖(W ∗W )−1W ∗‖∞ = ‖(UΣ2U∗)−1UΣV ∗‖∞ = ‖UΣ−1V ∗‖∞ = σmax(UΣ
−1V ∗) =

1√
λmin(G)

.
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Finally,

‖v − ṽ‖2 ≤2‖α‖1(ε‖ṽ‖+ δ)

≤2
√
n‖(W ∗W )−1W ∗‖∞‖Wα‖(ε‖ṽ‖+ δ)

=
2
√
n√

λmin(G)
(ε‖ṽ‖+ δ)‖ṽ‖

=⇒ ‖v − ṽ‖ ≤
(

4n

λmin(G)

) 1
4

(ε‖ṽ‖+ δ)
1
2 ‖ṽ‖

1
2 .

The analogue of Lemma 5.3 for unitary operators is crucial in the following proposition.
From hereon we assume that the reference strategy is given in a Schmidt basis for its state.

Proposition 5.4. Let |ψ̃〉ÃB̃ ∈ HÃ ⊗HB̃ be a state, and {Ãx}, x ∈ [0, n− 1] be unitaries in
B(HÃ). Suppose Õ ∈ B(HB̃) is a unitary such that

¯̃OP ∈ spanC{DÃxD}

where P is positive definite andD = vec−1(|ψ̃〉) = diag(λ0, ..., λd−1), where λj are Schmidt
coefficients of |ψ̃〉.

If states |ψ〉ABP ∈ HA ⊗ HB ⊗ HP , |aux〉 ∈ HA′ ⊗ HB′ ⊗ HP , contractions {Ax} in
B(HA), a contraction O ∈ B(HB), and a local isometry U = UA ⊗ UB : HA ⊗ HB →
(HÃ ⊗HA′)⊗ (HB̃ ⊗HB′) satisfy

∀x, (U ⊗ IdP )(Ax ⊗ IdB ⊗ IdP ) |ψ〉ABP ≈ε (Ãx ⊗ IdB̃) |ψ̃〉 ⊗ |aux〉 ,
(U ⊗ IdP ) |ψ〉ABP ≈ε |ψ̃〉 ⊗ |aux〉 ,
| 〈ψ|Ax ⊗O|ψ〉 − 〈ψ̃|Ãx ⊗ Õ|ψ̃〉 | < δ,

then (U ⊗ IdP )(IdA ⊗O
(l)
y ⊗ IdP ) |ψ〉ABP ≈ε′ (IdÃ ⊗ Õ

(l)
y ) |ψ̃〉 ⊗ |aux〉, where

ε′ =

(
n

λmin(G)

) 1
4
(
2

TrQ
λmin(Q)

κ(D)

) 1
2

((
2

(
TrQ

λmin(Q)

) 1
2

λmax(D) + 1

)
ε+ δ

) 1
2

+ ε. (23)

Here Q = D−1PD−1, G is the Gram matrix of {Ãx} with etries gjk = Tr[Ã∗
jÃk], and κ(D) is

the condition number ofD, i.e., the ratio of themaximal and theminimal Schmidt coefficient
of |ψ̃〉.
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Proof. Define

ṽx := D′ ⊗
√
P

−1
DÃ∗

xD,

vx := (I ⊗
√
P−1D)(UAA

∗
xU

∗
A)(D

′ ⊗D),

ṽ := (D′ ⊗
√
P )(IB′ ⊗ Õ⊺) = D′ ⊗

√
PÕ⊺,

v := (D′ ⊗
√
P )(UBOU

∗
B)

⊺.

where D′ = vec−1(|aux〉). We also consider |aux〉 given in its Schmidt basis, so D′ is diagonal
(while not necessarily full-ranked). Note that Tr[D′2] = Tr[ρA] = 1. The entries of the Gram
matrix G′ for {ṽx} are g′jk = Tr[ṽ∗j ṽk] = Tr[(D−1PD−1)−1Ã∗

kD
2Ãj] = Tr[(Q)−1Ã∗

kD
2Ãj].

Comparing the minimal eigenvalues of G and G′, we have that

λmin(G
′) ≥ λmin(G)λmin(D

2)λmin(Q
−1) =

λmin(G)λ
2
min(D)

λmax(Q)
>
λmin(G)λ

2
min(D)

TrQ
.

To apply Lemma 5.3, one check the conditions:

• ṽ ∈ spanC{ṽx}:

¯̃OP ∈ spanC{DÃxD}

⇒ P (Õ)⊺ ∈ spanC{DÃ∗
xD}

⇒ D′ ⊗
√
P (Õ)⊺ ∈ spanC{D′ ⊗

√
P

−1
DÃ∗

xD}

⇒ ṽ ∈ spanC{ṽx}.

• ‖v‖ ≤ ‖ṽ‖:

‖ṽ‖ =

√
Tr[D′2 ⊗

√
P (Õ)⊺((Õ)⊺)∗

√
P ] =

√
Tr[P ],

‖v‖ =

√
Tr[(UBOU∗

B)
⊺(D′ ⊗

√
P )(D′ ⊗

√
P )((UBOU∗

B)
⊺)∗]

=

√
Tr[(UBOU∗

B)
∗(D′2 ⊗ P )(UBOU∗

B)]

=

√
Tr[(D′2 ⊗ P )UBOU∗

BUB(O)
∗U∗

B]

≤
√
Tr[(D′2 ⊗ P )UBU∗

B]

≤
√
Tr[(D′2 ⊗ P )]

=
√
Tr[P ] = ‖ṽ‖,
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where the first inequality comes from O being a contraction, and the second inequality
comes from UBU

∗
B ≤ IB̃B′ and D′2 ⊗ P ≥ 0.

• for all x, vx and ṽx are close:

‖vx − ṽx‖ ≤‖(UAA∗
xU

∗
A)(D

′ ⊗D)−D′ ⊗ Ã∗
xD‖‖

√
P−1D‖∞

=‖(D′ ⊗D)(UAA
∗
xU

∗
A)−D′ ⊗DÃ∗

x‖‖
√
P−1D‖∞

=‖(UAAxU∗
A)(D

′ ⊗D)−D′ ⊗ ÃxD‖‖
√
P−1D‖∞

=‖(UAAxU∗
A ⊗ I)(|aux〉 ⊗ |ψ̃〉)− |aux〉 ⊗ (Ãx ⊗ I |ψ̃〉)‖‖

√
P−1D‖∞

≤(‖(UAAxU∗
A ⊗ I)U [|ψ〉]− |aux〉 ⊗ (Ãx ⊗ I |ψ̃〉)‖+ ε)‖‖

√
P−1D‖∞

=(‖U [Ax ⊗ I |ψ〉]− |aux〉 ⊗ (Ãx ⊗ I |ψ̃〉)‖+ ε)‖
√
P−1D‖∞

=
2ε

λmin(D−1PD−1)
1
2

=
2ε

λmin(Q)
1
2

.

• the inner products are close:

| 〈vx, v〉 − 〈ṽx, ṽ〉 |

=| 〈(I ⊗
√
P−1D)(UAA

∗
xU

∗
A)(D

′ ⊗D), (D′ ⊗
√
P )(UBOU

∗
B)〉 − 〈ṽx, ṽ〉 |

=| 〈D′ ⊗D, (UAAxU
∗
A)(I ⊗D

√
P−1)(D′ ⊗

√
P )(UBOU

∗
B)〉 − 〈ṽx, ṽ〉 |

=| 〈D′ ⊗D, (UAAxU
∗
A)(D

′ ⊗D)(UBOU
∗
B)〉 − 〈ṽx, ṽ〉 |

=| 〈|aux〉 ⊗ |ψ̃〉 , (UAAxU∗
A ⊗ UBOU

∗
B)(|aux〉 ⊗ |ψ̃〉)〉 − 〈ṽx, ṽ〉 |

≤| 〈U [|ψ〉], (UAAxU∗
A ⊗ UBOU

∗
B)U [|ψ〉]〉 − 〈ṽx, ṽ〉 |+ 2ε

=| 〈|ψ〉 , Ax ⊗O |ψ〉〉 − 〈ṽx, ṽ〉 |+ 2ε

=| 〈ψ|Ax ⊗O|ψ〉 − 〈ψ̃|Ãx ⊗ Õ|ψ̃〉 |+ ε < δ + 2ε.
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So all the conditions of Lemma 5.3 hold. By Lemma 5.3, we have

‖v − ṽ‖ ≤
(

4n

λmin(G′)

) 1
4

(
2

λmin(Q)
1
2

ε(TrP )
1
2 + δ + 2ε

) 1
2

(TrP )
1
4

=

(
4nTr(P )Tr(Q)
λmin(G)λmin(D)2

) 1
4

((
2

(
TrP

λmin(Q)

) 1
2

+ 2

)
ε+ δ

) 1
2

=

(
4n(TrQ)2λmax(D)2

λmin(G)λmin(D)2

) 1
4

((
2

(
TrQ

λmin(Q)

) 1
2

λmax(D) + 2

)
ε+ δ

) 1
2

=

(
n

λmin(G)

) 1
4

(2(TrQ)κ(D))
1
2

((
2

(
TrQ

λmin(Q)

) 1
2

λmax(D) + 2

)
ε+ δ

) 1
2

,

which implies

‖U [I ⊗O |ψ〉]− |aux〉 ⊗ (IÃ ⊗ Õ |ψ̃〉)‖

≤‖IÃA′ ⊗ UBOU
∗
B(|aux〉 ⊗ |ψ̃〉)− |aux〉 ⊗ (IÃ ⊗ Õ |ψ̃〉)‖+ ε

=‖(D′ ⊗D)(UBOU
∗
B)

⊺ − (D′ ⊗D)(IB′ ⊗ Õ⊺)‖+ ε

≤‖v − ṽ‖‖
√
P−1D‖∞ + ε

≤
(

n

λmin(G)

) 1
4
(
2

TrQ
λmin(Q)

κ(D)

) 1
2

((
2

(
TrQ

λmin(Q)

) 1
2

λmax(D) + 2

)
ε+ δ

) 1
2

+ ε.

A few remarks of Proposition 5.4:

1. If we fix P = I, then the criterion of Proposition 5.4 reduces to ¯̃O ∈ span{DÃxD},
which is foreseeable from the fact that 〈ψ̃|Ãx ⊗ Õ|ψ̃〉 = Tr[DÃxDÕ⊺] = 〈DÃ∗

xD, Õ
⊺〉.

Our result however, allows for more general Õ than just the linear combinations of
{DÃxD}.

2. For small ε, δ we have ε′ = O(
√
Cε+ δ). If the initial strategy has explicit ε − δ

dependence, by Proposition 5.4 the extended strategy will also have explicit robustness.

3. In the mirror case where we have additional unitary Õ on Alice’s side and Bob’s
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unitaries are B̃y, the criterion is similar:

¯̃OPj ∈ spanC{DB̃yD}.

4. In Eq. (23), κ(D) and λmax(D) imply that more entanglement enables more robustness,
which is intuitive: imagine that |ψ̃〉 is weakly entangled (which leads to a large κ(D)),
then Alice and Bob are so weakly correlated that we cannot control O from {A(j)

x }.

Now we are ready to provide a sufficient condition for Õ being post-hoc self-tested based
on (|ψ̃〉 , Ãx}. If the condition in Proposition 5.4 is satisfied for all powers of a generalized
observable Õ as required by the definition of robust self-testing, we immediately have the
following criterion:

Theorem 5.5. An additional L-output projective measurement, characterized by observ-
able {Õ}, is robust post-hoc self-tested based on a robust self-tested initial observables
{Ãx} and initial state |ψ̃〉ÃB̃, if there exist positive definite operators Pl > 0 such that

¯̃OlPl ∈ spanC{DÃjxD : x, j},

for every l ∈ [0, L − 1]. Here D = vec−1(|ψ̃〉) = diag(λ1, ..., λd), where λj are Schmidt
coefficients of |ψ̃〉. Moreover, the (ε′, (ε, δ)) dependence of the robustness will be ε′ =

O(
√
Cε+ δ).

Proof. For every l ∈ [0, L− 1], note that Ãjx, Õl are unitaries, A(j)
x , O(l) are contractions, so

we can apply Proposition 5.4 to get ε′l = O(
√
Cε+ δ) by Eq. (23). Taking ε′ = maxl{ε′l} =

O(
√
Cε+ δ) then gives the desired conclusion.

Given concrete |ψ̃〉 , {Ãx), Õ, the condition ÕlPl ∈ spanC{DÃjxD} can be determined via
a feasibility semidefinite program (SDP). Moreover, since Pl has the freedom in scaling and
Ql = D−1PlD

−1 is positive definite, we can without loss of generality take λmin(Ql) = 1, and
minimize TrQl by the following SDP to get a better robustness:

min TrQl

s. t. ¯̃OlDQlD =
∑
j,x

cj,x,lDÃ
j
xD,

Ql ≥ I,

cj,x,l ∈ C
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for every k individually. Also note that Theorem 5.5 does not assume measurements to be
real, so it works for observables of complex reference measurements as well.

5.3.3 A closed-form criterion for binary observables

While the condition in Theorem 5.5 can be checked through a semidefinite program, the
existential nature of it can make it cumbersome to work with in some applications. In order
to address this issue, we present a closed-form variant of Theorem 5.5 for the special case
where Ãx and Õ are binary measurements. This particular form not only facilitates the proof
of our main theorem, but also proves useful in the context of iterative self-testing.

Let all the measurements in S̃ be binary, i.e., |OA| = |OB| = 2. Since Ãx and Õ are now
orthogonal matrices (as the projections are real), the condition from Theorem 5.5 simplifies
to

ÕP ∈ spanC{D2, DÃxD}.

(Note that Õ0P0 = P0 is always in the span by taking P0 = D2.) Further, we can restrict
ourselves in the real span of {D2, DÃxD}: if ÕP ∈ spanC{D2, DÃxD}, then ÕRe(P ) ∈
spanR{D2, DÃxD} where Re(P ) is positive definite4. Thus it suffices to consider

ÕP ∈ spanR{D2, DÃxD), (24)

where P is real and positive definite.
Since every operator contained in spanR{D2, DÃxD} is real Hermitian (or symmetric),

consider the following sgn map that takes real Hermitian matrices to real Hermitian matrices
with eigenvalues 0,±1, defined by

sgn : H(R)d → H(R)d

H =
∑
j

λj|vj〉〈vj| 7→ sgn(H) =
∑
j

sgn(λj)|vj〉〈vj|

where (|vj〉}j is an orthonormal basis of eigenvectors for H. That is, sgn is the extension
of the sign function via functional calculus. Then we show that the criterion Eq. (24) is
equivalent to that Õ is in the image of span{D2, DÃxD} via sgn:

Lemma 5.6. Given d-dimensional orthogonal matrices Õ and {Ãx}, and D = diag({λj})
4Re(P ) = 1

2 (P + P̄ ), where P and P̄ are both positive definite.
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where λj > 0 for j ∈ [0, d− 1]. Then there exist a real positive definite P such that

ÕP ∈ spanR{D2, DÃxD},

if and only if

Õ ∈ sgn(spanR{D2, DÃxD}).

Proof. The ‘if’ part: Let Õ = sgn(H) where H ∈ spanR{D2, DÃxD}. Since Õ is non-
singular, H is also non-singular. Then ÕH = sgn(H)H is positive definite. Take P = ÕH

then ÕP = H ∈ spanR{D2, DÃxD}.
The ‘only if’ part: Let ÕP = H ∈ spanR{D2, DÃxD}, then H = H⊺ = (ÕP )⊺ = PÕ.

So Õ, H, and P commute, therefore are simultaneously diagonalizable. Let {bj}, {pj}, {hj}
be the eigenvalues of O,P,H, respectively; then ojpj = hj 6= 0. Also note that oj = ±1 and
pj > 0, so pj = |hj| and oj = hj/|hj| = sgn(hj). Therefore Õ = sgn(H).

And the equivalent criterion for post-hoc selt-testing binary observables follows immedi-
ately:

Proposition 5.7. An additional binary (2-output) d-dimensional observable Õ is robust
post-hoc self-tested based on robust self-tested initial binary observables {Ãx} and initial
state |ψ̃〉ÃB̃, if

Õ ∈ sgn(spanR{D2, DÃxD : x}),

where D = vec−1(|ψ̃〉), and sgn maps real Hermitian matrices to real Hermitian matrices,
defined by

sgn : H(R)d → H(R)d

H =
∑
j

λj|vj〉〈vj| 7→ sgn(H) =
∑
j

sgn(λj)|vj〉〈vj|.

Moreover, the ε′ − (ε, δ) dependence of the robustness will be ε′ = O(
√
Cε+ δ).
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5.4 Iterative self-testing I: self-testing of arbitrary real projectivemea-
surements

Now we introduce the technique of iterative self-testing, by which we show how to self-test
arbitrary real projective measurements. From now we restrict to reference strategies with
binary observables and a maximally entangled initial state |ψ̃〉 = |Φd〉 =

∑
j |jj〉 /

√
d. In this

case, the criterion in Proposition 5.7 reduces to Õ ∈ sgn(span{Id, Ãx}), becauseD = 1/
√
dId

is proportional to the identity matrix.
Given initial strategy S̃ = (Ud, {Ãx}, {B̃y}), if we post-hoc self-test Õ ∈ sgn(span{Id, Ãx})

on Bob’s side, then we can use {B̃y, Õ} to post-hoc self-test another measurement Õ′ ∈
sgn(span{Id, B̃y, Õ}) for Alice. By doing this in several rounds, starting from a small set
of observables {Ãx} we may eventually self-test many additional observables. We call this
process iterative self-testing.

We visualize the extension of the correlation table to help better understand iterative self-
testing. Let the initial binary observables to be {Ãx), {B̃y}, and the initial state |ψ̃〉 = |Φd〉
is maximally entangled. Then the correlation generated Table 3 self-tests the initial strategy
S̃. Recall that the condition from Proposition 5.7 reduces to Õ ∈ sgn(span{Id, Ãx}). Now
consider an additional binary observable Õ such that
Õ ∈ sgn(span{sgn(span{Id, Ãx})}) \ sgn(span{Id, Ãx}). Since Õ 6∈ sgn(span{Id, Ãx})
we do not know whether it is post-hoc self-tested by correlation {〈ψ̃|Ã(j)

x ⊗ Õ(k)|ψ̃〉} based
on {Ãx}. Nevertheless, given Õ ∈ sgn(span{sgn(span{Id, Ãx})}) we can do the follow-
ing: take the fewest binary observables B̃|IB |, ..., B̃Y ′−1 ∈ sgn(span{Id, Ãx}) such that
span{Id, B̃0, ..., B̃Y ′−1} = span{sgn(span{Id, Ãx})}. Then the correlation Table 3 will self-
test the corresponding strategy, because the white part tests S̃, and the green part tests the
additional binary observables B̃|IB |, ..., B̃Y ′−1 ∈ sgn(span{Id, Ãx}). Now, add Õ as a new
row in the Table 4. Because Õ ∈ sgn(span{sgn(span{Id, Ãx})}), the yellow part of correla-
tion the Table 4 (iteratively) post-hoc self-tests Õ. Thus the correlation Table 4 self-tests the
extended strategy including Õ. Evidently, via this construction, the size of the correlation
table has the trivial upper bound d(d+1)

2
× d(d+1)

2
regardless of the number of iterations.

5.4.1 Self-testing arbitrary real observable

In [MPS24], the authors considered a set of projections summing up to a proportion of I, and
showed that the strategy consisting of those projections and the maximally entangled state
can be self-tested by the correlation it generates. Here we employ one of those strategies
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I B̃0 ... B̃Y−1 B̃Y ... B̃Y ′−1

I - 〈I, B̃0〉ψ̃ ... 〈I, B̃Y−1〉ψ̃ 〈I, B̃Y 〉ψ̃ ... 〈I, B̃Y ′−1〉ψ̃
Ã0 〈Ã0, I〉ψ̃ 〈Ã0, B̃0〉ψ̃ ... 〈Ã0, B̃Y−1〉ψ̃ 〈Ã0, B̃Y 〉ψ̃ ... 〈Ã0, B̃Y ′−1〉ψ̃
... ... ... ... ... ... ... ...

ÃX−1 〈ÃX−1, I〉ψ̃ 〈ÃX−1, B̃0〉ψ̃ ... 〈ÃX−1, B̃Y−1〉ψ̃ 〈ÃX−1, B̃Y 〉ψ̃ ... 〈ÃX−1, B̃Y ′−1〉ψ̃

Table 3: Extended correlation table in the first iteration. We take X = |IA|, Y = |IB|, and
Y ′ = |I ′

B| for convenience.

I B̃1 ... B̃Y−1 B̃Y ... B̃Y ′−1

I - 〈I, B̃1〉ψ̃ ... 〈I, B̃Y−1〉ψ̃ 〈I, B̃Y 〉ψ̃ ... 〈I, B̃Y ′−1〉ψ̃
Ã1 〈Ã1, I〉ψ̃ 〈Ã1, B̃1〉ψ̃ ... 〈Ã1, B̃Y−1〉ψ̃ 〈Ã1, B̃Y 〉ψ̃ ... 〈Ã1, B̃Y ′−1〉ψ̃
... ... ... ... ... ... ... ...

ÃX−1 〈ÃX−1, I〉ψ̃ 〈ÃX−1, B̃1〉ψ̃ ... 〈ÃX−1, B̃Y−1〉ψ̃ 〈ÃX−1, B̃Y 〉ψ̃ ... 〈ÃX−1, B̃Y ′−1〉ψ̃
Õ 〈Õ, I〉ψ̃ 〈Õ, B̃1〉ψ̃ ... 〈Õ, B̃Y−1〉ψ̃ 〈Õ, B̃Y 〉ψ̃ ... 〈Õ, B̃Y ′−1〉ψ̃

Table 4: Extended correlation table in the second iteration.

with a specific construction. It turns out that, with the initial strategy we chose, in two
iterations we will be able to self-test arbitrary binary projective measurement using the
iterative scheme.

Consider d+ 1 unit vectors v0, . . . , vd ∈ Rd which form the vertices of a regular (d+ 1)-
simplex centered at the origin. Note that

v∗xvx′ = −1

d
(25)

for x 6= x′. Define forms d+ 1 binary observables

T̃x := 2vxv
∗
x − I.

The code in Mathematica for generating the observables is provided in Appendix 5.7.
According to [MPS24] the following strategy containing T̃x and the maximally entangled
state is robust self-tested:

Corollary 5.8. By Theorem 6.10 in [MPS24], the strategy S̃(0) = (|Φd〉 , {T̃x}dx=0, {T̃y}dy=0)

is robust self-tested by the correlation it generates.

Now take the strategy S̃(0) in Corollary 5.8 as the initial strategy, and consider additional
binary observables in the form of T̃jk := sgn(T̃j + T̃k) for j 6= k. By Proposition 5.7 they
are robust post-hoc self-tested. Specifically, we have the following extended strategy that is
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robust self-tested:

Lemma 5.9. Strategy S̃(1) = (|ψ̃〉 , {Ãx}dx=0, {B̃y}
d(d+1)

2
−1

y=0 ) is robust self-tested, where

|ψ̃〉 = |Φd〉 ,

{Ãx}dx=0 = {T̃x}dx=0,

{B̃y}dy=0 = {T̃y}dy=0, {B̃y}
d(d+1)

2
−1

y=d+1 = {T̃jk : 1 ≤ j < k ≤ d} \ {T̃12}.

Proof. Since S̃(0) = (|ψ̃〉 , {Ãx}dx=0, {B̃y}dy=0) is robust self-tested, and T̃jk ∈ sgn(span{T̃x}),
by Propositions 5.7 and 5.2 we immediately have that the strategy S̃(1) is robust self-tested
by the correlation it generates.

The extended strategy S̃(1) = (|Φd〉 , {Ãx}dx=0, {B̃y}
d(d+1)

2
−1

y=0 ) introduces d(d+1)/2− d− 1

additional binary observables to Bob that is post-hoc self-tested based on the initial strategy,
which are in the form of sgn(T̃j + T̃k) (but not every j 6= k is included). It turns out that
the additional binary observables together with the d + 1 initial ones span the space of all
d× d symmetric matrices. To show this, we require the following lemma:

Lemma 5.10. For d > 2, spanR{T̃jk : j, k ∈ [0, d], j 6= k} = Hd(R) the space of all d-
dimensional symmetric matrices.

Proof. Since dimHd(R) = d(d + 1)/2 = #{T̃jk : j, k ∈ [0, d], j 6= k}, it suffice to show that
{sgn(T̃j + T̃k) : 0 ≤ j < k ≤ d} is linearly independent.

Note that T̃j + T̃k = 2(vjv
∗
j + vkv

∗
k − Id). Consider the two-dimensional subspace H1 =

span(vj, vk). Then (T̃j + T̃k)|H⊥
1
= −2Id, and

(T̃j + T̃k)(vj − vk) =
2

d
(vj − vk), (T̃j + T̃k)(vj + vk) = −2

d
(vj + vk),

so (T̃j+ T̃k)|H1 has eigenvalues ±2/d, and the (normalised) eigenvector corresponding to 2/d

is wjk :=
√

d
2(d+1)

(vj − vk). Hence, sgn(T̃j + T̃k) have eigenvalues 1 with multiplicity 1, and

−1 with multiplicity d − 1. Its eigenvector corresponding to 1 is wjk =
√

d
2(d+1)

(vj − vk).
Therefore T̃jk = 2wjkw

∗
jk − Id.

Suppose
∑

j<k cjkT̃jk = 0 for some real coefficients cjk. Then

2
d

2(d+ 1)

∑
j<k

cjk(vj − vk)(v
∗
j − v∗k) =

∑
j<k

cjkId. (26)
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By Eq. (25) we have

(v∗j − v∗k)vl =


0 j, k 6= l

−1
d
− 1 j 6= k = l

1 + 1
d

l = j 6= k

Therefore multiplying Eq. (26) by vℓ on the left results in

d

d+ 1

(∑
j<l

cjl(−1
d
− 1)(vj − vl) +

∑
l<k

clk(1 +
1
d
)(vl − vk)

)
=
∑
j<k

cjkvl

and so (∑
j<l

cjl(vl − vj) +
∑
l<k

clk(vl − vk)

)
=
∑
j<k

cjkvl

⇒

(∑
j<l

cjl +
∑
l<k

clk −
∑
j<k

cjk

)
vl −

∑
j<l

cjlvj −
∑
l<k

clkvk = 0.

Since
∑

j vj = 0, we further have(∑
j<l

cjl +
∑
l<j

clj −
∑
j<k

cjk

)∑
j ̸=l

vj −
∑
j<l

cjlvj −
∑
l<j

cljvj = 0.

Since {vj : j 6= l} is linearly independent, we see that cjl for j < l are equal, and clj for l > j

are equal; therefore cjk =: c for all j < k. Thus,

c

(
d− d(d+ 1)

2

)
vl − c

∑
j ̸=l

vj = 0

⇒ c

(
d− d2

2
vl −

∑
j ̸=l

vj

)
= 0,

which holds only when c = 0 or d = 2 or d = −1. So we conclude that cjk = 0 is the only
solution for

∑
j<k cjkT̃jk = 0 when d > 2.

Let T = {T̃j : j ∈ [0, d]} ∪ {T̃jk : j, k ∈ [0, d], j 6= k}. By Lemma 5.10 we know that
spanR(T ) = Hd(R). Note that |T | = d+ 1 + d(d+1)

2
> dimHd(R). The following proposition

gives a maximal linearly independent subset in T :

Proposition 5.11. Define T = {T̃j : j ∈ [0, d]} ∪ {T̃jk : j, k ∈ [0, d], j 6= k}. Let T ′ =
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T \ {Õ0j : j ∈ [1, d]} and T ′′ = T ′ \ {Õ12}. Then T ′′ is a maximal linearly independent
subset in T .

Proof. Note that |T ′′| = d(d+1)
2

= dimHd(R). So it suffice to show that T̃0j ∈ spanR(T
′)

and T̃12 ∈ spanR(T
′′). Also note that the identity matrix Id = d

(d+1)(2−d)
∑

j T̃j belongs to
spanR(T

′′), and so does vjv∗j = (T̃j + Id)/2.

• Õ0j ∈ spanR(T
′): note that

∑
j vj = 0. Then for every j > 0,

Õ0j =
d

d+ 1
(v0 − vj)(v

∗
0 − vj)− Id

=
d

d+ 1
(−
∑
k>0

vk − vj)(−
∑
k>0

v∗k − v∗j )− Id

=
d

d+ 1
(
∑
0<k<l

(vkv
∗
l + vlv

∗
k) +

∑
k>0

(vkv
∗
j + vjv

∗
k) + P̃j)− Id ∈ spanR(T

′)

because vxv∗y + vyv
∗
x = P̃x + P̃y − d+1

d
(T̃xy − Id) ∈ spanR(T

′) for all x, y > 0.

• T̃12 ∈ spanR(T
′′): we show that

∑
1≤j<k≤d T̃jk+ dv0v

∗
0 +

d(d−3)
2

Id = 0, meaning that T̃12
is a linear combination of elements in T ′′. Since spanR{vl : l ∈ [1, d]} = Rd, it suffices
to show that

∑
1≤j<k≤d T̃jkvl + dv0v

∗
0vl +

d(d−3)
2

vl = 0 for all l ∈ [1, d]:

∑
1≤j<k≤d

T̃jkvl + dP̃0vl +
d(d− 3)

2
vl

=
∑

1≤j<k≤d

d

d− 1
(vj − vk)(v

∗
j − v∗k)vl −

d(d− 1)

2
vl − v0 +

d(d− 3)

2
vl

=
∑

j>0,j ̸=l

(vl − vj)−
d(d− 1)

2
vl − v0 +

d(d− 3)

2
vl

=(d− 1)vl +
∑

j>0,j ̸=l

(−vj)−
d(d− 1)

2
vl − v0 +

d(d− 3)

2
vl

=(d− 1)vl + v0 + vl −
d(d− 1)

2
vl − v0 +

d(d− 3)

2
vl = 0.

Since T ′′ = {B̃y} in S̃ spans the space of all symmetric matrices, every d-dimensional
binary observable Õbinary belongs to span{B̃y}. Therefore, by adding Õbinary into {Ãx} we
construct a strategy that can self-test any binary observable:
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Proposition 5.12. For any d-dimensional real projective binary measurement, given by
observable Õbinary, the strategy S̃(2) = (|ψ̃〉 , {Ãx}d+1

x=0, {B̃y}
d(d+1)

2
−1

x=0 ) is robust self-tested,
where

|ψ̃〉 = |Φd〉 ,

{Ãx}dx=0 = {T̃x}dx=0, Ãd+1 = Õbinary,

{B̃y}dy=0 = {T̃y}dy=0, {B̃y}
d(d+1)

2
−1

y=d+1 = {T̃jk : 1 ≤ j < k ≤ d} \ {Õ12}.

Proof. Since Õbinary ∈ Hd(R) = span{Id, B̃y} for any Õbinary, by Lemma 5.9 and Proposition
5.2 we immediately have that the strategy S̃(2) is robust self-tested by the correlation it
generates.

Finally, we generalize the self-testing of binary measurements to the self-testing of arbi-
trary L-output measurements. Intuitively, we can think of an L-output projective mea-
surement as a collection of L binary ones: given an L-output projective measurement
Õ =

∑L−1
a=0 e

i2πa/LẼa, consider binary observables {2Ẽa − Id}L−1
a=0 . If we can self-test ev-

ery binary observable 2Ẽa − Id, then we should be able to also self-test Õ.

Proposition 5.13. For any L-output observable Õ =
∑L−1

a=0 e
i2πa/LẼa, strategy

S̃1 = (|ψ̃〉 , {Ãx, Õ : x}, {B̃y : y})

is robust self-tested if and only if strategy

S̃2 = (|ψ̃〉 , {Ãx, 2Ẽa − Id : x, a}, {B̃y : y})

is robust self-tested.

Proof. We prove the ‘if’ part, and the reasoning for the ‘only if’ part is similar.
Suppose S̃2 = (|ψ̃〉 , {Ãx, 2Ẽa − Id : x, a}, {B̃y}) is robust self-tested. Then for any

ε > 0 there exists δ > 0 such that any strategy δ/3-approximately generating correla-
tion {〈ψ̃|Ã(j)

x , B̃
(k)
y |ψ̃〉,〈ψ̃|(2Ẽa − Id)⊗ B̃

(k)
y |ψ̃〉} can be locally ε/L-dilated by S̃2. Let S1 =

(|ψ〉 , {A(j)
x , O(l)), {B(k)

y }) be a strategy that δ/3-approximately generates the correlation
{〈ψ̃|Ã(j)

x ⊗ B̃
(k)
y |ψ̃〉, 〈ψ̃|Õl ⊗ B̃

(k)
y |ψ̃〉}. Construct a strategy S2 := (|ψ〉 , {Ax, 2Ea− Id), {By})
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where Ea := 1/L
∑L−1

l=0 e
−i2πal/LO(l). Then

| 〈ψ|O(l) ⊗ B(k)
y |ψ〉 − 〈ψ̃|Õl ⊗ B̃(k)

y |ψ̃〉 | ≤ δ/3

⇒ | 〈ψ|(2Ea − Id)⊗ B̃(k)
y |ψ̃〉 − 〈ψ̃|(2Ẽa − Id)⊗ B̃(k)

y |ψ̃〉 | ≤ δ.

So S2 δ-approximately generates correlation {〈ψ̃|Ã(j)
x ⊗ B̃

(k)
y |ψ̃〉 , 〈ψ̃|(2Ẽa − Id)⊗ B̃

(k)
y |ψ̃〉}.

By the hypothesis, S̃2 is a local ε/L-dilation of S2, and so

U((2Ea − IdA)⊗ IdB) |ψ〉AB ≈ε/L ((2Ẽa − IdÃ)⊗ IB̃) |ψ̃〉ÃB̃ |aux〉
⇒ U(O(l) ⊗ IdB) |ψ〉AB ≈ε (Õ

l ⊗ IB̃) |ψ̃〉ÃB̃ |aux〉 ,

and

U(IdA ⊗ B(k)
y ) |ψ〉AB ≈ε/L (IdÃ ⊗ B̃k

y ) |ψ̃〉ÃB̃ |aux〉

Therefore S̃1 is a local ε-dilation of S1. Thus S̃1 is robust self-tested.

So we conclude that any real projective measurements can be self-tested:

Theorem 5.14. For any d-dimensional L-output observable Õ, the strategy

S̃(3) =

(
|ψ̃〉 , {Ãx}d+1

x=0, {B̃y}
d(d+1)

2
−1

y=0

)
is robust self-tested, where

|ψ̃〉 = |Φd〉 ,

{Ãx}dx=0 = {T̃x}dx=0, Ãd+1 = Õ,

{B̃y}dy=0 = {T̃y}dx=0, {B̃y}
d(d+1)

2
−1

y=d+1 = {T̃jk : 1 ≤ j < k ≤ d} \ {T̃12}.

Proof. Statement is true for L = 2 by Proposition 5.12. For L > 2, let Õ =
∑

a e
i2πa/LẼa be
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the L-output observable, consider the strategy S̃2 = (|ψ̃〉 , {Ãx}d+Lx=0 , {B̃y}
d(d+1)

2
−1

x=0 ) where

|ψ̃〉 = |Φd〉 ,

{Ãx}dx=0 = {T̃x}dx=0, {Ãx}d+Lx=d+1 = {2Ẽa − I : 0 ≤ a ≤ L− 1},

{B̃y}dy=0 = {T̃y}dy=0, {B̃y}
d(d+1)

2
−1

y=d+1 = {T̃jk : 1 ≤ j < k ≤ d} \ {T̃12},

and Ẽa = 1/L
∑L−1

l=0 e
−i2πal/LÕl. By a similar argument in the proof of Propisition 5.12, S̃2

is robust self-tested. Then the strategy S̃(3) is robust self-tested by by Proposition 5.13.

5.5 Iterative self-testing II: general theory

In this section we develop the theory of iterative self-testing in general, whenever the initial
state |ψ̃〉 = |Φd〉 =

∑
j |jj〉 /

√
d is maximally entangled and all reference measurements are

binary and projective, i.e., are described by orthogonal matrices.
Given the initial strategy S̃ = (|Φd〉 , {Ãx), {B̃y}), denote S0 = {Id, Ãx} to be the set of

initial binary observables, and V0 = spanR(S0) to be the subspace generated by S0. Denote
by S ′

1 = sgn(V0) ∩ GLd(R) the binary observables that by Proposition 5.7 are post-hoc
self-tested on Bob’s side, and take S1 = S ′

1 ∪ {B̃y}. Note that S0 ⊆ S ′
1 ⊆ S1 because

sgn(Ãx) = Ãx. Let V1 = spanR(S1); then we also have V0 ⊆ V1. Now consider the post-hoc
self-testing of additional binary observables on Alice’s side based on S1; we get the next set
of binary observables S2 = sgn(V1) ∩ GLd(R) ⊇ S1 that is self-tested, and also the next
subspace V2 = spanR(S1) ⊇ V1. By iteratively using this technique, we enlarge the set of
self-tested binary observables Sj in each step. We remark that, when trying to make a similar
argument for a non-maximally entangled |ψ̃〉, it is not clear whether Vj ⊆ Vj+1 still holds.

Since {Vj}j is an increasing sequence of subspaces of the finite-dimensional real Hermitian
matrix space Hd(R), it eventually stabilizes at V∞ = limj→∞ Vj. It is natural to ask, given
initial binary observables {Ãx), {B̃y}, what is V∞? Before we answer this question, we make
the following observation:

Lemma5.15. Given a set of orthogonal matrices {Ãx}, recursively define V0 = spanR{Id, Ãx}
and Vj = spanR(sgn(Vj−1))

5, where sgn is defined as in Proposition 5.7. If x ∈ Vj, then
p(x) ∈ Vj+1 for any real coefficient polynomial p ∈ R[t]. Consequently, x, y ∈ Vj implies
xy + yx ∈ Vj+1.

5Here we do not exclude the non-singular matrices in Sj . In fact, span(sgn(Vj)) = span(sgn(Vj) ∩
GLd(R)): for any singular s = sgn(x) where x ∈ Vj , sgn(x ± δId) ∈ sgn(Vj). And for small enough δ, we
have sgn(x± δId) ∈ GLd(R) and 2s = sgn(x+ δId) + sgn(x− δId).
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Proof. For any x ∈ Vj, let x = UΛU∗ where Λ has diagonal entries λ1, . . . , λd ∈ R sorted
decreasingly. Then p(x) has eigenvalues p(λ1), . . . , p(λd). Note that the identity matrix I is
in V1. Now, for each i ∈ [1, d− 1] such that λi 6= λi+1, choose ri ∈ (λi, λi+1), and consider

xi := sgn(x− riI) = U diag(1, . . . , 1︸ ︷︷ ︸
i 1s

,−1, . . . ,−1︸ ︷︷ ︸
(d−i) −1s

)U∗.

So xi ∈ sgn(Vj) ⊆ Vj+1. Since {xi} forms a basis of {p(x) : p ∈ R[t]}, we have that
p(x) ∈ Vj+1 for every p ∈ R[t].

Take p(t) = t2, and notice that

xy + yx = (x+ y)2︸ ︷︷ ︸
∈Vj+1

− x2︸︷︷︸
∈Vj+1

− y2︸︷︷︸
∈Vj+1

∈ Vj+1.

Lemma 5.15 allows one to characterize6 V∞ in terms of Jordan algebras [Jac68]. A vector
subspace of an associative algebra is a (unital) Jordan algebra if it contains the identity and
is closed under the Jordan product a ? b = 1

2
(ab+ ba).

Proposition 5.16. Given a set of Hermitian orthogonal matrices {Ãx}, define
V0 = spanR{Id, Ãx}, Vj = spanR(sgn(Vj−1)), where sgn is defined as in Proposition 5.7.
Then V∞ = JAR({Ãx}), the real Jordan algebra generated by {Ãx}.

Proof. JAR({Ãx}) = JAR({Id, Ãx}) because I = Ã2
x. From Lemma 5.15 we know that

x, y ∈ V∞ implies x ? y ∈ V∞. So V∞ is a Jordan algebra, and hence JAR({Id, Ãx}) ⊆ V∞.
On the other hand, for any x ∈ Hd(R) the matrix sgn(x) is a polynomial in x, and

therefore lies in JAR({x}). This implies V∞ ⊆ JAR({Id, Ãx}). So we conclude that V∞ =

JAR({Id, Ãx}) = JAR({Ãx}).

Proposition 5.16 implies that, after sufficiently many steps, every binary observable
Õ ∈ JAR({Id, Ãx}) can be iteratively post-hoc self-tested based on the binary strategy
S̃ = (|Φd〉 , {Ãx), {B̃y}). We also provide two properties of real Jordan algebras that help
analysing JAR({Ãx}). The first one is that AlgR({Ãx}), the real associative algebra gener-
ated by {Ãx}, is Md(R) (the real algebra of d × d real matrices), if and only if JAR({Ãx}),

6Here we omit {B̃y} for simplicity. This simplification only strengthens our result because we now do not
ask {B̃y} to contribute.
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the real Jordan algebra generated by {Ãx}, is Hd(R) (the real Jordan algebra of symmetric
d× d matrices).

Lemma 5.17. For symmetric d × d matrices {Ãx}, AlgR({Ãx}) = Md(R) if and only if
JAR({Ãx}) = Hd(R).

Proof. The ‘if’ part: it is straightforward to see that every real matrix is a linear combination
of products of symmetric matrices.

The ‘only if’ part: note that Md(R) is a simple algebra, and that a Jordan subalgebra
of Hd(R) is semisimple. Suppose AlgR({Ãx}) = Md(R). Then we claim that JAR({Ãx}) is
also simple. Indeed; if JAR({Ãx}) were isomorphic to a non-trivial product of simple ones,
then AlgR({Ãx}) would likewise be isomorphic to a non-trivial product of simple algebras,
which is a contradiction. By the Jordan–von Neumann–Wigner Theorem [JvNW34], finite-
dimensional simple Jordan algebras are isomorphic to one of the following five types:

• The Jordan algebra of n× n Hermitian real matrices Hn(R),

• The Jordan algebra of n× n Hermitian complex matrices Hn(C),

• The Jordan algebra of n× n Hermitian quaternionic matrices Hn(H),

• The ‘spin factor’ Rn ⊕ R with the product (x, α) ? (y, β) = (βx+ αy, αβ + 〈x, y〉),

• The Jordan algebra of 3× 3 Hermitian octonionic matrices.

Since JAR({Ãx}) is special, we only need to exam the first four cases individually:

• JAR({Ãx}) ∼= Hn(R) for some n. By the ’if’ part of the proof, AlgR({Ãx}) ∼= Mn(R).
But AlgR({Ãx}) = Md(R), so we are only left with the possibility n = d.

• JAR({Ãx}) ∼= Hn(C) for some n ≥ 2. On one hand, complex Hermitian n×n matrices
do not embed into real matrices of size smaller than 2n, so 2n ≤ d. On the other hand,
JAR({Ãx}) ∼= Hn(C) implies that Md(R) = AlgR({Ãx}) is a real subalgebra of Mn(C),
so d2 ≤ 2n2, a contradiction.

• JAR({Ãx}) ∼= Hn(H) for some n ≥ 2. On one hand, quaternion Hermitian n × n

matrices do not embed into real matrices of size smaller than 4n, so 4n ≤ d. On the
other hand, JAR({Ãx}) ∼= Hn(H) implies thatMd(R) = AlgR({Ãx}) is a real subalgebra
of Mn(H), so d2 ≤ 4n2, a contradiction.
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• JAR({Ãx}) is a spin factor Rn⊕R for some n ≥ 3. It is known that it can be embedded
in the Hermitian real matrices of size 2n×2n, but not smaller [McC04]; therefore 2n ≤ d.
On the other hand, the spin factor generates a real Clifford algebra of dimension 2n

[Jac68], so 2n ≥ d2, a contradiction.

So, we conclude that AlgR({Ãx}) = Md(R) if and only if JAR({Ãx}) = Hd(R).

As a consequence of this lemma, if |ψ̃〉 = |Φd〉, and {Ãx} generate the real matrix algebra
of the corresponding dimension, any binary observable will be in V∞, thus can be self-tested.
In Section 5.4 we showed that a self-tested strategy given by [MPS24] can be used for this
purpose. However, several of the self-tested strategies across the existing literature consist of
a maximally entangled state and operators that generate the full matrix algebra, so they can
be used to self-test arbitrary observables (of suitable size) by Proposition 5.16. Notice that
{Ãx}x generates Mn(R) as a real associative algebra if and only if the only real solutions of
the linear system [SÃx = ÃxS for all x] are S = cI the scalar multiples of I. Hence given
{Ãx}, one can check whether it generates the whole matrix algebra in the following way:
suppose we have X binary observables (d-dimensional); then [SÃx = ÃxS for all x] is a linear
system of d2 variables (which are entries of S) with Xd2 equations. Thus the condition of
Lemma 5.17 is equivalent to checking that the coefficient matrix has rank d2 − 1.

Another property we provide can help in upper-bounding the iteration we need for Vitr =
V∞. Let Uj denote the span of all the Jordan products of elements in S0 of length at most
j. Then we have the following relation between Uj and Vj:

Lemma 5.18. For a set of Hermitian orthogonal matrices S0 = {Id, Ãx}, define

Uj := spanR{a1 ? · · · ? ak, ai ∈ S0, k ≤ j),

and define Vj as in Proposition 5.16 for j ≥ 0. Then U2(j) ⊆ Vj.

Proof. By definition, U1 = V0. Now suppose U2(j) ⊆ Vj for some j. By Proposition 5.15
x ? y ∈ Vj+1 for every x, y ∈ Vj, so in particular x ? y ∈ Vj+1 for every x, y ∈ U2(j) . Since
U2j+1 = U2·2(j) is spanned by U2(j) ? U2(j) , we conclude that U2j+1 ⊆ Vj+1.

Note that while Vj is not straightforward to determine (since sgn is a non-linear map), Uj
is easily computable. If Uj = Uj+1 for some j, then Uj is a Jordan algebra, and so Uj = V∞;
therefore we get an upper bound on the number of iterations as itr ≤ dlog2 je. A trivial
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bound for Uj to stop growing is d(d+1)
2

= dimHd(R), hence

itr ≤
⌈
log2

d(d+ 1)

2

⌉
≤ d2 log2 de.

We remark that, for robust self-tested initial strategy with explicit ε− δ dependence, we
can use Proposition 5.7 repeatedly to get the robustness of the final strategy. For example,
some of the robust self-testing results summarized in [SB20] have robustness ε = O(

√
δ),

and so O(Cε+ δ) = O(
√
δ) in Proposition 5.7. If we take these initial strategies, we get

ε∞ = O(δ
1

2itr+1 ) = O(δ
1
4d ).

Summarizing Proposition 5.16 and Lemma 5.18, and applying Proposition 5.13 to argue
about many-ouput (rather than just binary-output) measurements, we reach an easy-to-use
criterion for a real measurement Õ to be reachable after iterative self-testing:

Theorem 5.19. Let S̃ = (|Φd〉 , {Ãx}, {B̃y}) be a self-tested strategy using maximally en-
tangled state and binary real projective measurements. A real projective measurement
{Ẽℓ, ` ∈ [0, L− 1]} can be iteratively self-tested if

Ẽℓ ∈ JAR({Ãx}) ∀` ∈ [0, L− 1],

where JAR({Ãx}) is the real Jordan algebra generated by {Ãx}. Moreover, the number of
the iterations is upper-bounded by d2 log2 de.

In particular, if JAR({Ãx}) = Hd(R), i.e. {Ãx} generates the whole real Jordan algebra
of symmetric d × d matrices, then every d-dimensional measurement can be self-tested. As
what we have shown in Lemma 5.17, it is equivalent to {Ãx} having a trivial centralizer,
which can be checked efficiently.

5.6 Appendix I: Examples for post-hoc self-testing

5.6.1 An analytic image of sgn in the two-dimensional case

Although the image of sgn is hard to describe in general cases, we give an example where
sgn(span{D2, DA

(j)
x D}) has an analytic form. In this case the initial state is a partially

entangled, |ψ̃〉 = cos γ |00〉+ sin γ |11〉 for γ ∈ (0, π
4
), and the binary observable Ã0 = X the

Pauli X.
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We show that there is a 1-parametric family of post-hoc self-tested binary observables
sgn(span{D2, DA

(j)
x D}). Note that DÃxD = sin γ cos γX for Ã0 = X. Without loss of

generality, suppose Õ = sgn(X + aD2) for some real parameter a. If |a| is large, then
X + aD2 is diagonally dominant, so X + aD2 will be positive or negative definite, leading to
the trivial case Õ = ±I. So, to obtain a non-trivial Õ, |a| must be bounded, and the upper
bound is attained when X + aD2 becomes singular:

det(X + aD2) = (a cos γ sin γ)2 − 1 = 0 ⇒ a = ± 1

cos γ sin γ
.

When a ∈ [− 1
cos γ sin γ ,

1
cos γ sin γ ], we can calculate Õ explicitly as a function of parameter

a:

Õ =

 a(−1+2g2)√
4+a2(1−2g2)2

2√
4+a2(1−2g2)2

2√
4+a2(1−2g2)2

a−2ag2√
4+a2(1−2g2)2

 ,
where g = cos γ. Let Õ = rxX + rzZ, then rx = 2√

4+a2(1−2g2)2
, ranging from 1 to sin 2γ.

Then in this case, the image of the sgn is {rxX ±
√
1− r2xZ : sin(2γ) < rx ≤ 1}, which is

an uncountable set.
We also give an explicit Õ that cannot be post-hoc self-tested: let γ = arctan(1/

√
2),

Õ = H = (X + Z)/
√
2 6∈ sgn(span{D2, X}). Then a “cheating” POVM {M̂0, M̂1} is given

by

M̂0 =

[
6−

√
2

8

√
2
4√

2
4

√
2
2

]
, M̂1 =

[
2+

√
2

8
−

√
2
4

−
√
2
4

1−
√
2
2

]
.

One can check that this POVM generates the same correlation as Õ, but there is no local
isometry connecting them. Indeed; suppose Φ[IA ⊗ M̂j |ψ̃γ〉] = IA ⊗ Ẽj |ψ̃γ〉 for j = 0, 1,
where Ẽj = Õ+(−1)jI

2
, then we have

0 = 〈ψ̃γ|IA ⊗ Ẽ0Ẽ1|ψ̃γ〉 = 〈ψ̃γ|IA ⊗ M̂0Φ
∗
AΦAM̂1|ψ̃γ〉 = 〈ψ̃γ|IA ⊗ M̂0M̂1|ψ̃γ〉 6= 0,

a contradiction. Thus Õ cannot be post-hoc self-tested based on |ψ̃〉 and X.
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5.6.2 An obstruction to post-hoc self-testing

Here we show that, as soon as the number of inputs is small compared to local dimensions,
a post-hoc extension of a self-testing strategy is a highly non-trivial phenomenon. In par-
ticular, the main theorem is non-trivial, since self-testing does not extend to “most” binary
observables when the local dimension is large compared to the number of inputs.

Proposition 5.20. Let (|ψ̃〉 , {Ãx}n−1
x=0, {B̃y}n−1

y=0) be a n-input / 2-output strategy with local
dimension d. Assume that |ψ̃〉 has full Schmidt rank and the observables B̃y have a trivial
centralizer in Md(R).

1. If B̃−n, B̃n ∈ Md(R) are distinct binary observables, then none of the strategies
(|ψ̃〉 , {Ãx), {B̃y, B̃±n}) is a local dilation of the other.

2. If either bd2
4
c > n+1 or |ψ〉 is maximally entangled and bd2

4
c > n, then there exist dis-

tinct binary observables B̃−n, B̃n ∈ Md(R) such that the strategies (|ψ̃〉 , {Ãx), {B̃y, B̃±n})
yield the same correlations, but none of them is a local dilation of the other (by 1.).

Proof. 1. Suppose (|ψ̃〉 , {Ãx), {B̃y, B̃−n}) is a local dilation of (|ψ̃〉 , {Ãx), {B̃y, B̃n}). Thus
there are isometries ΦA,ΦB and an auxiliary state |aux〉 =

∑
i σi |ii〉 ∈ Rd′ with σ1 > 0 such

that ΦA ⊗ ΦB |ψ̃〉 = |aux〉 ⊗ |ψ̃〉 and

(ΦA ⊗ ΦB)(Ãx ⊗ B̃y) |ψ̃〉 = |aux〉 ⊗ ((Ãx ⊗ B̃|y|) |ψ̃〉).

Then
(I ⊗ ΦBB̃yΦ

∗
B)(|aux〉 ⊗ |ψ̃〉) = (I ⊗ I ⊗ B̃|y|)(|aux〉 ⊗ |ψ̃〉)

for all y ∈ {0, . . . , n − 1,−n}. Let π : Rd ⊗ Rd′ → Rd be the projection induced by the
projection Rd′ → R onto the first component. Then

(I ⊗ πΦBB̃yΦ
∗
Bπ

∗) |ψ̃〉 = (I ⊗ B̃|y|) |ψ̃〉

Since |ψ̃〉 has full Schmidt rank,

πΦBB̃yΦ
∗
Bπ

∗ = B̃|y|

for all y ∈ {0, . . . , n − 1,−n}. Let C = πΦB ∈ Rd×d. Note that C is a contraction. Since
CB̃yC

∗ = B̃y for all y ≥ 0 and B̃y generate the whole Md(R) as an R-algebra, it follows
that C is invertible (otherwise B̃y would have a common kernel). Furthermore, if λ is an
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eigenvalue of C∗, then C∗v = λv implies C(B̃yv) =
1
λ
B̃yv for all y ≥ 0. Since at least one

of B̃yv is nonzero if v 6= 0, it follows that 1
λ
is an eigenvalue of C. Since C,C∗ are both

contractions, we conclude that C is unitary. Therefore

CB̃y = B̃|y|C

for all y ∈ {0, . . . , n − 1,−n}. Since B̃y have a trivial centralizer (also in Md(C)), it follows
that C is a scalar multiple of identity. Therefore B̃−n = B̃n, a contradiction.

2. The real algebraic set of binary observables inMn(R) has an irreducible component Z of
dimension bn2

4
c (concretely, Z is the set of binary observables with bn

2
c positive eigenvalues).

Consider the map

Z → Rd+1, U 7→ (〈ψ| Ãx ⊗ U |ψ〉 , 〈ψ| I ⊗ U |ψ〉); (27)

if |ψ̃〉 is maximally entangled, one can discard the last component 〈ψ| I ⊗U |ψ〉) = 1√
n
Tr(U)

because it is constant on Z. Then (27) is a linear map between semialgebraic sets, so its
generic fiber has dimension at least bd2

4
c − n − 1 > 0 (or bd2

4
c − n > 0 in the maximally

entangled case). Therefore there exist distinct B̃−n, B̃n ∈ Z such that

〈ψ̃| I ⊗ B̃−n |ψ̃〉 = 〈ψ̃| I ⊗ B̃n |ψ̃〉 , 〈ψ̃| Ãx ⊗ B̃−n |ψ̃〉 = 〈ψ̃| Ãx ⊗ B̃n |ψ̃〉

holds for all x.

If |ψ̃〉 is maximally entangled and Ãy = B̃y, then we know that after sufficiently many
post-hoc steps, all binary observables are self-tested (under the given condition on B̃y).
Proposition 5.20(b) guarantees that this cannot always happen immediately after the first
step if number of inputs n is sufficiently smaller than the local dimension d; in the case of
our preferred strategy with d+1 inputs in Section 5.4, Proposition guarantees “bad” binary
observables for d ≥ 5. However, they already exist for d = 3:

Example 5.21. Let Ã0, . . . , Ã3 ∈ M3(R) be the binary observables as in Section 5, and
let |Φ3〉 ∈ R3 ⊗ R3 be the maximally entangled state (in its Schmidt basis). Then S̃ =

(|Φ3〉 , {Ãx}x, {Ãx}x} is self-tested by its correlation, and {Ãx}x has trivial centralizer in
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M3(R). A direct calculation shows that

Ã±4 =


0 − 1√

2
± 1√

2

− 1√
2

−1
2

∓1
2

± 1√
2

∓1
2

−1
2


are binary observables with one positive eigenvalue, and

〈Φ3| Ãx ⊗ A−4 |Φ3〉 = 〈Φ3| Ãx ⊗ A4 |Φ3〉 for x = 0, . . . , 3.

Therefore the strategies (|Φ3〉 , {Ãx), {Ãx, A±4}) give the same correlation but are not local
dilations of each other by Proposition 5.20(a), so they are not self-tested.

5.7 Appendix II: Recipe for the robust self-tested strategy

We first show how to construct d + 1 unit vectors v0, . . . , vd ∈ Rd that form the vertices of
a regular d + 1-simplex centered at the origin. This can be guaranteed by 〈vj, vk〉 = −1/d

for all j 6= k. To find vectors satisfying this property, consider any unitary U in Rd+1 whose
first row is the ‘all one’ unit vector a = (1, 1, ..., 1)/

√
d+ 1. Then, apply U to d+ 1 vectors

{fj} where fj is the normalization of f ′
j = ej − 〈a, ej〉 a, and {ej}dj=0 are base vectors. We

have that all Ufj are orthogonal to e0. So {Ufj}dj=0 spans a d-dimensional subspace. We
can also show that 〈Ufj, Ufk〉 = 〈fj, fk〉 = −1/d. So we take vx = Ufx, P̃x = vxv

∗
x, and

T̃x = 2P̃x − I.

(∗ l o c a l d imens ion ∗)
d = 4 ;
(∗ f i n d the un i t a ry ∗)
a l l o n e = Normal ize [ ConstantArray [ 1 , d + 1 ] ] ;
un i t a ry = ConstantArray [ 0 , {d + 1 , d + 1 } ] ;
un i t a ry [ [ 1 , A l l ] ] = a l l o n e ;
un i t a ry [ [ 2 ; ; d + 1 , A l l ] ] =

Table [ UnitVector [ d + 1 , i ] , { i , 2 , d + 1 } ] ;
un i t a ry = Orthogona l i z e [ un i t a ry ] ;
(∗d+1 v e c t o r s ∗)
vec t [ x_ ] := ( un i t a ry .

Normal ize [ ( UnitVector [ d + 1 , x ] −
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Pro j e c t i o n [ UnitVector [ d + 1 , x ] , a l l o n e ] ) ] ) [ [ 2 ; ; d + 1 ] ] //
Fu l l S imp l i f y ;

(∗d+1 p r o j e c t i o n s ∗)
p ro j [ x_ ] := Transpose [ { vec t [ x ] } ] . { vec t [ x ] } // Fu l l S imp l i f y ;
(∗d+1 binary ob s e r vab l e s ∗)
obs [ x_ ] := 2 pro j [ x ] − Iden t i t yMat r i x [ d ] ;
j o rdanproduct [ x_ , y_ ] := ( x . y + y . x ) / 2 ;
sgn [ x_ ] :=

JordanDecomposit ion [ x ] [ [ 1 ] ] .
Rea lS ign [ JordanDecomposit ion [ x ] [ [ 2 ] ] ] .
I n v e r s e [ JordanDecomposit ion [ x ] [ [ 1 ] ] ] // Fu l l S imp l i f y ;

(∗ a l t e r n a t i v e sgn map ∗)
(∗ sgn [ x_ ] := Inv e r s e [ x ] . MatrixPower [ x . x , 1 / 2 ] ∗)

Based on this one can calculate T̃jk = sgn(T̃j + T̃k), or alternatively T̃jk = 2wjkw
∗
jk − I,

where wjk :=
√

d
2(d+1)

(vj − vk).

obs2 [ x_ , y_ ] := sgn [ obs [ x ] + obs [ y ] ] ;
(∗ a l t e r n a t i v e O_{ jk } ope ra to r ∗)
(∗ obs2 [ x_ , y_] :=d/(d+1) \
Transpose [ { vec t [ x]− vec t [ y ] } ] . { vec t [ x]− vec t [ y ] }// Fu l l S imp l i f y ; ∗ )
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