UNIVERSITY OF COPENHAGEN
FACULTY OF SCIENCE

PhD thesis

Periodic Phenomena
in the Theory of Large Atoms

August Bjerg

Adpvisor: Jan Philip Solovej
Submitted: December 30, 2023

This thesis has been submitted to the PhD School of The Faculty of Science, University of Copenhagen



August Bjerg

Centre for the Mathematics of Quantum Theory
Department of Mathematical Sciences

University of Copenhagen

Universitetsparken 5, DK-2100, Copenhagen @, Denmark
aabjerg@math.ku.dk

aubjerg23@yahoo.dk

Date of submission December 30, 2023
Edited for print February 7, 2024
Date of defense February 23, 2024
Advisor Jan Philip Solovej

University of Copenhagen,
Copenhagen, Denmark

Assessment committee Seren Fournais (Chair)
University of Copenhagen,
Copenhagen, Denmark
Isabelle Catto
Université Paris-Dauphine-PSL,
Paris, France
Jan Derezinski
University of Warsaw,
Warsaw, Poland

© 2024 by the author
ISBN 978-87-7125-225-5


mailto:aabjerg@math.ku.dk
mailto:aubjerg23@yahoo.dk

Abstract

Any sufficiently advanced mathematical model for atoms should in some way reflect the periodicity
known from the periodic table of the elements appearing in nature. This thesis describes, in selected
models, the periodicity of large atoms. In particular, we discuss periodic phenomena in a Thomas-Fermi
mean-field model for the atom. In this model, the atom is described by a self-adjoint 1-particle Schrodinger
operator, and electrons see each other only through a mean-field potential coming from the semi-classical
Thomas-Fermi functional density theory. This defines an atom for each atomic number Z. It is proved
that the operators of this model converge towards particular self-adjoint operators (“infinite atoms”) in
the strong resolvent sense, but only along certain subsequences Z,, — oo describing the periodicity of the
atoms to leading order. It is remarkable that this is a model sufficiently advanced to exhibit periodicity,
while still simple enough so that one can completely describe the periodicity in the Z — oo limit. We
further treat some more abstract mathematical theory related to this main result: Firstly, strong resolvent
convergence of general self-adjoint operators is related to convergence of symmetric operators which
they extend via von Neumann’s extension theory — and in particular to strong convergence of graphs
of the latter. Secondly, the periodicity in the Thomas-Fermi mean-field model can be interpreted in
terms of that of the scattering length (an object often studied in the physics literature) of the associated
mean-field potentials. We develop a simple mathematical theory for the scattering length for a large class
of real-valued potentials. As novel parts of this theory, the scattering length varies continuously as a
function of the potentials, and we prove that differences in the number of negative eigenvalues of two
one-dimensional Schrodinger operators can be measured by tracing the value of the scattering length
along any choice of continuous curve connecting their respective potentials.

Resumé

Enhver tilstreekkeligt kompliceret matematisk atommodel burde afspejle den periodicitet, som kendes
fra det periodiske system over naturligt fremkommende grundstoffer. Denne afhandling beskriver, i
udvalgte modeller, periodiciteten af store atomer. Specielt diskuteres periodiske fenomener i en Thomas-
Fermi middelfelt-model for atomet. I denne model beskrives atomet ved en selvadjungeret 1-partikel
Schrodinger-operator, og elektroner ser hinanden alene gennem et middelfelt-potentiale, som kommer fra
det semiklassiske Thomas-Fermi teethedsfunktionale. Dette definerer et atom for hvert atomnummer Z.
Det vises, at operatorene i denne model konvergerer imod specifikke selvadjungerede operatorer (“uen-
delige atomer”) i steerk resolvent forstand, men at dette kun er tilfeeldet langs visse delfglger Z,, — oo,
som beskriver atomernes periodicitet til ledende orden. Det er bemaerkelsesveerdigt, at denne model
er tilstraekkeligt kompliceret til at udvise periodicitet, men stadig tilstreekkeligt simpel til at man kan
beskrive periodiciteten fuldsteendigt i greensen Z — co. Vi behandler videre mere abstrakt matematisk
teori relateret til dette hovedresultat: For det forste relateres sterk resolvent konvergens af generelle
selvadjungerede operatorer til konvergens af symmetriske operatorer, som de udvider via von Neumanns
udvidelsesteori — og specielt til steerk konvergens af sidstneevntes grafer. Desuden kan periodiciteten i
Thomas-Fermi middelfelt-modellen fortolkes som periodicitet af spredningsleengderne (et begreb ofte
studeret i fysiklitteraturen) af de tilherende middelfelt-potentialer. Vi udvikler en simpel matematisk
teori for spredningsleengden af en stor klasse af potentialer. Som originale bidrag fra denne teori vises, at
spredningsleengden varierer kontinuert som funktion af potentialerne, og at forskellen i antallet af negati-
ve egenveerdier af to endimensionale Schrodinger-operatorer kan males ved at folge spredningslengdens
veerdi langs ethvert valg af kontinuert kurve, der forbinder deres respektive potentialer.
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Chapter 1

Introduction

1.1 Prologue: A mathematical story about large atoms

A very central motivation for studying the problems discussed in this thesis is the strive
to understand the complex behaviour of large atoms. Being mathematicians, we of
course consider the overly idealized situation where the atomic number Z of the atom
actually tends towards infinity. While arbitrarily large atoms do not exist in the real
world due to relativistic effects and the short range of the strong nuclear force, taking
the Z — oo limit provides a convenient framework in which we actually have a chance
of presenting rigorous results. As will be explained below we wish in the ideal world to
describe atoms by quantum mechanical Schrodinger theory where exact calculations can
virtually never be carried out — but where semi-classical and related methods may often
apply in the limiting situation to yield rigorous (and interesting) asymptotic results. The
field of large atoms within mathematical physics is vast and contains many monumental
conjectures (cf. [SIm00], Section 3), perhaps most prominently the ionization conjecture.
See [Nam22] for a recommended review hereof. However, we now pursue another,
although somewhat related, path of studying the leading order asymptotic behaviour of
some physical quantities associated with the atom in the large Z limit.

Throughout this introduction (and thesis) we ignore relativistic effects. We use units
in which e = 2m, = h = 4mey = 1. This is Hartree atomic units with the exception that we
set the mass of an electron to 1/2 instead of 1.

Many-body Schrodinger theory: Consider, as a general model for an atom having a
nucleus with charge Z >0 and N € IN electrons orbiting this nucleus, the operator

HNZZi(_Ai_E-FlZ;) (11)
' Ix;| 2 = |x; — x|

i=1

acting on a suitable subspace of L2(1R3;(E2)®N ~ L2(1R3N; c?” ). Here, the fact that functions
are C?-valued is describing the spin of electrons, and (xy,...,xy) are the coordinates
in (R*)N. Equivalently, we may write functions in our Hilbert space as functions of
(x1,01),.-., (XN, 0N) =2 X},..., X5y With x; as before and o; € {+1}. The ith term in the outer
sum in (1.1) more or less models the dynamics of the i*" electron: —A; = 92 — 8}2, - 0?
is (minus) the Laplace operator acting on the i*! factor in the tensor product and takes
care of the kinetic energy of the electron. Meanwhile, —Z/|x;| describes the electrostatic
Coulomb interaction between the nucleus and the electron, and the last term describes
half of this interaction between the ih and the remaining electrons — the other half is

1



2 Chapter 1. Introduction

naturally distributed over the other terms in the outer sum. It is a standard result that
there exists a canonical self-adjoint realization of the expression (1.1) on C8°(1R3N ;CzN) c
L2(1R3N;C2N). That is, we can consider Hy 7 as a self-adjoint operator on L?(R3;C?)®N.
Moreover, this operator is bounded below. We do not treat the details of this construction
here, but the interested reader can consult introductory textbooks on mathematical
quantum mechanics as for example [Tes14], Chapter 11. Finally, we restrict this operator
to the space of anti-symmetric functions on (R x {+1}), i.e. functions ¢ satisfying
1/’(§7r(1)’ coo X)) = s8N P(xy, ..., X ) for any permutation 7 € Sy, yielding a self-adjoint
and bounded below operator (still denoted Hy ) acting on the N-fold antisymmetric
tensor-product of L?(IR%;C?). Note that we can indeed consider the restriction since
Hy 7 commutes with the projection onto this subspace. The restricted operator is the
tremendously successful many-body Schrodinger model for the atom. It is widely taken
as the standard for modelling atoms theoretically, but still many physical phenomena
are far from understood within this theory — and most things even seem out of reach of
something resembling anything like a mathematical proof.
Due to the fact that Hy 7 is bounded below we can define the ground state energy
E(N,Z):= infU(HN,Z):I|l})f||1f1<l,b'HN,ZlP>>—°° (1.2)
of the atom. It is a landmark result of Zhislin, [Zhi60], that the last infimum in (1.2) is
attained for some 1) whenever N < Z + 1. This in particular proves the existence of stable
neutral atoms in the Schrédinger model by taking Z = N € IN. The interpretation of 1|2
for a minimizer 1 in (1.2) is that it is the joint density of all electrons orbiting the atom
in (one of) its ground state(s) ip. We define from any possible state i the corresponding
one-particle electron density p, by

=N ,01), X, X )P dXy - dixy.
pol)=N Y }Lw_”w«x 01) 2y iy P ey

1 ONE{]

Of particular interest is the behaviour of the one-particle densities p,, with ¢ ground
states of Hy ; with integer Z’s, i.e. for neutral atoms. For a fixed choice of such ground
states {1z}7_, we denote the corresponding densities by {p}7_, with the ground states
implicit in the notation. Alternatively, one can instead, as it is done in for example
[LS77] and [Lie81], consider the situation with a sequence {¢z}7_, of "approximate
ground states" — that is, states for which (¢z,Hz 717) in a certain sense approximate
well E(Z) := E(Z, Z) for large integer Z.

The periodic nature of the periodic table of the elements and the behaviour of physical
quantities in simpler models treated below suggest that, for some choices of ground states,
there may — along certain sequences {Z,};>; C IN satisfying Z, — co — be some kind of

convergence (cf.! [Nam22], Conjecture 16)

07, — Poot (1.3(t))

IThe statements in [Nam22] is formulated in terms of HN,(z),z where N¢(Z) is the maximum number
so that the last infimum in (1.2) is attained. However, it is believed that N.(Z) - Z is bounded as Z — oo
(the ionization conjecture), and thus the effects of replacing Z with N (Z) should be negligible — at least for

leading order asymptotics.
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as n — oco. Here, {py+}; is some parametrized family of "one-particle densities" in the
infinite atom which might of course also depend on the choices of ground states for the
finite atoms, and the convergence towards p,, ; for different t’s should hold for different
sequences of Z,’s. It seems plausible that the families {p.,}; could be parametrized
by the unit circle, i.e. that the infinite atoms themselves would be periodic of nature.
Proving results like (1.3(#)) is way out of reach of any known methods, but, assuming it is
true, it will be very interesting to study the sequences in the set

{7} 7-,) = { Sequences {Z,};~; € N satisfying (1.3(t)) },

where {{7}7_, is as usual choices of ground states. For example, determining leading
order n asymptotics of {Z,}77 | € ({1z}7_,) would be an interesting problem even on a
heuristic level. A first result in this direction could be proving these asymptotics to be
independent of {¢,}7_,, yielding a "universal periodicity" in large atoms.

Also of interest is the large Z behaviour of the following quantities: The radius and the
ionization energy of atoms. When defining the former, the story about the dependence
of choices of ground states is the same as above. Therefore, we consider for now the
situation in which all quantities are defined by a fixed sequence of ground states for H; .
Formally, we define then the Q-radius Ry(Z) of the neutral atom with atomic number
Z € N for some Q < Z by

| pzwar=o
Bro@)

with Br,(z) the ball of radius Rp(Z) and centre 0 in R3. This is to say that there are
exactly Q electrons outside this ball. In the same set-up (assuming also Q € IN), the
Q-ionization energy is defined by I(Z) := E(Z - Q, Z) - E(Z). This is the energy required
to excite the outermost Q electrons in the atom. It is conjectured (see [Sol16]) that for
fixed Q both Rp(Z) and I(Z) are oscillating for Z — co but that they are bounded from
above and below. None of this is currently known to be the case, but let us notice that if
(1.3(t)) holds true then the convergence of the radii Ry(Z,) towards some limit Rp(co, t)
follows straightforwardly and implies the mentioned conjecture for the radii (assuming
{Poo,t}+ is continuously parametrized by, say, the unit circle). Conversely, if {pz }77 is not
convergent for any sequence {Z,};”, C N then it might very well still be the case that
Ro(Z,) — Rg(eo,t) along certain sequences satisfying Z,, — co. In this case, one could
redefine % ({1p2}7_,) above to be the sequences satisfying this convergence, and studying
its structure will remain an interesting problem.

Thomas-Fermi theory — a simple model: Since not many large Z results are known
in the many-body Schrodinger model, a natural first step is to consider more simple
models for large atoms. While these might not model large atoms quite as accurately
as the Schrodinger model, they do have the advantage of being more controllable in the
Z — oo limit. Moreover, both heuristic arguments and known results suggest that most
reasonable models "agree" at least to leading order. The first and most important example
of this kind of simple model is that of the Thomas-Fermi (TF) density functional theory
for atoms dating back to [Tho27] and [Fer27].



4 Chapter 1. Introduction

This model is the result of imposing a Fermionic condition on a joint space-momentum
density p{(x, p) of the electrons in the atom. That is, p'is an integrable function describing
the assumption that for a fixed point x € R? in space the momentum space is filled
uniformly with density 2k~ (where h = Planck’s constant = 27 in our units) up to a
certain level pp(x) > 0, the Fermi momentum at x. This is to say that there is "room
for" exactly 2 electrons in each h x h x h cube in momentum space due to the spin of the
electrons. Concretely, this gives p(x,p) = 2h’3]l{|p|<pF(x)}(x,p). Considering the marginal
density p in the space-variable, we have

o= [ Bl p)p = Srprte (14

Unlike Schrodinger theory, TF theory describes the one-particle density py,z in the atom
by minimizing an energy functional £1F[p] of the density directly. Here, the functional
should somehow resemble the expression coming from (1.2) and (1.1), and in particular
we need a closed expression for the kinetic energy corresponding to the integral of [Vi|?
from Schrodinger theory. For this notice that by using (1.4) the kinetic energy is naturally
modelled by

- _ 87
j f IpPF0x,p)dpdax = 2h 3[ f |p|2dpdx=f —3p2dx=cTFf 05 dx
R JR® R3 J{lpl<pr(x)) Rr3 5 R®

with the constant cpp = 3%3-2071 . w3 . b2 = 3%3. 571 . 71%3 in our units. The other
terms in the energy functional are given by more straightforward adaptations from the
Schrodinger case, and we define

TE[ 1._ 53 5. p(x) 1[ J p(x)p(»)
£ [p] ._CTFJIRSp dx ZJ;R3 ] (71x+2 . 1R3—|X—}1| dxdy. (1.5)

This is the Thomas-Fermi density functional for the atom, and it has been studied
extensively. Almost all fundamental results are presented and proved mathematically
rigorously in [LS77]. For any Z > N > 0 the functional has a unique minimizer on the set
Sy ={pe 3R} NLY R |p>0, Ip = N}, and setting

E™(N,Z)= piergV &l )= loN 2l E™M(Z)=E™(Z,2) and p}f =p},
defines the TF ground state energies and one-particle densities. It is know that p " is the
unique minimizer of SEF on the set of all non-negative densities in L>3(IR3) N L!(IR3).

An extremely convenient feature of the TF functional is the perfect scaling property
EX¥[22p(213.)] = Z73& ¥ [p] which can be readily verified from (1.5). As an immediate
consequence,

ET™(N,z)=Z"PE™(N/Z,1) and oy, (x)= 2?0y, 1(Z3x). (1.6)

Already before [LS77] it was proven (in [LS73]) that ETF(Z) agrees asymptotically with
E(Z),i.e. that E(Z) = Z"3ET™ (1) + 05_,,(Z7/3). Later, E(Z) has been expanded further
in powers of Z!/3: A Z2?-term was proven in [Hug86] and [SW87], and a remarkable
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Z5/3-term by Fefferman and Seco, cf. [FS90]. The fact that the TF energy describes E(Z) to
leading order is a strong justification of a more detailed study of its behaviour as Z — oo.

TF theory does, however, not describe the periodic structure that the many-body
Schrodinger model is conjectured to exhibit. Indeed, the density p; is known (see [LS77]
IV) to behave like pLF(x) := (5cp/7)|x| ™ as |x] — co which by (1.6) yields

|x|6p}F(x) = |Zl/3x|6pfF(Zl/3x) — (5cTF/7t)3 = |x|6pgoF(x) as 7 — oo.

Defining the radius REF(Z ) in TF theory completely analogously as in the Schrodinger
model we find from the convergence of the densities just described? that, as Z — oo,

( 3 )1/3 Scrr Q13 = RTF. o173,

RIE(7 2 JCTF
Q()—> 47 T

Similarly, the ionization energy I (EF(Z) in TF theory is defined as in Schrodinger theory,
and - just as it was the case with the radius — also I(BF(Z) is convergent as Z — co: Benilan
and Brezis managed to prove (cf. [Lie81] III.A — a proof can be found in Section 6 of
[BB04]) that (1 —)"¥3dET¥(t,1)/dt — —a as t — 1 for a universal constant a > 0, and,
using the scaling (1.6), one obtains from this

1

15(2)=27"P[E™(1-Q/Z2,1)-E™(1)] = —z7/3f iETF(t, 1)dt
1-9 dt

1

_ Z7/3(0¢+Oz—>oo(1))f (1 —t)4/3 dt = 37aQ7/3+0Z—>oo(1);

Q
1-7

ie. I55(Z) = (3a/7)- Q" =13 - Q773 in the large Z limit.

Intermediate theories: We now briefly present a few theories which are more advanced
than TF theory while still easier to handle than the full many-body Schrodinger model.

Firstly we have some density functional theories that are obtained by adding cor-
rection terms to the TF functional (1.5): These are called Thomas-Fermi-Dirac (TFD),
Thomas-Fermi-von Weizsacker (TFW) and Thomas-Fermi-Dirac-von Weizsacker (TFDW)
respectively according to which selection of the correction terms

—cp J p(x)4/3 dx and cw J |V\/§(x)|2 dx
R3 R3

is added to £,F. These theories are treated in [Lie81].
Another model for the atom is obtained from the many-body Schrodinger model

itself by restricting Hy 7 to the space of Slater determinants. That is, to functions
P € L2(R%C?)®N of the form

Plxp,- 0 xy) = det(y;(x)) -

for some ¥y,..., 1y € L*(R%;C?). This is the Hartree-Fock (HF) theory for atoms. It has
some similarities to the density functional theories above in that it can be described at

2Strictly speaking we need here L!-convergence of the densities away from the origin, but this is also
easily checked by using the scaling properties and asymptotics of p;rF as above.
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least by some energy (although not density-) functional — we refer to Section 3 of [Sol03]
for the details.

We can define the one-particle densities, radius and ionization energy rigorously in
these models more or less as in the TF model, and denote these by p%, R’é(Z) and I(’S(Z)
where * € {TFD, TFW, TFDW, HF}. We record now a selection of known results and open
problems concerning the large Z (and large Q) limits of these quantities.

TFW TFW TFW

* It was proven in [Sol90] that there exists a p,, ' so that p," — p ;" pointwise as

Z — oo, and that it satisfies p.fW(x) =

plF (x) + Opxj—o(lx] %) near the origin. From
this convergence it follows that RBFW(Z) is convergent as Z — oo just as in the TF
case. It is further known for * € {TFD, TFDW, HF} that R’é(Z) is bounded as Z — oo

and moreover that

lim Q1/311m1r1fR*( Z)=RIF = 11m Q1/311msupR*( Z)

Q- Z—00 Q—o00 7 —00

for all x € {TFD, TFW, TFDW, HF}. For # = TFW this follows from the asymptotics

of pTPW

near the origin stated above. For * = TFDW it is one of the main results of
[FNV18], and the method of proof given here additionally applies to show also® the

case * = TFD. The case » = HF is shown in [Sol03].

* While the radius is generally rather well understood, much less is known about the
ionization energy. In [Sol03] it was proven that [ SF(Z ) is bounded as Z — oo so that
at least limsup,_, IgF( ) and liminf,_, Ig (Z) is well defined for all Q. This is
very likely to be the case also for the other theories treated in this paragraph. An

educated guess is that further

lim Q~ 7/311msup1*( Z)=1F = lim Q~ 7/3hzrn1r1fl*( ).

Q-0 Z—0 Q—o0

for x € {TFD, TFW, TFDW, HF}. Efforts have been made, at least for * = TFD, to
prove this, but they have so far been unsuccessful. In [Sol16] it is conjectured that
IF describes in this way the asymptotic ionization energy even in the many-body
Schrodinger model for the atom. In HF theory we also do not have a complete
picture of the large Z asymptotics of the densities p5* . However, it seems likely that
they would be oscillating implying also oscillation of the radii RSF(Z) as Z — oo
for any fixed Q. This (potential) oscillation might also partly describe the structure
of &({1z}7_,) from the many-body Schrodinger model.

Summarizing, we see that in all cases where the large Q asymptotics are known, it agrees
with the TF asymptotics to leading order. Loosely speaking, this is to say that TF theory
describes large atoms in the same way as the more advanced models up to a number of
electrons which is large — but still very small compared to the total number of electrons.
This suggests that it should be the case also for the many-body Schrodinger model as it is
directly conjectured in [Sol16].

31 was kindly made aware of this by Rupert Frank.
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Mean-field models: We have so far discussed the asymptotic behaviour of most of the
quantities introduced in the context of large atoms in the Schrodinger model above —
except for the (conjectured) Z,,’s in (1.3(t)), i.e. the structure of the %({1pz}5_,)’s. In the
light of the discussion above our initial guess will be that these are described by TF theory
to leading order. Meanwhile, we face the issue that there is no periodicity whatsoever in
this theory: All quantities have a nice and clean Z — oo limit.

In an attempt to fix this, we will introduce yet another model for neutral atoms which
is closely related to TF theory. Firstly, we describe now a larger class of models. The
biggest obstacle for fully understanding the operator in (1.1) is the electron-electron inter-
actions 1/]x; — x;| since these act across different factors in the Hilbert space L?(R3;C?)®N,
The problems would be much more tractable if one was somehow able to approximate
the operator Hy 7 by one acting only on L?*(R%;C?), thus getting rid of this obstacle.
This is a key motivation for introducing the theory of mean-field models for the atom
in which the individual electron sees all other electrons (itself included) only through
a mean-field. Letting p; be some description of the density of electrons in the atom
with atomic number Z, the electrostatic forces that affect an electron are in this model
naturally described by

Z ozy) _ Z _ 1 MF
_|7|+.[1R3 |x_y|:—m+pz*m.——®z (x), (1.7)
where the convolution is called the electron mean-field. The object of primary interest
is now the operator H%AF =-A- CDg[F acting on a suitable subspace of L?(IR®). Note that
letting the expression for H%AF act on the Hilbert space L?(R3;C?) including spin would
be unitarily equivalent to considering the direct sum H%’IF@H%AF acting on L?(R®)®L?(IR3).
Thus, for all practical purposes, we may consider the even simpler Hilbert space L?(IR3).
For reasonable choices of densities p (as the ones we present below) the operator H%’IF
is essentially self-adjoint on CJ°(IR?), and the self-adjoint closure of this operator is a
rigorous model for the atom. Taking p; = p}F in (1.7) we arrive at the strictly positive
TF mean-field potential denoted CDEFMF and the operator H}FMF =-A- @gFMF. This is
the Thomas-Fermi mean-field (TFMF) model for the neutral atom. As it is described
in [Won79], it has been used essentially already by Fermi as an approximate model for
describing the structure of electrons in atoms (in particular the "Aufbau principle" or
"Madelung’s rule" in chemistry). In the same way one can define other mean-field poten-
tials ®3MF and -models HEMF by taking p = p% in (1.7) for + € {TFD, TFW, TEDW, HF}.

Luckily, the large x asymptotics q)lTFMF(x) = (3/m)%(5crp/3)3 x|~ + 0|x|_>oo(|x|’4) of the
TF mean-field potential is well established (cf. [LS77] IV) and yields, when combining
(1.7) with the scaling (1.6),

OIFME (y) = Z43QTIME (713 (%)2(5;&)3|x|‘4 _. TFMF(y)

as Z — oco. Consequently, we have in this model at least a glimpse of hope of studying

infinite atoms directly: If they exist they should definitely be some realizations of the
operator HIFMF .= A —®IFMF 3cting on a suitable subspace of L?(IR3). What we prove in
Chapter 2 below is that along certain subsequences {Z,};”, C IN satisfying Z,, — co we
have a convergence

Hy™F — g (1.8(9))
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as n — oo. Here, {Hggm}ee[om is a family of self-adjoint realizations of HL'MF on
Cy (R®\{0}), and the convergence is in the strong resolvent sense, i.e. we have strong con-
vergence of the resolvent operators. Parametrizing infinite atoms with t = (cos 26, sin 20)
gives a continuous parametrization by the unit circle, and in this sense there is even a
periodicity aspect to the family of infinite atoms in this model. We further prove that

TFMF
%9

Sequences {Z,}?, CIN satisfying Z,—co0 (1'9)
as well as Dy Z)3—60 mod mas n—co

= { Sequences {Z,};~; € IN satisfying (1.8(0)) } = {
where the constant

! (DITFMF(X)IO
T am Jp P

comes from a semi-classical approximation argument in the corresponding 1-dimensional

D dx

problem. This settles completely the (strong resolvent) convergence question in this
model. It is, on the other hand, a completely open question whether the large Z picture
for HEMF with * € {TFD, TFW, TFDW, HF} is the same as it is for HEFMF. For studying
this it would be a natural starting point to consider H,""MF since here the existence of a
reasonably well-understood limiting potential limy_,, @gFWMF is already established (in
[Sol90]) so that we have candidates for limiting operators.

Finally, we can ask the question what (1.9) might heuristically tell us about the
structure of % ({1z}5_,) from above if we keep following the slogan "TF(MF) theory
describes the large Z behaviour of Hz ; to leading order". Note that here the asymptotics
are more naturally formulated in a large n limit. A reformulation of (1.9) is that

Subsequences {Z,,k};“:1 of some increasing sequence }
{Z,}52, N satisfying Z,=D 7> n>+3D P Om?n+0, . (n2))

(1.10)

%QTFMF N {Increasing sequences in IN} = {

and in light of this it would be natural to conjecture that

Subsequences {Z,, 17, of some sequence {Z,}} CINI

n=1=
3,33

00 . .
S ({z)7-1) N{Increasing sequences in IN} C l satisfying Z, =D 40, (1)

regardless of t and {1z]}7_,. An interesting perspective on this is that it can be used as
a description of the asymptotic length of the periods in the "infinite periodic table". To
realize this we need the fact (discussed in Chapter 5 below) that if Z and Z are sufficiently
large and satisfy D4 Z'/3 ~ mn + 0 and DyZY3 ~m(n+1)+6 then* H%FMF has one more
negative eigenvalue with radial eigenfunction than H™F does. It is an interpretation
of this that the TFMF-atoms have passed through the first group in the periodic table
somewhere between the atomic numbers Z and Z. A similar argument might at the
same time be made for finitely many of the "other groups". The conclusion will be that,
in the TFMF model, the length of the n’th period behaves like 3DC_13753112 + 0, 500(n) for
large n. In other words, taking a trivial subsequence in (1.10) amounts to asymptotically
choosing exactly one atom in each period while HgnFMF converges towards HOTOFg[F This
hints that, in the many-body Schrodinger model, the "length of the n’th period" — an
object which is not as well defined here as in the mean-field models — morally behaves

like 3Dc_137'[3112 +0,,_500(1?) for large n.

4We have so far no rigorous proof of this, but strongly believe it to be true — see Conjecture 5.5.
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1.2 Structure of the thesis

This thesis consists of five chapters and two appendices. Large parts of it are structured
around Chapter 2 which is a self-contained paper concerning large and infinite atoms in
a Thomas-Fermi mean-field model with a particular focus on their asymptotic periodicity.
In this context, the relation between the remaining chapters is as described below. The
structure of the thesis might be illustrated as in Figure 1.1. Here, an arrow indicates
a recommendation of reading one chapter before reading another. When lines are
dotted this recommendation is solely for motivational reasons. Section 5.3 is omitted
in the illustration since it covers open problems relevant to most parts of the thesis.

* Apart from what you are reading now, Chap-
ter 1 contains an "appetizer" on large atoms 1.1 4.1
in mathematical physics (Section 1.1) which ' :
reviews some known results and localizes
the mean-field model used in Chapter 2 in
this framework — hereby emphasizing its rel-
evance. Additionally, we have included a re-
view (Section 1.3) of the specific way in which
we throughout the thesis realize Schrodinger
operators on the positive half-axis as self-
adjoint operators.

* Chapter 3 is a paper treating strong resolvent
convergence of operators in an abstract set-

ting. The questions answered here arise, from
our perspective, from those treated in Chap-
ter 2, but they are studied completely inde- Figure 1.1
pendently from the rest of the thesis.

* Chapter 4 is an exposition on a particular approach to the concept of scattering
lengths of potentials like those appearing in Chapter 2. It is written in monograph
style introducing in detail the theory more or less from scratch. It is supposed to be
largely independent from the remaining parts of the thesis. However, we will need
in its last part (Section 4.4) specific results from Section 1.3. When these results
are needed, we treat the details in the footnotes so that one can in principle read
Chapter 4 without seeing the rest of the thesis (but then skipping some details).

* In Chapter 5 we explain the behaviour of the large atoms in Chapter 2 in terms of
the theory of scattering lengths from Chapter 4, thus combining these chapters. The
style in this chapter is less precise than in the remaining parts of the thesis, at times
taking more the form of a discussion of the concepts treated. We close the thesis
by presenting (in Section 5.3) a list of open problems which we find particularly
interesting.
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1.3 Self-adjoint realizations via generalized boundary
conditions

In this section we review the fundamental theory of self-adjoint extensions — also called
realizations — of certain Schrodinger operators on the positive half-axis IR, = (0, 0)
through generalized boundary conditions at the origin. This theory will play a significant
role in Chapter 2 as well as in Section 4.4. The proofs presented here are primarily
adapted and extended versions of those from the more concise Appendix A in [BDG11].
Most results that rely on or treat only concepts from the theory of distributions on R, are
deferred to Appendix A below, and we focus for this presentation mostly on the results
that are specific for Schrodinger operators. We use for this without specific references
standard results about symmetric unbounded differential operators which can be found
in for example [Gru09].

Consider a real-valued potential V lying in both of the spaces L2 (IR, )and L!((1,c0)).

loc

Throughout this section we will mean by V such potential®. The assumption V € LIZOC(IRJF)
in particular opens the possibility of defining an unbounded differential operator Hy on

L?*(R,) by setting

Hy: CP(R,) 3 u+— —u” + Vu € LA(R,).

It is an easy check that this is a symmetric — and hence closable — operator. We introduce
Hpnin as the operator closure of Hy and denote its domain by D(H,,;,). Recall that
H ., = Hj and that this is a closed operator. We denote it by H,,,, and its domain by
D(Hpax)- Then H;,

max = Hmin, and one can find that

D(Hmay) = {¢p € L*(Ry) | -¢” + Vp € L*(R,)},

where the last condition is in the distributional sense, and Hy,,x¢ = —¢” + V¢ for ¢ €
D(H,.x)- Moreover, we have:

Lemma 1.1. Let ¢ € D(Hyp,,y). Then ¢ € C}(R,) and ¢(x), ¢’(x) — 0 as x — co.

This result will be fundamental for developing the theory below (specifically it is essential
in the proof of Proposition 1.5). To prove it we need a classical bound and another
fundamental result®.

5 Although we will try to emphasize some places at which the assumption V € C(IR, ) makes proofs less
technical.
6By ||-|| we mean always the L2-norm on all of R,.
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Lemma 1.2.

a) If p € H&(IRJr) then ]1<1,00)V1/2q5 e L*(RR,), and for each & > 0 there exists C, > 0 so
that
111,00 V2l < €lld/II> + CclllI>

for all ¢ € H&(IRJr).

b) Assume that ¢ € LP((2,0)) for some p € R, and that ¢ is uniformly continuous
n (2,00). Then ¢(x) — 0 as x — oco. This is a variant of what is sometimes called
Barbalat’s Lemma.

Proof. a) Let € > 0 be arbitrary. Since ]l(llm)Vl/2 € L*(R,) by assumption, this part of the
lemma can be proved by showing the pointwise uniform bound |¢(x)|* < el|¢’||> + EZVEH(;I')H2
for some 68 >0 forall ¢ € H5(1R+). As both sides of this inequality are continuous with
respect to the H!-norm, it suffices to argue in the case of ¢ € C°(RR,). To this end note

2 [ Cggdy=-2 [ 'y

| L o dy - j " g0y < L“Wuy <l

This is known as Agmon’s inequality. Finally the fundamental inequality of numbers

that for such ¢ we have

so that

o< g1 + -1

yields the result with C, = 1/(4¢).

b) Consider a ¢ as in the lemma and assume that it is not the case that ¢(x) — 0
as x — oo, i.e. that there is some ¢ > 0 and 2 < x; < x, < x3 < --- so that x,, —» oo and
|p(x,,)| > € for all n. Then we can use the uniform continuity assumption to find an €> 0
so that |p(x)| > €/2 whenever |x — x,,| < €. Now on the one hand

X, +e gp
J |p(x)|P dx > 2?2—10 =21PgeP > 0
X

11_:;
for all n, while, on the other hand, the integral on the left-hand side converges towards 0
as n — oo by the LP assumption on ¢. This contradiction finishes the proof. O

Proof (of Lemma 1.1). Consider a ¢ € D(Hy,y). Since we assume V € L2

ioc(Ry) it follows
that

¢ =Vp—(=¢"+VP) € Lipe(R,
so that the fundamental theorem of calculus for distr1butions7 tells us that ¢’ € C(IR,)
and consequently ¢ € C!(R,).

7 An exact formulation and a proof is provided in Proposition A.2 in Appendix A below. It will be used
extensively in the entire thesis. For differential functions one can, of course, replace this argument with the
usual fundamental theorem of calculus.
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A large part of the proof is to show that also ¢ € H'((2,0)). For this we define x,
for each n = 3,4,... to be a real-valued function from Ci°(IR,) which is 1 on (2,7n) and
0 on (0,1) as well as on (1 + 1,00). Moreover, we choose these so that 0 < x,(x) <1 and
x5, (%), 1x7(x)] < ¢ for all n and x € R, where ¢ > 0 is some finite constant. It should not be
difficult to realize that it is possible to construct such functions so that additionally yx,,
and x,, agree on (0, min(n, m)). Observe that now x,¢ € Hé(lRJr) and x,¢’ € L*(R,) for all
n.

Since we know ¢ € L%(R,) it suffices to check that 1(; ¢’ is square integrable in
order to conclude that ¢ € H((2,00)). As 1(5.00)l¢’1* < xZ|¢’|* pointwise, with x,, the

pointwise limit of the x,,’s as n — co, we learn from the monotone convergence theorem

oo

. is bounded

that it is in turn sufficient to argue that the monotone sequence { ||x,¢’|| }
above. By the inequalities

12"l = cllpll < Il = Mxnll < NG )l < acnp Il + bl < Hlxn 'l + clil

this is equivalent to { [|(x,¢)’ll };>, being bounded above which we will prove by showing
that

1) 1I? < Cy + Call(xnp) Il + %II()(,A))’II2 (1.11)

for all n for some n-independent (but ¢-dependent) constants C; and C,.

For proving (1.11) we start by applying partial integration (cf. Proposition A.6 in
Appendix A below — the assumptions here apart from x,¢ € Hj(R,) will basically be
verified in the subsequent estimation), yielding

j |<xn¢>'|2dx=—j xn$<xn¢>"dx:—j XX O + 200 Bd + X2 dx

0 0 0
sc||q>||2+zc||¢||||xn¢'||+f0 X2blI6” — Vol + 22IVIIgP dx
sc||<1>||2+zc2||<f>||2+zc||¢>||||<xn<¢>)'||+||<1>||||¢”—v¢||+f1 VIl dx.

Here, the last term is finite by Lemma 1.2(a), and moreover — by taking ¢ = 1/2 in this
Lemma — it is bounded by ||(x,¢)’|I?>/2 + C1,,/|¢||*>. Hence, we have verified (1.11) with

C1 = clipll® + 2¢?191I1> +ipllllp” = Vpll+ Cpollpl®  and  C; = 2¢llpll

thereby proving ¢ € H!((2,c0)).
Observe now that since ¢” € L. _

theorem of calculus for distributions

¢’<x>:¢'<z>+L q>”dy=q>’<z>+L V¢dy+f2 "~ Vdy

for x > 2. Here, the second term on the right-hand side is uniformly continuous in x.
Indeed, 1(;,,)V ¢ € L'(IR,) as both ll(l'oo)Vl/z and 1(1,00)V1/2q5 lie in € L*(IR,) (the latter
by Lemma 1.2(a)), and definite integrals of integrable functions are uniformly continuous

(R,) (as noticed above) we have by the fundamental

in the endpoint of the area of integration. Also, the last term on the right-hand side is
uniformly continuous. To see this simply notice that

|[Co7-vods— [ 67-vodel< [T167-vordz <217~ v
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for all 2 < x <y < co. Thus, ¢’ is uniformly continuous on (2, c0) and lies in L?((2, c0)), and
Lemma 1.2(b) tells us that ¢’(x) — 0 as x — oo. To realize that also ¢(x) — 0 as x — oo
one can proceed as the last part of the argument just presented. Using that ¢’ € L?((2, o0))
we can get the uniform continuity of ¢, and since ¢ € L*(IR,) Lemma 1.2(b) takes care of
the rest. O

One more initial result is needed, before we move on to handling the main issues of the
present section. Namely the fact that the space

N:={fe LIIOC(IR+) |Vfe LllOc and f” = Vf in the distributional sense}

is a two-dimensional subspace of C'(IR,). This is Lemma A.3 in Appendix A below.
Here the proof is also found as it relies mostly on distribution-theoretic results and
the techniques from Section 4.2. Note, however, that for V € C(RR,) this is a standard
consequence of the existence and uniqueness of a solution to the initial value problem
from the theory of ordinary differential equations.

Consider now and for the remaining part of the section a localizing function & €
C*®(R,) so that £(x) =1 for x € (0,1) and &(x) = 0 for x € (2, 00). We make from this point
onwards the important assumption that & f € L?>(R,) (or equivalently that f € L((0,1)))
for any f € N. In particular this means that & f € D(H,,) for any f € V. Indeed, it is
easy to convince oneself® that —(&f)” + VEf is 0 on (0, 1), square integrable on (1,2) and
0 again on (2, c0) making it surely L?(IR,).

1.3.1 The Wronskian

The purpose of the present subsection is to introduce rigorously a function called the
Wronskian on C!(IR,) and to observe how it acts on the subspaces D(Hpin), D(Hpay) and
N of C!(R,) introduced above. We begin with giving the definition of the Wronskian
and then move on to the basic properties of its restriction to V.

Definition 1.3. The Wronskian is the function defined by

W: R, xCHR,)xCYR,)— C

(x,u,v) — u(x)v’'(x) — u’(x)v(x).

We use the notation W, (u,v) for W(x, u,v).

Lemma 1.4. For functions f,g € N the Wronskian of f and g is constant in x, i.e.
W,(f,g) = C for some C € C for all x € R,. Moreover, C = 0 if and only if f and g
are linearly independent.

8Strictly speaking the Leibniz formula in a general set-up is needed here. See Proposition A.4 in
Appendix A below for the details.



14 Chapter 1. Introduction

Proof. Assuming V € C(RR,) one has A/ C C?(R, ), and the first part of the result follows
straightforwardly from differentiating the Wronskian with respect to x and observing
that this gives 0. The general case (with essentially the same proof) is shown in Corollary
A.5 in Appendix A below.

If f and g are linearly dependent, f = ag, then

Wi(f,8) = f(x)af'(x) - f(x)af(x) = 0.

On the other hand, suppose that C = 0. Either one of f and g is identically 0 so that f
and g are indeed linearly dependent. Else, one of f and g, say f, is non-zero at some
point xg € IR, and by continuity this is also true on an open subinterval of R, around x; —
and the other function, say g, is not identically 0. Observing that

o= =% (8)

we conclude that g/f is constant, or equivalently that f and g are linearly dependent,
on an interval around xy. If V € C(IR,) then the last part of the lemma follows from
the uniqueness of the solution to the initial value problem (which also rules out the
possibility that both g(xg) = 0 and g’(x¢) = 0 since g # 0 by assumption). But also in
the case of a more general V we note that we can apply this: Showing that f € N is
completely determined by its value and derivative at a fixed point is part of the proof
that dim N = 2 (Lemma A.3). O

Next, we examine how the Wronskian behaves when we consider the case where it is
applied to ¢, € D(Hyy,,y). Here it will be of significant importance how it looks for x’s
near the origin.

Proposition 1.5. The map
WOZ D(Hmax) x D(Hmax) —C

((Pr l;b) — L (PHmaxlgb - (Hmax(i))l;bdx

defines a bilinear form on D(Hy,,4). It is continuous with respect to the graph norm of
Hphax, and for any ¢, € D(Hy,y) it is given by

Wol, ) = lim W, (¢, ).

Proof. The well-definedness of W is a consequence of the fact that ¢, ¢, Hyax @, Hmax ¥ €
L?(R,), and bilinearity is clear. In fact’,

WO((P’ lP) = <$' Hmaxl;b> - <Hmax¢l 4)>r

9We use the convention that the inner product (-, -) on L2(1R+) is linear in the second coordinate.
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which also shows that W}, is continuous with respect to the graph norm. Now fix ¢, ¢ €
D(Hpax) and 0 < € < K < co. We have (cf. Proposition A.4 in the case of a non-continuous
potential) in the distributional sense

PHmax = (Hmax )P = =" + "9 = ("9) = (p")
so that, by the fundamental theorem of calculus for distributions,
K K
f PHmax ) = (Hmaxp)P dx = f (@'P) = (") dx = " (K)P(K) = p(K)§p'(K) + We(p, ).

Notice finally that, by Lemma 1.1,

£e—>0K—00

= lim lim [¢"(K)(K) - (K)$'(K) + We (9, )] = lim W,(, )

e—>0K—00

K
WO((P' lzb) =lim lim J. (pHmaxlmb - (Hmaxqb)llbdx

which shows also that the limit on the right hand actually exists. O

Corollary 1.6. If one of ¢, € D(Hy,«) lies in D(Hy,i,) then Wy(¢, ) = 0, and further

D(Hmin) = {(P € D(Hmax) | WO((P' lpb) =0 for all lnb € D(Hmax)}-

Proof. The first statement is a consequence of the continuity of W, with respect to the
graph norm and the fact that clearly Wy(¢,¢) =1lim._,o W.(¢,p) = 0 whenever one of ¢
and ¢ is in C°(IR, ). It proves also the one inclusion in the claimed equality of sets.

For the other inclusion assume that Wy(¢, 1) = 0 so that (5, Hpax ) = (m,zm
for all i € D(Hpay). Now the functional D(Hpay) 3 1 = (¢, Hpmax ) is clearly bounded
with norm less than ||Hp,,,¢|| so that 5 € D(H}.x) = D(Hpin) and thus ¢ € D(Hy,;,) as
needed. O

1.3.2 Description of the self-adjoint extensions of H,;,

Our main purpose is now to find all self-adjoint realizations of the differential operator
H :=-d?*/dx*+V on R,. That is, all operators H, C H C Hp,y with H self-adjoint. The
starting point will be strengthening Corollary 1.6.

Lemma 1.7. Let f,, f- € N be two linearly independent functions so that W,(f,,f.) =1
forallxeR, and let h e LIZOC(IRJF) be given. If Hh = 1 for some 1 € L?(IR, ) then there exist
unique numbers a,,a_ € Csothat h=(a, +_)f, + (a_—1¢,)f_ where

Pa(x) :L L)1) dy,

and any h on this form satisfies Hh = 1.
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Proof. Let i € L*(IR,) be given. We start by proving that hy = 1_f, — 1, f_ solves Hhg = 1.
Note to this end that we have f, € L?((0,1)). Thus, since also 1 € L?((0,1)), we obtain
straightforwardly f,4 € L'((0,1)) N LlloC
calculus for distributions one sees that i} = f. 1. Consequently,

hoy=ffi+ ¢ fi-fipf - ff=p fl-p.f

(R;). Now using the fundamental theorem of

and further

ho =fpfi+_fl = fbf = f == 0pW.(fo, )+ V[Y_fi —p f ] ==+ Vg

yielding the desired Hhg = 1.

Now if Hh = 1 then obviously h—hy € N implying that h—hy = a, f, + a_f_for some
unique constants a,,a_ € C as needed. Also, the last part of the lemma is an easy check
when using this. O

Proposition 1.8. Let f,, f_ € A/ be two linearly independent functions so that W,(f,, f_) =
1 for all x € R,. We have the following equalities:

D(Hmpin) = {¢ € D(Hmax) | WO(qbréf) = 0 for all f € N}
= {¢ € D(Hmax) | Wo(, Efy) = Wo(¢, 1) =

Proof. Note firstly that the last equality is simply a consequence of the fact that f, and f_
span N. Corollary 1.6 tells us that Wy(¢, & f) = Wy(¢, & f-) = 0 whenever ¢ € D(Hyi,) SO
we need only to prove that for any ¢ € D(H,,,y) the fact that Wy(¢,Ef) = Wy(d,Ef) =
implies ¢ € D(Hpjp)-

For this fix a ¢ € D(Hy,.y) that satisfies Wy (¢, f,) = Wy(p, & f-) = 0. By Corollary 1.6
we need now simply to show that Wy(¢, h) = 0 for all h € D(H,,,4) in order to prove the
theorem, so we fix such h too. If we put Hy,. s = ¥ € L*(R,) then we have, using the
result and notation from Lemma 1.7, h = a, f, + a_f_ + hy. Using the expression for hj
obtained in the proof of Lemma 1.7 we get now

Wo(d, h) = m(m«s)h’(e) —'(e)h(e))

= tim(p(ela, £/(e) + a_f(e) + hy(e)] - (e, fu(e) +a_f () + hole)])
= @, Wo(, £ o) +a-Wo(¢, £ £2) + lim(p(e)g(e) = ' (e)ho(e))
= lim(@(e)[P-(e)f/ () ~ P ()f ()] = ¢ ()P (e)fole) — P e)f-(e)])
= lim(y_(e)[p(e)f () = ¢ (e)fue)] - Y (e)b(e)f () = ¥ (e) f-(e)])

=l (Y (e)We(d, £ £2) = o (e)Wel, 1)) =

as we needed. This concludes the proof. O
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Corollary 1.9. We have the following:
a) dim(D(Hmax)/D(Hmin)) = 2.

b) If f,¢ € NV are linearly independent then D(Hp,,y) = D(Hpin) ® CEf @ CEQ.

Proof. a): We need only to find an isomorphism from D(Hy.y)/D(Hpin) to C2. Let-
ting f, and f_ be a basis for N satisfying Wy(&f,,&f2) = 1 we claim that we can use
the linear map €(¢ + D(Hpin)) := (Wo(p, Efy), Wo(p,Ef-)). This is well-defined since if
¢1— P2 € D(Hpin) then Wy(¢1,Efr) — Wo(da, Efr) = 0 by Proposition 1.8. Conversely,
if Wo(¢1,<fs) = Wo(¢a,Ef) then Wo(dy — o, & fi) = 0 and, by Proposition 1.8, ¢ +
D(Hpin) = ¢2 + D(Hpin)- This proves injectivity of £. For surjectivity simply note that
C(bEf. —alf + D(Hpin)) = (a,b) for any a,b € C.

b): Since clearly &f € D(Hpax)\D(Hmin) by Proposition 1.8 we know by (a) that
D(Hpin)+CE f has co-dimension 1 in D(Hy,,y). If we prove that £g € D(Hpax)\(D(Hmin) +
C¢&f) then we can conclude that D(Hyy,;,) + CEf + CEg has co-dimension 0 in D(Hyy,y),
i.e. that it equals D(Hyay). To this end observe that if £g = ¢ + a& f with ¢ € D(Hy,,) and
a € C then

0=Wy(Eg Eg)=Wp(lg p) +aWy(EQ, Ef) =aWy(Eg, Ef)

meaning that a = 0 since f and g are linearly independent and from N, cf. Lemma 1.4.
But this means that £¢ € D(H,,;,) which is clearly a contradiction by Proposition 1.8.
To prove the fact that the sum is direct assume that

Pr+a1&f + 1&g =P+ arlf +polg
where ¢4, ¢, € D(Hp,;n) and ay, a3, f1, 2 € C. Now
(a1 —az)&f +(B1—P2)Eg = P2 —P1 € D(Hpin)

so that

0=Wo(po— 1, (@1 —@2)Eg — (B — BL)ES)
= lay - asPWo(Ef,€9) = 1B1 = Bal* Wo(E €, Ef) = (a1 — aal” +1B1 = Bol” ) Wo (S, £8).

Hence, ay = a; and ; = f, which in turn yields ¢; = ¢,. This proves the assertion. O

We are now in a position to prove the main result of this review: A characterization of all
self-adjoint realizations of the differential operator H.

Theorem 1.10. Let f € N'\{0} satisfy the following: f = yf, where y € C and f is real-
valued. Then the restriction Hy of Hyayx to D(Hy) := D(Hpin) ® CEf is a self-adjoint
realization of H. Conversely, if H is any self-adjoint realization of H then H = Hy for a
f € N'\{0} as above.
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Proof. Firstly we prove that an operator Hy as described is indeed self-adjoint and start
by arguing that it is symmetric: Observe that for any ) = ¢ + a&f € D(Hy) C D(Hpyax) we
have

(Hpp, ) =, Hppy = Wo(, 1) = Wo(@& f, a& f) = Wo(@y & fo, ap & fo)
= layPWo(& fo, € fo) = 0.

Letting ¢ € NV be linearly independent of f we can conclude by Corollary 1.9(b) that
D(Hy) € D(Hy) € D(Hp;,) = D(Hmax) = (D(Hmin) @ CE f) @ CEg = D(Hp) @ Cg, (1.12)

from which we learn the following: If £g € D(H}) then H} = Hp.x- But this would imply
that
= Hpin

Hpin & Hf c H_f = HY" = Hp
— an obvious contradiction. Hence, £g ¢ D(H}) and consequently D(HJ’Z) = D(Hy) by
(1.12),i.e. Hy is self-adjoint since it is symmetric.

Assume now on the other hand that H is a self-adjoint realization of H. We must
have D(Hpin) € D(H) € D(Hp,y) since we know for a fact that neither Hy,;, nor Hy,,y is
self-adjoint (as these are unequal and each other’s adjoints). From Corollary 1.9(b) it is
now apparent that the domain D(H) of H must contain a function on the form & f with

f € N\{0}. Letting g € NV be linearly independent of f we see that

D(Hpin) @ CEf € D(H) € D(Hppay) = D(Hppin) ® CEf @ CE

from which we can conclude that D(H) = D(Hyi,) @ CE f. We notice at this point that

0=(Ef, HEFY—(HES, EF) = Wo(Ef,Ef),

and as f € N this means by Lemma 1.4 that f = y,f for some y, € C. Clearly, || =1 so
that it has a square root y with ! =%. Consequently, ¥f = ™' f = yf is a real-valued
function from N. This concludes the proof since f = y(¥f). O
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Paper: Periodicity of atomic
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mean-field model

This chapter contains a draft of a paper entitled “Periodicity
of atomic structure in a Thomas-Fermi mean-field model”,
which is joint between the author and Jan Philip Solove;.
The studies described here have been the backbone of the
PhD project of which this thesis is the culmination. The
paper draft is included in its entirety — including the title
page, abstract and bibliography. To mark its independence
from the rest of the thesis it has its own page numbering
(at the bottom of pages), but it can be located within the
thesis by the colour m at the top of pages. In the remaining
parts of the thesis, references to the content of the paper
draft are done by referring to its own theorem numbering
etc. followed by “of/in Chapter 2”.

The paper draft is self-contained with one important

exception: It does not include a proof of its Proposition 2.3.
For a proof we refer to Appendix B below.
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Periodicity of atomic structure in a
Thomas-Fermi mean-field model

August Bjerg! and Jan Philip Solovej!

IQMATH, Department of Mathematical Sciences,
University of Copenhagen, Universitetsparken 5,
DK-2100, Copenhagen @, Denmark

Abstract

We consider a Thomas-Fermi mean-field model for large neutral atoms.
That is, Schrédinger operators H}F = —A—CD}F in three-dimensional space,
where Z is the nuclear charge of the atom and @}F is a mean-field poten-
tial coming from the Thomas-Fermi density functional theory for atoms.
For any sequence Z;,, — oo we prove that the corresponding sequence H}f

is convergent in the strong resolvent sense if and only if DCIZ%/3 is con-
vergent modulo 7t for a universal constant D). This can be interpreted
in terms of periodicity of large atoms. We also characterize the possible
limiting operators (infinite atoms) as a particular one-parameter family of
self-adjoint extensions of —A — Coolx|™# for an explicit number C,.

1 Introduction

The motivation for the mathematical work in this paper is to understand the
periodicity of the periodic table of the elements. More precisely, the question
is why atoms in the groups of the periodic table, e.g., the noble gases or the
alkali atoms, have very similar chemical properties.

Before we can properly ask this question we must first understand what
even defines the different groups. Chemists tell us that this is related to filling
electrons in atomic orbitals that span the subspaces with angular momentum
quantum numbers £ =0,1,2,.... The alkali atoms are those atoms where a new
¢ = 0 orbital is being occupied by an electron (referred to as an s-electron in
chemistry). The noble gases are those atoms where all' 2(2¢ + 1) = 6 electrons
in an ¢ = 1 subspace have been filled (p-electrons in the chemist’s notation).
A natural question is of course in which order the different ¢ subspaces are
being filled. In chemistry this is described by the empirical Aufbau principle

I'The factor 2 in 2(2¢ + 1) is counting spin.
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(or Madelung rule [12]). We shall not describe the rule in details here, but note

that it gives us a general formula for the atomic number Z,(n), where we start

filling an ¢ subspace for the n'" time. This general formula is
(n+20-1)((n+20*+4(n+20)+9) (1+(-1)")(n+20+1)

Zo(n) = g - 1 +1—2€(£+(2);
1

This formula is indeed reflected in the periodic table and is correct for the
atoms

¢ =0: The alkali atoms in group 1 where we start filling a new s orbital,
ie.,/Z2=1,3,11,19,37,55,87

¢=1: Where we fill a new p subspace, i.e., Z=5,13,31,49,81,113

¢ =2: Where we fill a new d subspace, i.e., Z =21,39,71

It fails however for the case (¢,n) = (2,4) and generally for ¢ = 3. Here, the
correct values are Z,(4) = 104, Z5(1) = 58 and Z5(2) = 91 respectively, while
the formula would give the numbers 103, 57 and 89. There are several other
exceptions in the periodic table to the general Madelung rule.

Fermi [5] attempted to calculate Z,(n) in a model where electrons move
independently in a mean-field potential describing the effect of the interaction
of all the other electrons. Fermi used the mean-field potential derived from his
own Thomas-Fermi model [6, 16]. The formula he derived, however, does not
agree with the above expression. In particular it does not reproduce the 1/6 in
the leading order term.

Other attempts [8, 17, 18], used a different mean-field potential suggested
by Tietz in [17] which does reproduce the 1/6 asymptotically for large n. To
the best of our knowledge there are no justifications for the use of the Tietz
potential other than that it reproduces the Madelung rule (asymptotically).

In the full many-body quantum mechanical description of atoms the con-
cept of electron orbitals is not well-defined. A possible approach is to consider
the natural orbitals, i.e., the eigenfunctions of the 1-particle reduced density
matrix y of an atomic many-body ground state. These eigenfunctions are, how-
ever, unlikely to be labelled by angular momenta. We may of course always ask
for the occupation number n,(Z) = Tr[y ] of the ground state in an angular
momentum eigenspace given by the projection P,. In a forthcoming publica-
tion? we will show that n,(Z), as defined above, does not satisfy the Madelung
rule asymptotically for large Z and almost all £ in a sense to be made precise
in the publication. In fact, it turns out that Fermi’s formula gives the correct
answer here.

We will in the present paper consider exactly the same model as Fermi and
will describe this model in more details in the next subsection. For each Z it
gives a spherically symmetric mean-field potential and a corresponding mean-
field Schrodinger operator. Fermi’s idea was to ask whether the ordering of
the energy levels — as a function of angular momenta — of this mean-field
operator agrees with experimental data.

%In preparation. Joint with Seren Fournais and Peter Hearnshaw.
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We will address the somewhat different issue of whether the model explains
the similarity in chemical properties for certain sequences of atomic numbers,
corresponding to the groups in the periodic table. To phrase this as a more
mathematical question we ask whether the Thomas-Fermi mean-field opera-
tor converges in some appropriate sense as Z tends to infinity through certain
sequences. The main result of this paper (Theorem 2.5) is that this is, indeed,
the case in the sense of strong resolvent convergence of operators. Moreover,
the sequences of Z agree with what Fermi found in his attempt to explain the
structure of the periodic table. Note that strong resolvent convergence implies
that the spectrum of the limiting operator is included in the limits of the spec-
tra (spectral exclusion). Since spectra describe chemical properties such as,
e.g., the ionization energies we may interpret our result as saying that these
sequences represent atoms with similar chemical properties in this model.

1.1 Thomas-Fermi theory for atoms

Our mean-field model is based on the Thomas-Fermi density functional theory
introduced in [16, 6]. We review now briefly some mathematical facts concern-
ing this and refer to [10] or [11] for further details.

We consider 3-dimensional space. The energy of an atom with atomic num-
ber Z and electron density p is in Thomas-Fermi theory given by

5?[9] = CTFJP(X)S/3 dx—-Z P dx+ %IJ —pfj)_p}(j}) dxdy (2)

x|

where cp = %(3712)2/3. We have here® used the units that i = e = 2m = 1, where
m is the electron mass, and consider the case with spin 1/2, i.e. 2 spin degrees
of freedom. Thomas-Fermi theory can be modified to include any spin degree
of freedom by changing only the value of crg. It is known that the infimum

: TF
T @
p>0

is attained for some unique spherically symmetric p,* which is smooth on
R3\{0} and has total mass Z. Of great importance to us will be the quantity

TF .\ ._ Z Pz ()
CDZ (X) = m - mdy (4)

called the Thomas-Fermi potential. This clearly inherits spherical symmetry
and smoothness from p, and it is moreover strictly positive. It describes the
electrostatic interactions between a fixed electron and all electrons in the atom
(itself included). From the minimization problem (3) one additionally finds
that

3@? )3/2

5
OFF = TIPS, yielding AL = dr(
TF

) (5)

3These are the units used throughout the paper.
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Here, the first equation is called the Thomas-Fermi equation, and the latter,
valid on IR3\{0}, is obtained by combining this with the definition of ®,F. The
fact that @}F satisfies this differential equation together with some qualitative
observations can be used to prove the asymptotics

5crp\° 9 -
@7 (1) = (757 ) s + Omeslh ™) (6)

for the Thomas-Fermi potential near infinity. Moreover, it can be easily de-
duced from (4) that |x|®}F(x) — Z as |x| — 0.

We notice further that it follows directly from the definition (2) of the en-
ergy functional that EEF[Zzp(Zlm-)] = Z7/351TF[p]. From this we learn that
p}F(x) = ZzplTF(Zl/3x) and in turn, by (4) or (5), @}F(x) = Z4/3CD1TF(Zl/3x).
These perfect scaling properties will be essential for proving the results in this
paper. However, they do at first sight seem to prove that Thomas-Fermi theory
is useless for describing the periodicity of (large) atoms by implying

SCTF )3 9

3 ) = ®F(x) and similarly p}F — p;FOF (7)

OJF(x) —

pointwise on R%\{0} as Z — co. Crucially, the Z can converge towards co in any
possible way. The latter convergence can be interpreted as the exact opposite
of periodicity of large atoms in this model: It says that the distribution of the
electrons in the atom looks similar for large Z regardless of how these are cho-
sen. To detect a periodicity we need thus to consider a slightly more advanced
model.

1.2 The Thomas-Fermi mean-field model

Let us now define a mean-field model based on Thomas-Fermi theory. The
asymptotics of ®.F near the origin and infinity together with its continuity

yield straightforwardly (D}F € L?. Consequently, the Schrodinger operator
HIF = A TF

acting on* L?(IR3) is essentially self-adjoint on Cs*(R%) by Kato’s theorem. Its

self-adjoint closure on this space is the Thomas-Fermi mean-field model for

the atom. We present below our findings concerning the convergence prop-

erties of these operators as Z — oo. The results use in their formulation the

concepts of strong resolvent and norm resolvent convergence of self-adjoint
(S0]

operators. By definition, a sequence of self-adjoint operators {A,},;; on some
fixed Hilbert space H converges towards another such operator A in the strong

4 A more physical choice of Hilbert space would be L?(R3;C?) including spin degrees of free-
dom. Observe, however, that H}F acting on this Hilbert space is unitarily equivalent to H}FEBHFZFF

acting on L?(R%) ® L>(R3). Thus, nothing qualitative is gained by considering the larger Hilbert
space.
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resolvent sense or norm resolvent sense if the (bounded) resolvent operators
(A, +i)7! converge towards the corresponding (A +i)~! in the strong or norm
sense respectively. This generalizes strong and norm convergence of bounded
operators. For more details on these types of convergence, see [14] VIIL.7.
Unlike the situation in (7) there is no general convergence of H,' as Z —
co. Rather, one must choose particular sequences {Z,,}77 , of atomic numbers
and consider the corresponding sequences of atoms {Hgf};o:1 in order to have

strong resolvent convergence of the operators as n — co. Concretely, we intro-
duce the “classical constant”

1 (DF(x)!2

— d
47t |x|? *

Dcl =

and obtain the following result (Theorem 2.5): Suppose Z,, — co. Then {HTF}

n=1
is converging in the strong resolvent sense if and only if ZY*Dy — 6 modulo
7t for some number 6 which can be taken to be in [0, 7). In the affirmative case,

Hz, — Hep (8)

where {ng}ge[o,n) is a parametrized family of self-adjoint extensions of the
operator —~A — ®IF defined on C°(R®\{0}). When rewriting the convergence

condition imposed on DCIZ}/3 we see that it is satisfied for sequences similar
to Zy(n) in (1) but with the coefficient DC_137T3 instead of 1/6 on the leading 13-
term (cf. the remark following Definition 2.6 below). In this sense we recover
the periodicity lost in the Thomas-Fermi density functional theory — while our
model, however, does not satisfy Madelung’s rule asymptotically.

We show also, by providing a counterexample, that in the result in Theo-
rem 2.5 described above one cannot generally replace ”in the strong resolvent
sense” with ”in the norm resolvent sense”. That is, there exists a sequence
{Z,};2, so that Z%/3Dd — 6 modulo 7t while {H}f}le is not converging in the
norm resolvent sense.

The HTF ’s are distinct for different 6’s, and they are naturally interpreted
as the 1nf1n1tely many different “kinds” of infinite atoms in the Thomas-Fermi
mean-field model - corresponding to the groups in the periodic table of the
(finite) atoms. Changing the parametrization to t = (cos 26,sin 20) one obtains
a continuous parametrization of the operators by the unit circle S!, thus re-
covering a periodicity aspect even for infinite atoms in this model. We note
that the possible limiting operators {HOTOFQ}QE[O,H) in (8) is by no means an ex-

haustive list of possible self-adjoint realizations of ~A — ®IF. Even among
realizations that commute with the orthogonal projections onto all different
angular momentum eigenspaces of the Laplace operator there is a family of
distinct realizations parametrized by S! xINj. In this sense the nature of the fi-
nite Thomas-Fermi atoms singles out a specific 1-parameter family of “infinite
Thomas-Fermi atoms” in a non-trivial way.

In Section 2 we present the results described above in a more general set-
up which in particular highlights the crucial properties of the Thomas-Fermi
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potential: Its asymptotic behaviour at the origin and infinity, and its perfect
scaling in Z. The proofs of these results are found in Section 3. Finally, Section
4 presents the promised example of a sequence of finite atoms in the Thomas-
Fermi mean-field model which converges in the strong resolvent sense but not
in the norm resolvent sense.

2 Main results

We start now the description of our main result in a form which is slightly
more general than the one presented in the introduction. As a first step, we
introduce a class of potentials ® that we allow to play the role corresponding
to the Thomas-Fermi potential CDlT Fabove.

Assumptions 2.1 We consider a radially symmetric® potential ®: R®> — R. The
assumptions on @ (considered as a function of one variable; the radius r) will be

1) @ is strictly positive,

2) ©(r)=Cor* +o(r*) as r — 0 for some a > -2 and Cy > 0,

3) @(r) = CoorP +0(rP) as r — oo for some p < -2 and C, > 0,

4) D is twice continuously differentiable on R,,

5) r|®(r)], r?|D”(r)] S 7% on (0,1) and r|®’(r)|, r2|D”(r)| < P on (1,0).

For the remaining part of the present section we mean by @ a potential which
satisfies these assumptions. Notice that ®* is an example of such with & =
—1 > -2 and p = -4 < -2 (here 5) can be verified for example by the help of 2),
3) and the differential equation in (5)). We define generally the potential @, for
each x > 0 — our choice of “large parameter” — by the rule ®,(x) := x PD(kx),
and once again we can recover the situation from the introduction: In this no-
tation the Thomas-Fermi potential CD}F will due to its scaling properties simply
be written as (D) 13, i.e. ® = ®F and x = Z!/3. Finally, since @, — C.,|x|f as
K — oo in a rather strong sense (except at the origin), we put @, (x) := Cy|x|P.

The next task is now to define the operators on L?(IR?) which will model
finite and infinite atoms respectively. As it is explained in the introduction,
these should act as —A — @, and —A — @, respectively, but, as it is often the
case, determining their domains of self-adjointness is a more delicate matter —
especially in the infinite case. Even though we have other methods for the finite
case, we present now a general construction through an angular momentum
decomposition and apply this in all cases. The reason for doing so is twofold:
Firstly, we really do need the construction for the infinite case, so we have to
cover it anyway; secondly, the similar structure of operators describing finite
and infinite atoms is crucial for the proof of the main results below.

>We will generally use the same notation for the 3-dimensional and the 1-dimensional radial
part. It is the intent that the meaning is clear from the context throughout the material.
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For the general discussion we consider an abstract potential V which we
assume is continuous. The first key idea in the construction is to separate
the radial and angular variables using the standard identification L?(RR3) ~
L*(R,)®L?(S?) via the map Uy(r,w) := rip(rw) (which is a multiple of a unitary
map). Notice then that by writing the Laplace operator in polar coordinates,
A =1"19%r + r"2Ag2 with Ag. the Laplace-Beltrami operator on S2, one gets

d2
UA-VU N pop)=(-—5 - V)pop+r2pe(-Asy) (9)

for, say, ¢ € C;°(R;) and ¢ € C*(S?). Consequently, it is a very natural next
step to further decompose the Hilbert space by using the spherical harmonics
ng epe C“(Sz), { € Ny, m = —¢(,...,¢, which satisfy —ASngm =+ 1)Y€m
and can be chosen so that they constitute an orthonormal basis of L?(S?). For
¢ € C°(R,) and ¢ € span,,_ , ,Y," we see that (9) reads U(-A - VU (¢
Y) = Lep ® 1 with ,
s {(l+1

Lg:—ﬁ-l— (r2 )—V, (10)
and it is using this structure we define our operators rigorously below in Def-
inition 2.2. Before doing so, we do, however, also need to handle the problem
of making the expression (10) into a self-adjoint operator on L?(RR,).

To this end we define Hy ¢ nmin and Hy, ¢ min to be the closures of the symmet-
ric operators acting as (10) on C°(IR,) with V = ®, and V = @, respectively.
By von Neumann’s criterion all of these have self-adjoint extensions since they
commute with complex conjugation. Moreover, the self-adjoint extensions are
well understood by Weyl’s limit point/limit circle criterion and the theory of
generalized boundary conditions in 1-dimensional space. We now describe the
results we need from these methods and refer for the details to for example the
appendix to X.1 in [15] and Appendix A in [3].

A potential W: R, — R is said to be in the limit circle case at the ori-
gin and/or at infinity if all solutions to the equation f” = W f are in L?((0,1))
and/or L?((1,0)) respectively. Otherwise, it is said to be in the limit point case
at the origin/at infinity. It is a fundamental result by Weyl that the operator
~d?/dr? + W is essentially self-adjoint on Cy°(Ry) if and only if W is in the
limit point case at both the origin and infinity. If this is not the case, then the
self-adjoint extensions are defined by restricting the adjoint of the operator on
Cy°(R;) to a smaller domain by putting (generalized) boundary conditions at
the places where the potential is in the limit circle case (i.e. at the origin and/or
at infinity). In our situations with W = £(€+1)/r> =@, and W = (£ +1)/r? =D,
basic estimates using 2) and 3) in Assumptions 2.1 show that:

* All potentials are in the limit point case at infinity (cf. [15], Theorem
X.8).

* For{=1,2,..., the potentials ¢({ + 1)/r2 — @, are in the limit point case at
the origin (cf. [15], Theorem X.10).
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Thus, letting Hy p := Hy g min for € = 1,2,..., these are themselves the desired
self-adjoint extensions. We have further:

* The potentials £(€ + 1)/r? — @, for all ¢ are in the limit circle case at the
origin (since they are decreasing as r — 0 from the right). Also, —-®, is in
the limit circle case®.

Consequently, we need in the remaining cases the notion of generalized bound-
ary conditions. This gives, for a W that is limit point at infinity and limit circle
at the origin, the following characterization of all self-adjoint extensions L of

the closure of —~d?/dr?> + W on C(IR,) (briefly denoted Ly;,): Take as domain
the set D(Ly) := D(Lpyin) ® CEf where f is a real-valued solution to f” = W f
and ¢ is a smooth localizing function which is, say, 1 on (0,1) and 0 on (2,00)7,
and let Lr act as ~d?/dr? + W in the distributional sense. That is, self-adjoint
extensions of Hy o min and the H,, s min’s are in one-to-one correspondence with
real-valued solutions to f” = —®, f and

e(€+1

” p
() =[5~ Curf]f () (11)
respectively. For extending H, omin we use the fact that r > r®,(r) is in
L'((0,1)) so that there is a unique solution f € C!([0,00)) to f” = -, f sat-
isfying f(0) = 0 and f’(0) = 1. See [4] Proposition 2.5 for a proof (this problem
is a special case of "the Cauchy problem”). We define H,. ; to be the self-adjoint
extension of Hy (i, obtained by choosing D(H, g) = D(Hy ¢ min) ® CEf with
the distinguished f just described (which happens to be real-valued). In the
light of Proposition 2.3 (a) below this turns out to be a very natural choice. The
equation (11) can be solved explicitly with the space of solutions spanned by

the real-valued® functions

Fgc.elr \/_]2€+1( 2+ f r2) and  Ggc_ (7 =/r- Yzzz:;( 2+ 8 rz)

where | and Y are Bessel functions of the first and second kind respectively.
A general reference to the properties of Bessel functions we need, including a
treatment of some differential equations very similar to the ones just discussed,
is [1]. An examination of the solution space described above shows that no
distinguished solutions (near the origin) exist, and thus the best we can do is
to come up with a convenient parametrization. Our choice is the following: For
each £ € Ny and 6, € [0,71) we define H, ¢ g, to be the self-adjoint extension of
He, ¢ min Obtained by choosing

D(Heo,0,0,) = D(Heo,6,min) ® CE(cos O¢Fg ¢ +5in0,Gp c 0)-

®This is not entirely straightforward to realize. One way to do so is to check the definition of
being in the limit circle case directly via refined knowledge about the Cauchy problem mentioned
below combined with the fact that r - r @, (r) is integrable near the origin.

"For our entire presentation we mean by ¢ a fixed choice of such localizing function.

8Recall that 2+ f < 0.
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This finishes the discussion concerning the needed self-adjoint extensions of
the 1-dimensional operators. We are now in a position to define the Schrédinger
operators which describe finite and infinite atoms. Recall that the motivation
for the definition below is (9) together with the surrounding discussion — in
particular the line just above (10).

Definition 2.2 We define the Schridinger operators describing finite atoms by set-
ting H, = U™ H, U where H, is the closure of the operator H? on L*(R,) ® L?(S?)
given by

M L
D(ﬁg):{zzqa @Y/ |[MeN, ¢ eD( HM)}

=0 m=—¢
. M :1 M ¢
H,QZ Z PreY! = Z ZHKZ(PZZ@Yem
=0 m=—C =0 m=—¢

with the self-adjoint operators H, ; defined as above.
Similarly, we define Schrodznger operators by, for each sequence {0}’ , < [0, 1),

setting Heo g 10 = U™ Hoo,{gf}gon where HOO,{ 0,122, i the closure of the operator
H° on L2(1R+)®L2(82) given by
Oo,{@g}g
M ¢
D(H?, {ZZ@@Y’”‘MeN ¢€eDHoow€)}
=0 m=
770
R, ) Z $O=Y Y Hosndr oV
(=0 m=-¢ (=0 m=—C

with the self-adjoint operators Hy, ¢ g, defined as above.
The operators just described have the following convenient properties:
Proposition 2.3

a) For each x > 0 the operator H, in Definition 2.2 is self-adjoint and coincides
with the Friedrichs’ extension of —A — ®, on C80(1R3\{0}). If moreover a >
—3/2 this in turn coincides with the closure of —A —®,. on C8°(IR3).

b) For each sequence {0}, , € [0,7) the operator H, (o (2, in Definition 2.2 is
a self-adjoint extension of —~A—®, on C*(R3\{0}). Additionally, Heo (0,022, #
Heo 0712, whenever {0¢);2 ) #{0,};2-

Now, having introduced rigorously the framework for our general model, the
main results can be formulated. Recall that strong resolvent convergence of
the H, ’s means strong convergence of the resolvent operators (H, +i)™'. We
present firstly the general result and then specialize to the case of the Thomas-
Fermi mean-field model discussed in the introduction above.
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Theorem 2.4 Consider a sequence {x,};" | of positive real numbers such that x, —
0o as n — oo. The corresponding sequence of operators {H,. ;2 is convergent in
the strong resolvent sense if and only if

o _E_ (ee)

J CD,%zdr:an 1J CI>11/2dr—>6 (mod ) (12)
0 0

as n — oo for some number 6 € [0, 7). In the affirmative case the limiting operator

is Hoo,{0,)2 | from Definition 2.2 with

3 2¢+1)t (20+1)m m
=0 ~as2p 2 (mod T

Theorem 2.5 Consider a sequence {Z,};° | of positive real numbers such that Z,, —
o0 as n — oo. The corresponding sequence of operators {HgF}‘;;’:1 is convergent in
the strong resolvent sense if and only if

Dc1Z;/3 — Z;BJ (q)lTF)l/2 dr — 6 (mod ) (13)
0
as n — oo for some number 6 € [0, 7). In the affirmative case the limiting operator
is Heo (0,)2, defined as in Definition 2.2 with @y, = OTF and

{m m
95—94‘74‘1 (mod 7'[)

In particular, this act in the £

ator

angular momentum sector as the self-adjoint oper-

a2 (0+1)

_ 4
Heoro, = T2t W Coolx]

with Co, = (5¢7/3)% - (9/m?) and domain given by

. o T\, 4o m /2,1
D(Hooygymin)@(Eé(sm(Q Tt Z)]g(COO r )—cos(@ 5t Z)W(Coo r ))
where jp and y, are the spherical Bessel functions of the first and second kind respec-

tively. With our choice of units, C,, = 817,

Definition 2.6 We call the Schrodinger operators Heo 19,0 = that appear as limits

of finite atoms in Theorem 2.4 infinite atoms. Similarly, we define an infinite
Thomas-Fermi atom to be one of the limiting operators in Theorem 2.5.

Remark. In Theorem 2.5 it seems a natural question to ask if all infinite
Thomas-Fermi atoms arise as strong resolvent limits of finite atoms with in-
teger atomic numbers Z,. This is indeed the case, and one can for example
choose

Z, = |_D_3(7tn+6)3J (14)

cl

to obtain the convergence (13). More generally, taking these Z,,’s and adding to
them a term behaving like Cn? + 0,,_,.,(n?) for large n results in new sequence
also satisfying (13) with 6 + (CDC31)/(3712) instead of 0.

10
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3 Proofs

3.1 First reductions

To reduce the problem of proving the ”if”-part of Theorem 2.4 to a more con-
crete convergence problem, we introduce abstractly the notion of the strong
limit of the graphs, I'(A,), of a sequence of operators {A,};, on a fixed Hilbert
space H. That is, we let str.lim I'(A,,) be the set of (¢, ) € H x 'H satisfying that
there exist ¢, € D(A,) so that ¢,, — ¢ and A, ¢,, — ¥ in the Hilbert space as
n — oo. This concept is closely related to strong graph convergence of opera-
tors which is discussed in for example [14] VIII.7. A diagonal argument shows
that strong limits of graphs are closed subspaces of H x H — for the details of
this and further results on strong limits of subspaces in general and of graphs
in particular, we refer the reader to [2]. We do, however, in Lemma 3.1 and
Proposition 3.3 provide proofs of the properties of these limits that are essen-
tial to our proof of Theorem 2.4. Firstly we have:

Lemma 3.1 Consider sequences {k,},-, € R, and {0.};2, C [0,m). If

F(HO oo ) Cstr.lim T(ﬁgn) (15)

=0

{0¢

then H, — Hm,{gé}zo in the strong resolvent sense as n — oo.

Proof. We observe that strong resolvent convergence of H, towards H°°»{9€}Zo

is clearly equivalent to that of ﬁkn towards H, (6,1 - Consider for the sake of

nn
proving the latter any function ¢ € L*(R,)®L*(S?) = R(H,, 10,122, +1) and write

this as ¢ = (H, 10012, )P for some ¢ € D(H, {95}20). Notice now that with the
assumption (15) we have

I(He 0,12, ) = T(HS, 16 o ) Cstrlim D(HY ) C str.lim T(H,),

AOelzg
which means that there exist some ¢, € D(Hkn) satisfying both ¢, — ¢ and
ﬁ,(n b, — ﬁm,{@g};’;oqb' Consequently,
[(H, +i)" = (Hagope, +1)7" @
= (Hy, +1)[(Hoo 0,152, + 1) — (Hi, + )|~ b+ 1y — 0,
where we used the fact that ||(ﬁ,<n +i)7!|| < 1 for all n. This finishes the proof. O

We have also the following straightforward reduction of the proof:

Lemma 3.2 In Theorem 2.4, the "only if’-part follows from all the remaining as-
sertions.

Proof. Suppose the remaining assertions of Theorem 2.4 hold true and consider
a sequence {x,},”, of positive real numbers so that x,, — co but the integrals

J CD%zdr =K,
0

11
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is not convergent modulo 7. Since the latter (non-)convergence takes place in
a compact space, it must be the case that {K,};7 | has at least two accumulation
points 6 # 0’ in this space, i.e. modulo 7. Now choosing subsequences along
which (K}, converges towards 6 and 0’ respectively, the remaining asser-
tions of the theorem tells us that along these subsequences the corresponding
Schrodinger operators converge in the strong resolvent sense towards He, (g,
and Heo 10700 respectively where {0,}72, # {6,};2,. But by the last part of
Proposition 2.3 (b) these operators are unequal, and hence this implies that
{Hy, };=; cannot converge towards any single operator in the strong resolvent

sense. O

Concluding this subsection, the promised reduction of the question concerning
strong resolvent convergence in Theorem 2.4 to a more concrete convergence
question is presented below.

Proposition 3.3 In order to prove Theorem 2.4 it suffices to verify the following
statement:

Consider a sequence {x,};" | such that x, — oo and (12) as n — oco. Then there

exist functions ¢, o € D(H, () so that
J (Pn,f —_—> E(COS QgFﬁ,Coo’g +sin QgGﬁ’Coo’g)
* Hy, ¢Pne— Heop,(E(cosOcFg c ¢ +sin0,Ggc r))

in L2(R,) as n — oo for all £ € Ny with the 0,’s given in the theorem and Fgco.e
and Gﬁyc‘xyg the solutions to (11) defined in Section 2.

Proof. From Lemmas 3.1 and 3.2 we learn that in order to prove Theorem 2.4
it suffices to argue that x,, — co and (12) as n — oo implies the inclusion (15).
Hence, we need to show that the existence of the ¢, /s above implies (15) in
order to prove the present proposition.

To this end we suppose from this point onwards that such ¢, /’s exist and
show firstly that the inclusion I'(H, ¢,9,) C str.lim I'(H, ) holds for all £ € INj.
This relies on the fact that

T(Heo0,0,) = T(Hoo,t,min) ® C(lim ¢y,p, lim Hy rpyy ),

where the direct sum is in L?(IR,) x L?(IR, ) and the last term clearly is a subset
of str.lim ['(H,., ¢). Moreover, we have for any h € C;°(RR, ) the convergence

f |Hoo,g,mmh—HKn,gh|2dr=f H]- [0, ~ Do dr — 0
0 0

so that also

r(I_Ioo,&min) = F(Hoo,€,min|C8°(R+)) C str.lim F(HKH,Z) = str.lim F(Hkn,f)

as claimed.

12
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Next, we show that the inclusions I'(Hy,¢,,) C str.lim I'(H, ,) imply (15)
and consider thus an arbitrary element

o _ZZ@,@Y{, eD(HY, o )

¢=0 m=

Taking ¢;" € D(H,, ) so that ;" — ¢;' and H, ()" — Hepp,¢; as n — oo

and defining
Z Z Yp @Y e D(HD),
=0 m=
it is an easy check that similarly o, — o and H? o, — H° co(0)2 O This proves
n =0
exactly that (15) is satisfied. O

3.2 Approximation of zero energy solutions (strategy)

We should now begin the process of verifying the statement in Proposition 3.3
and discuss at this point briefly the strategy that we follow to do so, in addition
to fixing some notation. While the line of thought explained here is not strictly
speaking the one we will follow for the technical verification of the statement
in Proposition 3.3, we do believe that it provides sufficient intuition about the
problem for us to begin tackling the details hereof. For the remaining part of
the present section we mean by @ a potential that satisfies the Assumptions
2.1 and by @, @, H, and Hoo’{gg}zo the quantities introduced in Section 2.

Since we will be in a 1-dimensional setting, we change the space variable
from the radial r to the more standard choice of x. Adapting to the nature
of the statement in Proposition 3.3, we also allow ourselves to treat ¢ simply
as a constant from this pomt onwards. We use the notation ”<” to indicate
”less than up to a constant”. Here the constant might depend on € and on the
potential @, but it may not depend on x, k¥ or A (see below). In the same spirit,
”oc” always indicates “proportional to” as a function only of x.

The overall idea of the proof is from this point to examine the behaviour
of some particular solutions f, ; to the equations fx’,’€ =[(€+1)x? - D, ]fy.¢ for
large x in order to conclude that x,, — oo and (12) implies

fine —> c08OpFg . ¢+sin0,Ggc ¢

up to an overall sign and in an appropriate sense near the origin. This should
more or less yield the first bullet point in Proposition 3.3 —at least if we manage
to obtain & f,. , € D(H, ¢) — and, ignoring the localizing function &, the second
point must hold regardless of (12) since both sides are 0 from the f, /’s solving
the above equations.

The entire analysis will be carried out after a Langer transformation — a
change of variable x — x~'e* — which was first suggested in [9] for studying
the JWKB approximation in the context of the Schrédinger equation for the

13
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hydrogen atom. The fact that this problem is very similar to ours already hints
that the Langer transformation might help us. Its usefulness will be more ap-
parent below, but let us observe for the moment that if we put A = x~(2+B)V2 and
gre(x) = e /2 fro(k7te¥) with f, , solving the equation from above then, with
L=¢+1/2,

&) =[(0+ 5) ~ 2P (g ()

(16)
= /\Z[Lz/\_2 — ezxq)(ex)]gA,e(x) =1 =A%V ¢(x)g1,¢(x)

on IR. Now it is actually possible to determine the asymptotic behaviour of
the solutions of interest to this equation if we look at some regions separately:
Near plus and minus infinity we can use 2) and 3) from Assumptions 2.1 to
control solutions directly. On the remaining part of the real axis, V, , will be
strictly positive for large A by 1), and 4) and 5) from Assumptions 2.1 allow us
to use the Liouville-Green approximation to describe solutions here as well.
Lastly, we can put an appropriate boundary condition at minus infinity and
from there “glue together” the descriptions that we have of the solutions on
the different regions. A sufficiently detailed examination of these solutions
will virtually finish the verification of the statement in Proposition 3.3.

We note here that a very similar approach (although using the method of
exact WKB analysis on the entire real axis) reaching many of the same con-
clusions, but for a much smaller class of potentials @ (not including CI)lTF), is
discussed in [7]. The results from this paper have been an inspiration to us
when carrying out the approximation of the solutions to (16).

3.3 The regular zero energy solutions

From this point onwards we use the notation from subsection 3.2, i.e. ©, @,,
Hy ¢, Heo0,, A and V) o are as described above. As a first step in the analysis of
the ”zero energy solutions”, i.e. the solutions to fK”g =[€(€+1)x2 -~ D,]f,r and
(16), we prove the existence of these with certain boundary conditions. For the
former this means that £f,. , € D(H, ¢) and for the latter that the solution is
exponentially small at minus infinity. As mentioned above, the finer analysis
takes place after the Langer transformation.

Proposition 3.4 Let W: IR — IR be any continuous potential satisfying

j W(»)ldy =: Q(x) < oo (17)

for all x € R and let L > 0 be any number. Then there exists a real-valued solution
g € C2(R) to the equation g’ = [L* + W g satisfying e 2¥g(x) — 1 and e 1¥g’(x) —
Lasx — —co.

Proof. The proof is constructive with the following construction of the solution
g: Define hj(x) = e!* and then

hix) = T f sinh(L(x - 9) )W (p)hi_1 (y)dy

14
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for each i = 1,2,3,.... We notice that |h;(x)| < e2*Q(x)'/(L'i!) for all i € N, so
that this is well-defined. Indeed, this can be seen by the induction step

e f QW™ _ 10w

i)l < — | W)

L ). Li-1G-1)y "~ Liit’ (18)

where we estimated sinhz < e* for z > 0, and this bound implies that the in-
tegral defining each h; is convergent. Also, we get from the estimate, on any
interval of the form (—oo, x|, uniform convergence of the series

3 it
i=0

towards some real-valued continuous function g that satisfies |g(x)| < el**QX)/L
and similarly of

o0

Y eHhix)

i=0
towards e 1*g(x). In turn this tells us that

Jx J‘x sinh(L(x - y))

N T W(y)g(v)dy
= ho(x) + if; Mw(y)hi(y)dy = g(x)
s0 that g is differentiable with -
g0 =L+ [ cosh(Lr ) Wivlgty) v (19)
and further
()= L6+ Wxjgto) L [ sinh(Lr— ) Wplg(u)dy = [+ Wt

as needed. The C%-property of g follows from this equation and the fact that g
is continuous.
For the first assertion about the limit as x — —oco simply notice that in this
limit
x 1
e L g(x | ~Lx Zh ' Qx)" — QWL _1 ¢
Lii!
where we used once again the estimate (18). For the second one observe that
further

e [ " cosh(L(x—7) | W(p)g(y)dy| < QL J CWldy — o0,

—00 —00

where we estimated cosh(z) < ¢? for z > 0 and e %|g(y)| < eQWVL, so that (19)
yields the desired conclusion. O
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Definition 3.5 For W and L as in Proposition 3.4 we call the g constructed in
the proof hereof the regular solution of ¢”’ = [L> + W]g. Moreover, we define for
each A >0 and ¢ € Ny the function g, ¢ as the regular solution to (16) (which is of
theform g’ =[L*+ W]g with L =¢+1/2 and W( ) = —A2e>*®(e*)) and for each
K=A" 2+/3)/2 >0 and € € N the function f, ¢(x) = Vx gy (Inx +Inx).

Lemma 3.6 For each k > 0 and € € INy the function f,, satisfies the equation
fkg =[0(€+1)x™ =Dy fy ¢, and & f. ¢ € D(Hy. ¢) where & is as described in Section
2.

Proof. The fact that f, , satisfies the equation is a straightforward calculation
using the equation for g, ,. For the other assertion we recall that

D(Hyoe) = D(H g yin) = {$ € L(Ry) | =9+ [€(C+ 1)x 7 = D]y € L2(R, )}

for £ =1,2,3,.... Itis easy to verify that ) = & f, , is in this set: It is continuous,
tends towards 0 as near the origin, as is easily verified, and has support in (0, 2),
and is thus in L?(IR, ). The other condition holds true since the expression that
is required to be in L?(IR,) is continuous in addition to being 0 on (0, 1) (by the
equation that f, ; solves) and on (2, o) (since 1 = 0 here).

In order to show é fi.0 € D(Hy o) it suffices by the definition of this domain
to argue that f, o € C!([0,0)) with fK 0 0) = 0 (notice that since f, ¢ is not iden-
tically 0, we then cannot have f, ((0) = 0). As mentioned above, it is easy to
check that f, o € C([0,00)) with fK 0(0) = 0. For the remaining part of the state-
ment simply observe that

xV2g) o(Ink +1Inx) + 1/2g/'\0(1n1<+lnx)

fK’,o(x)

as x — 0 since g, ¢ is the regular solution to an equation of the form g” =
[L>+W]gwith L=0+1/2=1/2. O

For later use we need some continuity properties of the regular solution as a
function of the potential W in order to control g, , near minus infinity. These
will be the last abstract results on regular solutions in the sense of Definition
3.5 presented here, and we do so now to keep the treatment hereof somewhat
concise.

Lemma 3.7 Let W and W be two real-valued continuous potentials satisfying (17)

for all x € R and denote by Q(x) the number corresponding to the one defined in (17)

with W replaced by W. If, for some fixed L > 0, g and § are the regular solutions to
=[L?+ W]g and " = [L? + W g respectively then

19(x) = F(x)| < L7 D(x)el QTR

16
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for all x € R where
D)= | W - Wiyldy.

—0

Proof. Denoting by h; the functions from the proof of Proposition 3.4 and by h;
the similar quantities for W readily see that the bounds

(Q(x) + Q(x))"!
(i—1)!

| (x) — By (x)] < e L7 D(x)

for i = 1,2,... imply the bound in the lemma. The proof of these is by induc-
tion, starting with

=Tl < 7 [ sinh(Li-)Wip) - Wip)el dy < L7 D).

—00

Then, fori=1,2,...,

J_ sinh(L(x —y))[|W(y) ~ W i@+ W)l - |7 (v) —E(y)l] dy

- (o ))i-1
S W) D) HE 2R

(i—1)!

where we used (18) and the induction hypothesis in the third inequality. Fur-
thermore,

* Q)+ Q)
| g,
1 o (i-1\ [* — PO
_ (1_1)!];( [ wwieeyawr i
1 Si-1 (=~
s(i_l).];( Cowr | 1miamy iy
1 i—1 i1 '§(X)i_j 11—1 ; ~
- e L - LY (ewiau
j=0 j=0
_(QW+Q) Q)
- il i
finishing the induction. O
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3.4 Application of the Liouville-Green approximation

We now aim for determining parts of the asymptotic behaviour of g, , from
Definition 3.5 for fixed ¢ in the A — oo limit away from x = +o0, i.e. on the
part of the real axis where we cannot take advantage of our knowledge of the
asymptotics of @. For this we use the Liouville-Green (LG) approximation and
in particular the very precise pointwise estimates for this given in Theorem 4
in [13]. Slightly reformulating this result to adapt it to our set-up, it reads as
presented in Proposition 3.8 below. We remind the reader that our conventions
for "oc” and ”<” are as stated in Subsection 3.2.

Proposition 3.8 For A > 0, let W) be a C? and strictly positive potential defined
on some finite interval (x1(A),x,(A)) that might depend on the value of A. Now, if
g is real-valued and solves the equation g\ = —A*W, g, then

(x) o W,\(x)_l/‘}[cos(/\fx Wj/z dy + 6(/1)) + e,\(x)]

x1(A)

for some number O(A) with the error estimate

e (x)] ( . JXZ(A) el 4% o1
<explA w ‘— W ‘dx)—l
2 () A dxz( A )

for all x € (x1(X),x2(1)).

In order to apply Proposition 3.8 we should first of all find an appropriate
interval (x;(A),x2(A)) on which V), , is positive — and then we can hope to be
able to control the error estimate in Proposition 3.8 on this interval. As a first
step towards this notice that due to 2) and 3) in Assumptions 2.1 we have

1,2 12
(2+a)x _ 12 - (2+a)x _ -2 -
boe!#t9* — A (€+2) < Vye(x) S Bpe ™" =4 (€+2) (20)
for x € (-0, 0) and
b5 120+ L) < vy (v) < B A%ﬁW—AT%€+1)2 (21)
00 2 = y - 7> 2

for x € (0,0) for some positive constants by, By, b, and B,,. In particular this
implies that

2In(¢+1/2)-Inby—2In A 2In(€+1/2)-Inb,, —21n)\)

V\ ¢ is positive on ,
AeBP ( 2ta 2+

and initially this could be our guess for where to apply the LG approximation
for large A. However, we need to be a tiny bit more restrictive than this. To
formalize this, we introduce a technical tool, 7, with the properties that

1 is a real-valued function on R, satisfying (1) — co as A — oo,
but so that this convergence might be arbitrarily slow.
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We will take as the interval for our LG approximation (x1(A),x5(A)) = (—g‘r—ﬁ +
n(A),— 1211’23 1(A)) on which V) ; is clearly positive for sufficiently large A if ()

tends towards oo sufficiently slowly as A — co. As a first result we have:

Lemma 3.9 For any € € N there exists a family {5(A,€)}A>0 of constants so that

1000 Vi VAfeos(A [ (Ve ay 18000 +ornt)] (22)

for x € (— ;‘L;\( +1(A ),—?T% —1(A)). Here, 0y, (1) is uniform in x on this interval.

Proof. Note firstly that

< 2In(€+1/2)—InBy—2In A
2+«

Vie(x) <0 for

by (20) so that the integral in (22) is well-defined. Since, moreover, this integral

differs from N
J V)2 dy

-4 n(d)

only by a constant (in x), the result (22) follows from Proposition 3.8 if we
manage to show that

InA
)
-1 2+p 1 _1/4| d ~1/4
o (v
2va H1(A) x

—1(A) |V,{’g(x)|2 |V,{:g(x)|

<!
2y Vae(x)¥2 0 V) e(x)3/2

~

tends towards 0 as A — oco. By 5) in Assumptions 2.1 we obtain straightfor-
wardly

e 2% on (—o0,0)

V1LV ()] S { 2% on (0, 00)

which we can use to verify the described convergence. In particular, we see
that

0 | , (X)|2 0 (4+2a)
A f e dxsxlf : 772 4%
2nd (1) Vae(x) S +n(1) [boe(2+“) —A2(e+ 2) ]

2+a

0
— ! J [boe @ —1-2(¢+ 1)26_%(2+a)x]_5/ ? dx
2 (1) 2

=t

2
4A2(0+ ) = 6bgel>ran 0
3 2 o2+a)x — 1-2(¢ + LV T2 | c2ma

(2+a)b0[boe -2 (€+7)] 2l )

4(€+1)" — 6bgA2el2ras

—0

0
|3(2+ a)b3[bp A 262+ 0)% — (£ + %)2]3/2 }MM(,\)

2+a
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as A — oo by insertion of the limits, as well as

O |V’/ x |
/\_1—[ —M( ) dx <

. 0 e(2+a)x
spdxs A J- 27372 4%
2,1 Vie(x) A4 (4) [b0e<2+“)x _ A—2(€ + %) ]

2+a

0
— ! j [bge’ @+ - A2 4 2 )P eFran] * o
Bt o 2

1 0

= [—2/\‘1 by'(2+a)! [boe(2+a)x _ ,\—2(5 +3 )2]—1/2]

o)

1\27-1/210
_ [_2b51(2+a)—l[boA2e<2+“>x—(€+ >)] ]—21“*+:7<A> 0
2+a

Completely analogously we have

S V] (x)2 40+ %)2 — 6bo, A2e(2HP) T 1)
/\_1 ) 5/2 dx S 2713/2
0 Vae(x) 3(2+4 b2 [bA2e2 0% — (24 1) o

and

o (F VG
vV (x)3/2 X
0 AL

o124 87 b 1262480x _ (g4 L2172 T 1)
<[Favat e g fpurze P (ea YT U
both of which tend towards 0 as A — oco. This finishes the proof. 0

As a next step we wish to replace the potentials V , with some A-independent
potentials in the expression (22). The factor V,w(x)‘l/ % is rather easy to rewrite,
and hence we focus for the moment our energy on replacing the integrand with
some A-independent expression. When doing so we naturally end up changing
both the constant term inside the cosine and the error term, but this is not
important. Knowledge about the result below in particular cases goes back to
the early days of quantum mechanics (at least in the non-Langer-transformed
set-up). In the very specific case of meromorphic potentials with @ = 0 or
a = —1 it is essentially Proposition 12 in [7] up to a change of variable.

Lemma 3.10 The A — co asymptotics

(2¢+1)m

X X
v v\1/2 _ 1/2 —
)\f YO (e?) 2 dy Af Vi) dy = ———

—00 —00

+ 0/\_>00(1)

2+a +

holds uniformly for x € (=224 4 n(A), _51%/\ —1(A)).
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Proof. First off we observe that

1
A D ()2 = AV, o(p) /2] < A7+ E)Ze_ycb(ey)_l/z

2 _2+a

/\_1(€+%) e"2Y on (=204, 4(1),0)

2+a

~

e 3 e on (0,232 - (1)

and that a simple insertion of this in the integral yields

_ 221316/\ —1’](/\)
i AP D(e 12— AV, 4(9) 2| dy — 0
21n/\+17(/\)

T 2+a

as A — oo as long as (1) — o0 as A — co. Hence, we only need to prove

~Zndin(d) ~Zndin(d)
AJ eycp(ey)”dy—AJ Vae)] dy
. (23)

—00

(2¢+ 1)m

= 5 —>oo]-
4+ 2a Fo1o0(l)

to have shown the full statement of the lemma. The idea is from this point to
approximate @(e¥) by Cye?? everywhere. For the first term in (23) this gives
the error

2ln )

T 2%a +17(/\) 1/2
/\j e¥|D(e?)? — C2e2Y|dy
_21*{1&\-’—}7(/\) a a
-1 e(l+7)y|e—7y(p(ey)l/2_Cé/zldy
< e1+5mM sup |e—%yq)(ey)1/2 _ Cé/zl 50
y<—5nd+n(A)

if 11 tends towards oo sufficiently slowly. Next step is to try to replace V) ,(v) by

Coel? ¥ — 172(£ +1/2)? in the second term of (23). For this we use the general
inequality
]2 - []2] < 0] 2

for real numbers u and v together with
1,2
|V,\,g(y) + /\_2(5 + 5) - Coe(2+a)y| = 2T~V D (V) - Cy

to conclude that
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“Ha ) 1/2 (2+a)y _ 1-2(p . L)\2]V/2
A[Va,e )]/ 2=A| Coe?* ¥ — 172(¢ + E) | |y
~ S +i(d)
<A ’ 1+ 30|~ P (V) — Cp|!/2 dy

< T2 gup e WD () - Co|? — 0
y<—Fnd (1)
as before. This means that we obtain
2lnA 2ln A
—5ia tn(d) —5e ()
a o) 2y -1 Va2 dy

21n/\+ (/\) 2ln ) (/\

~Z4a TN o —5ra () 1.\211/2
1/2 (1+4 2 -2
= Lo o e(+2)ydy—/\J:oo [Coe®r @ - A (mE) | dy

+ 0/\—)00(1 )’

and an explicit calculation of the right hand side here is all there is left to do
in order to prove the lemma. Here, the first term clearly equals

-1
cg/2(1 " %) o1+ . T

which tends towards +oc0 as A — o0, and the second term equals

(12 2 e 1) 2 Dt 2y (1 2 2 e 1))

20+1m
= (T/\ + 0/\—>oo(1)) - 2+ a (E + 0/\—>oo(1))‘
Finally, subtracting these yields the claimed result. O

Collecting the pieces in the present subsection, we can now obtain the desired
relation between g, , and the LG approximation.

Proposition 3.11 For any € € IN there exists a family {0(A,€)} s of constants so
that

X

EX/2CD(6X)1/4g/\’g(X) oc cos(AJ

—00

FD ()2 dy + 0(A,€))+ 0w(l)  (24)

for x € (— 2213(;\ +1(A), - 2213/3’\ —11(A)). Here, 0y _,o(1) is uniform in x on this interval.

In particular,

2ea 2C2 )
et ¥ X cos(o—
gre(x) o 7 a

o1+8)x +9(/\,€))+0A_m(1) (25)
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forxe(—m+17(/\), 2n}A +21(A)) and

2+a 2+a

. 00 2 1/2
e¥xg/\’g(x)occos(J; (DK(y)l/zdy+%e(l+g>x+9(%€))+0/\—m(1) (26)

for x € (_2212/3/\ - ZW(A):_Zzlf/gA —1(A4)).

Proof. The asymptotics in (24) is basically a consequence of Lemmas 3.9 and
3.10 as soon as one realizes that

Vi) = e 2D (eX) 41+ 0)n00(1))

uniformly on the interval. This can be seen for example by examining the last
term in
X)

£
qu)(ex)
for x € (=324 4 5 (A), - 2zlfﬁA—17(/\)).

Similarly, we find that

=1-A"%e (") !0+ %)2

2+a 2+p

Vael) 4 = e (G5 k01 oo(1)) and Vi)V = e T (C 0y (1)

uniformly on (—22130? +1(A),—2 2+a A 1 21(1)) and (—2212/3’\ 2n(A), - 2153[? n(A)) re-

spectively. For proving (25) and (26) it thus remains only to argue that

X zcl/z/\
I s LW (27)

—00
and

x o0 2CL2)
AJ ey®<ey>“2dy=f Ci(y)' 2y + =2 ; T Z+ 0y (1) (28)
—00 0

uniformly for x < 217(A)-21n A/(2+a) and x > -21(A)-2In A/(2+f) respectively.
Since (27) was more or less proved during the proof of Lemma 3.10, we focus
our attention on (28). On the interval of interest we have by the change of
variables y — ¢¥ the following estimates:

. x 20172 ) 8
[ dy-a | o ays Zim et
0 oo /3

:‘)\J eyq)(ey)l/zdy—/\J nge(“%)yd;}‘
X

S/\J (1+5 2)¥)e 23’(1)(63’)1/2 C1/2|dy<Ae(1+ *suple” 23’<D(ey)1/2—C§<{2|
X

y=x
<e M) gup e (er) 2 - 1?2 — o,
y=- 221:/5)\ —2n(A)

where the convergence holds as long as 77(1) tends towards oo sufficiently slowly
as A — oo. This finishes the proof. O
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3.5 Gluing together the solutions

From Proposition 3.11 we need to control the constants 6(A,¢) and continue
g1¢ in an appropriate way further to the right where the LG-approximation
no longer works. For both these tasks we use the asymptotic behaviour of @,
firstly combined with Lemma 3.7.

Lemma 3.12 Let {O(A,{)} o be families of constants so that (24), (25) and (26)
hold true as in Proposition 3.11. Then these constants satisfy

20+ 1)t
GMI**JZIZ%_Z (mod 1)

as A — oo.

Remark. Observe that combining (24) (+ its proof) with Lemmas 3.12 and 3.10
we learn, after a simple change of variables x — ¢%, the following: If U, is a
solution to U} = -A?®U, on R,, U,(0) = 0, then the large A asymptotics

Ujy(x) CD]/{M(x)—l/ﬁl[cos(/\LX[CDI{M]}F/Z dy — g)+ 0/\_>00(1)]

holds for the Langer modified potential CD}{M(X) = ®(x) -4 172x~2 uniformly on

(/'\%6’7(/\),)\ﬁ e~1). In particular, this approximation applies on any fixed
interval (a,b). This is more or less what Langer suggested in [9] — but where
Langer presents only a heuristic argument, we have here a rigorous statement
and a full proof in the A — oo limit. While we here use the theory for ¢ = 0,
the corresponding statements for ¢ = 1,2,... are completely similar, replac-
ing £(€ + 1) by (€ + 1/2)? to produce a Langer modification of the potentials
@ — £(€ + 1)x~2. We can summarize these results in the slogan: After a Langer
transformation of the equation, the constant term —7/4 in the cosine part of
the LG approximation is universal.

Proof (of Lemma 3.12). The idea of the proof is to consider the regular so-

lutions h, ¢ to the equations k') , = [L? + Wylhy o with L = €+ 1/2 and W, (x) =

~A2Cyel?*®)* and compare this to gieon (- 22130:\ + 17(/\),—22Ta’\ +21(A)). By the
help of Lemma 3.7 it will be possible to infer the needed asymptotics of 6(A,¢)
from this comparison.

In the spirit of Lemma 3.7 we define thus the quantities

x X
QA(X)=/\2_[ e?®(e¥)dy and GA(x)=CoA2f e2ral gy,

noticing that Q,(x) < Q. (x) < A2el2+0)¥ for x < 0, and

X
DM@:A?I eV D(e¥) — Coel 2| dy.
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Now the space of solutions to the equation that &, ; solves is spanned by the
real-valued functions

1/2
(2C0 /\euTax)

2C2N 2ia,
2+« ( )’

and Yoes1 ez
2+a

20+1
2+a

2+«

and from the characterization of the regular solution from Proposition 3.4 to-
gether with the asymptotic behaviour of the Bessel function at the origin (cf.
[1] p-360) one can conclude that

1/2
20+1 CO A Z-l—_ax
e (x) = ¢(€, @, Co)A™ z+a122%( 0 et ) (29)
with ¢(¢, a, Cy) a constant independent of A. Hence, when looking at x € (- 213;\ +
n(A),— 22130;\ +217()), we can use the asymptotics of the Bessel function at infin-

ity (cf. [1] p.364) to see that

+1,1 2+
A 2+a +2 Txh/\g( ) = COS(

2C)%A 2a, (2041 w
2+a " 4t2a _Z)—i_o’\_"x’(l) (30)
uniformly on this interval up to an overall constant independent of A. Apply-

ing Lemma 3.7 we obtain also, for all x < - 22130? +21(A), the key inequalities

AT 3T g (1) =y p(x)] S AT 12T ID) () ()

Sexp(4€+4+a1 1 4€+4+ax)D/\(x)eC"5A(x)

4+ 2«
-2InA Q| =Hnd 104 (0)
(20+2+5)n(A) N Z2va TN
<e D,\( T a +217(/\))e ( )
< e(2€+2+7)17(/\)ecwe2(2+a)77 D (—22 InA N 2;7(/\))
+a
for some ¢-depending constants ¢’, ¢” and ¢’ where
721n/\
_21n/\ 2+a 2;7(/\) _
DA+ 2nn) =2 [ T e - coldy

< 2Zrain(d) sup  |e7D(e¥) - Cyl.

y<_21n/\+217( )

If (1) — oo sufficiently slowly for A — oo then this shows that

1 2+
ATata et *lgae(x) =hye(x)|— 0 (31)

uniformly on this interval. We conclude from this and the expression (30) for
h, ¢ that, up to an overall constant, (30) remains true when replacing h, ; by
g1,¢- Comparing with (25),

2C1/2/\
COS(zfi)_—ae(l+_)x+6(/\,€))+0/\_>00(1)
2¢y A 20+ 7
2R0 A g ___) 1
o COS Tt a e i+ 2a 1 0)500(1)
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for x € (—221%;\ + 11(/\),—221%\ +21(A)) with uniform errors. Since Ael1+3)x ranges
over arbitrarily large values for x varying in this interval, it must be the case
that the constant terms inside the cosines agree asymptotically modulo 7, prov-

ing exactly the lemma. O

Combining the last part of Proposition 3.11, i.e. (26), and Lemma 3.12 we
obtain directly:

Corollary 3.13 For any { € N,

248 o0 2C120 B, (20+1)m m
e 4 xg/w(x)occos(J; CDK(y)l/Zdy+We(l+2)x—m—z)+0/\_m(l)

2In} _

forx € (— 24 211(/\),—2

Zlfﬂ’\ —1(A)). Here, 0y, (1) is uniform in x on this interval.

While the function g, , should approximately continue like a solution to the
“asymptotic equations” g”(x) = [(€ + 1/2)? — A>Coe!®*P)¥]g(x) after the LG ap-
proximation stops telling us anything useful, we cannot really apply tech-
niques similar to those from Lemma 3.7 on this part of the real axis. This
is because we do not control the boundary condition of g, , at plus infinity
the way we did at minus infinity — there is no reason to believe that it should
be “regular” near plus infinity in that sense. Instead, we will modify the po-
tential @ itself slightly to obtain modified V, ,’s for which we have complete
knowledge about their behaviour on the interval in Corollary 3.13 and further
to the right of this. The tricky part is to modify the potentials only so slightly
so that the asymptotics in Corollary 3.13 remain valid even for the solutions
to the corresponding modified equations (and so that other important features
of the potentials do not change too much). The reward, on the other hand,
is complete knowledge also about the solutions space to these modified equa-
tions from a certain point onwards since these will be the asymptotic equations
described above, which are completely solvable.

More precisely, for each A > 0 we let C; be a smooth function with values
in [0,1] and which is 1 on (0,ke3"™) and 0 on (ke 1Y), x0) and additionally
satisfies

sup|C}| < (ke 21V —xe™¥1WV)Land  sup|cy| < (ke 21 — xe=31(V)=2,
R,

Ry

It is an easy check that such functions exist by scaling appropriately a fixed
smooth function. Since C/’\ = CX =0on (K@‘ZW(A), 00), the above uniform bounds
on the derivatives imply

21—

1
I ()] < and  [C{(x)|< = (32)

We then use the C,’s to define the modified potentials

\II/\ = C/‘\q)-i-(l—c/\)q)oo
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for each A > 0. Correspondingly, we put
17 2x X -2 1\2
Vie(x) :=e Wy (e) - A (€+ E)

and let g, , be the regular solutions to g, , = ~-A? V,\’g'g“,\,g. Notice that we have

gre(x) = gae(x) for x <Inx - 3n(A) = _22141:,3 — 317(A) by construction. A key

feature of the g, ;’s is that they behave almost as the g, /’s even for slightly
larger x-values.

Lemma 3.14 The entire content of Corollary 3.13 remains true when g, ¢ is re-
placed with g) ,.

Proof. We simply need to argue that we can carry out all the intermediate steps
in the approximation leading to Corollary 3.13 when replacing @ (for all A > 0)
with W, and letting A — oo.

The bounds (20) and (21) clearly hold also when replacing V), , by VA,E, and
thus the entire discussion preceding Lemma 3.9 remains valid in the modified
case. Looking at the proof of Lemma 3.9 we see that the crucial part for having

existence of a family {O(A, )} )5( of constants so that

B Taglo cos(1 | [Tl dy+ B00) +ort)] - (33)

for x € (14 4 n(A), —28 1(A)) are the bounds

2+a
e(2+a)x

e 2HPx  on (0, 00).

~, ~, on (—o0,0)
|V;\,g(x)|: |V/\,g(x)| <

Here the bound on (—o0,0) is as before. The bound on (0, c) will follow from
proving the equivalent of the second part of 5) in Assumptions 2.1 for the
modified potentials W) independently of A > 0. Using (32) we get this from the
simple computation

(Wil = (TP = Do) + a @ + (1 = T1) D, | < Ty (ID]+ [ Do) + CalD+ (1 = 1) D |

< xP
and completely similarly || = --- < xP~2 as needed. Hence, we have (33).

From here the proofs of Lemma 3.10 and Proposition 3.11 with only very
slight modifications show that

X

ex/z‘l’,\(ex)l/zlg\'g(x) oc cos(Aj

—00

() Py +00L0)) +0rw(1)  (34)

uniformly for x € (—zzlfa/\ + 17(/\),—2213; —1(A)) for some family of constants

{6(A,0)}1s0 (Which is a priori not the same as in Proposition 3.11). To real-

ize this simply recall that g) , = g ¢ on (—oo,—zzlfﬁ" —31(A)) and every time one
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approximates @ (x) with @ (x) for large x, the approximation only gets bet-
ter when replacing ®@ by W, for any A > 0. In (34), the constants {O(A,{)} 50
must satisfy the convergence in Proposition 3.12 since essentially only (24) for
xe (-2t 4 n(A),—ZlnA +21(A)) is required in the proof hereof, and (24) reads

2+a 2+a
exactly like (34) on this interval. Therefore, we get directly

. X
Figscost | e ay- S Teo ) 69

‘ oo 4+2a0 4

uniformly for x € (- zzlfﬂ’\ —-21(A), - zzlf/? —1(A)). Finally, to arrive at the desired

result, we need only to observe that, on this interval,

* x 201/2) 8
‘f q)K(y)l/zdy_Af ey\y/\(ey)l/zd})'i‘%e(l‘F?)x
0 oo /5

: '/‘\J e/ D(e?)2 dy —/\f P (e) 2 dy|

—00 —00

SAJ eI+~ Ex (e¥) /2 — o~ 5x W (e¥)1/2| dy

< AJ 1+ 98e=55 (e¥) 12 _ C12 gy
_ 221:6/\ _317(/\)
< e BHF I sup |e_[%’3’CI)(el’)l/2 -Ccl?2l—o

== -31(1)

when #(A) — oo sufficiently slowly as A — oo. O

We are now with the result from Lemma 3.14 in a position to prove our main
result. The proof is split into two parts: Part 1 which formalizes more or less
the discussion in Subsection 3.2, and Part 2 which takes care of a technical
issue of bounding certain normalized regular solutions near the origin.

Proof of Theorem 2.4.

Part 1: Assume that x,, — oo and (12) as n — oo and consider also the numbers
A, = K;(2+ﬁ)/2 — oco. We know from Proposition 3.3 that constructing ¢, /’s
with the properties described here is all we need to do in order to prove the
theorem. We take as our candidates for these functions ¢, := Cnéﬁ;n’g where
ﬁ}g(x) := VxZ)¢(Ink +Inx) and ¢, = 0 are constants to be determined below.
It is not difficult to realize that ¢, ¢ — ¢, & fi, ¢ € D(Hy, ¢min) € D(Hy, ¢) since
these functions are in C?(IR, ) and have compact support in R,. Consequently,
Lemma 3.6 tells us that ¢, , € D(H,, ¢), and moreover that

Hy ePue(x)=0 for x<e M (36)

since ¢, ¢ = ¢, fi, ¢ on this interval. We now proceed to verify the two conver-
gences in the statement in Proposition 3.3 for our choice of ¢, /’s.
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For the first convergence we take a closer look at the g, ,’s on the inter-

vals (- 222” —21(A,),00). As they solve the equations ng/’\’mg(x) =[(£+1/2)% -

/\%Cooe(“ﬁ)x]g,\wg(x) here and are real-valued, they must be on the form

1 _2C2) 2w —2CY20, 2
o - — . 4 0 "Bz X i . + — Rz ¥
&,,0(x) - [COSGn,e fgﬁ_/;( 2+p ¢ )+Sm6”f Yzzﬁ—,gl( 2+ ¢ )]

for some numbers 0, , which are fixed modulo 27t and some real ¢, # 0. These
are the c,,’s we use to define our ¢,, /’s. In particular this means that

P =E(cosO,¢Fpc c+sinb,¢Gpc, ) (37)

on (e~214n), 00). Thus, it will prove the first convergence in the statement® of
Proposition 3.3 if we manage to show that
2+ 1) 26+ 1)m

T
0,0 — 0— 1100 172 —52195 (mod 1) as n— oo (38)

and
for each € € Ny, ¢,, ¢ tends uniformly towards 0 on (0, e~ 210, (39)

For the former we notice that on (e~21n), e~"1(4n)) we have on the one hand, by
(37) and the asymptotics of the Bessel-functions (cf. [1] p.364),

2CY2 2 (2041
X‘3/4(j)n,g(X) o COS(Gn’g + 5 +°°/3 X2 + % + g) +0—00(1)

uniformly on the interval. On the other hand, by the definition of ¢, , and
Lemma 3.14 we have, also uniformly,

* 2C2 2p (2041
Xﬁ/4(l)n'g(x)OCCOS(J (I),gzdy+ © T_u_f)+on_m(1)
0

2+p i1+2a 4
2C2 2pg  (20+1)m T
o cos(0 + 21t e 1) ol

2+ . . _ _
and, as x "2 ranges over arbitrarily large values for x € (e 21(An) o ’7(’\'1)), we

conclude that

20+1)mr = 20+1)r =

RS et AN B e A
4+28 4 4+2a 4

modulo 7t from which (38) follows. The property (39) is proved below in Part
2 of the proof.

In order to verify the second convergence in the statement of Proposition
3.3 notice that this amounts to proving

Gn’g +

j Hy, @ — Hoo,0,(£(cos O¢Fg ¢ ¢ +5in0,Gp o)) dx — 0
0

9By possibly multiplying some of the ¢n,¢’s by —1. This does not affect the remaining part of
the proof.
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as 1 — oo. On (0,e737(n)) and (2, o0) the integrand is 0 by (36) and the defini-
tion of £ so we need not worry about these parts of R,. Further, on (1,2) we
get by (38) uniform convergence of (cos6,,¢Fg c_ ¢ —sin Qn'gG/g’Coo’g)(p) towards
(cosO¢Fg c. ¢ —sin GgG/;,ng)(p) for p =0,1,2, and - together with the uniform
convergence of @, towards @, on this interval - this rather straightforwardly
takes care of the L?-convergence here. We are thus left with the task of esti-
mating

1
J 3na )lHK,,,f(Pn,f - Hoo,€,9€(E(COS QgFﬁXng +sin QZG[)’,COO,Z))lz dx
e M\ An

1 1
_ j [He el dx < f 1l 10, - @ dx
e

=3n(An e=31(An
(o0] (o0]
-2
< | - @uPar= [ (- Cuten P dx
3_3'7(/\1’1) 3_3'7(/\11)

= K;2,3—1 J |D(x) — CouxP|? dx
K, e=31(An)

S [T et -coPa
Kne*3fl(/\n)
< e—3(2ﬂ+1)’7(/\n) sup |X_ﬁcD(x) - Cool2 —0
xZK”e—?ﬂ](/\n)

as long as #(A,) — oo sufficiently slowly as n — co, where we have used (39)
along the way. This proves the second convergence in the statement in Propo-
sition 3.3 and thus proves the main theorem — up to proving the property (39).

Part 2: We now focus on proving (39). Firstly note that for x < e=21*) we
have

1/2 Inky+lnx

B0 (%) = Cfre, 0(X) = uVXZo(Incy +1nx) = ¢, %e 7 gy o(Inic, +1Inx)

I/Zex/2§

so that proving (39) actually amounts to arguing that c,x;, 1,,0(x) con-

verges uniformly towards 0 on (—co,Inx, —2#(A,)) = (—oo, _zzlfﬁ’\” —-2n(A,)). We

denote this property by (39)".

Now in order to prove (39)" we observe that on (—2;12” — 217(/\,1),—2;173\” —

1(Ay)), by the definition of ¢, and the asymptotics of the Bessel functions,

2+

_ 2C20, 25 (20+ 1) m
Y26 0 (0 = cos{ 0, + 2o e e B

S i)t

up to a constant independent of n. Since e  * = ¢/2W, (¢¥)!/4 on this interval

2+ X .
(where, as usual, A,,e2 * ranges over arbitrarily large values), (34) tells us that

X
ey 2672 ()13, 0(0) = cos(Af e, ()72 dy -+ 0(n,0))+ 0, ol

—00
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up to a constant independent of n for some sequence {0(n,¢)};", of constants

1 =21
S+ (Ay), 5 = (A,)- In

everything uniformly on the (larger) interval (
particular, on this larger interval,

- — — 4 &y
|Cn|K 1/2 x/2|g ( )|5Kn1/2/\n1/2\y/\n(ex) 1/4$K5/ ~max{e 4x’e

where ”<” means less than up to a constant independent of n, and

a __F <0.
20+4 28+4

V=

Thus, we need now only to prove (39)" on the remaining part of the interval,

i.e. on (—oo, _ZzTa/\” +1(Ay))-

For this we need some refined knowledge about the constant c,,. To obtain
this we note that on this interval ) , =g, ,and focus our attention on the in-

terval (— —2ln /\“ n(An), 221:;\” +21(A,)) for the moment. Here, we have basically
just argued that

1/2 -1/2 x/2 x\1/4 1~ -1/24-1/2 /4
lealicn 26 gy o(x)] S lealicy 2620 () V4G, (0] < 120512 = 1

2€+1
but on the other hand (30) and (31) show that the function A;; Fatl, 24 g, e(x)l
does not converge towards 0 on this interval. We can thus conclude that we

4 2€+1 1
have |cn|1<n < KE/ A 2ea , and consequently that

1/2 ,x/2
el 2% gy, o ()

4 20+1 4
<BPAFT kAT T g () <y ()]

~

(40)

uniformly on all of (—co, % +1(A,)) where h) . is as in the proof of Lemma

3.12. Here, the first term on the right hand side is (cf. (29))

Kﬁ/4e_%xc(€,a, CO)/\}/zehTax J2e1 (41)

2+a

1/2
(ZCO /\ne%—Tax)

+ o

which we claim tends uniformly towards 0 on (—oo, 22lnd, 1(Ay,)). Indeed,

2+a
to realize that this is the case on (_22&1&/\”, _2213&/\” +17(A,)) we can use the facts
p/4

that ), e ¥ < max{A}, xh pra } — 0 here and that y — /], (y) is uniformly

bounded on R, for v > 0. On (—oo, _Zzlfa/\”) we see that the expression inside
the Bessel function is bounded and hence so is the Bessel function part of (41).
Noticing that ©PAAY? = ;12 5 0 it follows easily that all of (41) tends to-

wards 0 uniformly here as well. Finally, we claim that also the last term on

the right hand side in (40) tends uniformly towards 0 on (—co, _Zzlfa’\" +1(Ay)).
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On (_22210:\” , _222]0:\“ +1(A,;)) we can as before use the fact that P4~ 5% - 0 uni-
—2In},

formly and (31) to realize that this is the case here. On (-co, ) we need
some calculations using the notation from the proof of Lemma 3.12: It is an
easy check that here Q, and GAH (and hence D, ) are uniformly bounded as
functions of x and n. Thus, we get — similarly to in the proof of Lemma 3.12 —
the inequalities

Jq 211 ) /4 2l 1 1
ﬁ 25t g/ 181, (x) = by o(x)| S Kﬁ 25 2 (C+1)x

B, 2041 , 1 20+2

2p+47 2+a 27 2ta

<Ay =1l —0
here. Combining these uniform convergences with the bound (40) we have
managed to prove (39)’, finishing the proof. O

4 A negative result

We argue in this section that one cannot generally strengthen the convergence
of the operators in the ”if”-part of the result in Theorem 2.5 to be in the norm
resolvent sense. Recall that norm resolvent convergence of a sequence {A,}7”
of self-adjoint operators towards A simply means norm convergence of the re-
solvent operators (A, —i)~! — (A —i)7! or, equivalently, that h(A,) — h(A) in
norm for any continuous function / on IR that tends towards 0 at +oo.

More precisely, we will prove that the conditions Z,, — oo and (13) are not
sufficient to conclude that Hgf is convergent in this stronger sense. For this we
use the natural notational convention of adding "TF” to any of the operators in
Section 2 to indicate that it is defined by the Thomas-Fermi potential @, (or

®LF). Firstly, we need some intermediate results.
Lemma 4.1 Consider the set-up from Section 2. Then the following is true:

a) For each u <0 and € € N there exists a 6(¢, u) € [0,7) so that y is an eigen-

TF
value for Hw,g’e(&w

b) IFHF — HOTOF{QZ}OO in the strong resolvent sense as n — oo for some sequences
n ’ =1

TF TF .
{Zuley € Ry and {002 ) € [0,70) then also HZn,Z — Hoo,e,eg in the strong
resolvent sense as n — oo for all £ € N,

c) There exist sequences {Z¢};> | € N and {p,};? | € (—00,0) so that p, € a(Hg{,)
foreach € =1,2,3,... and so that Z, — co and p; — —1 as { — oo.

Proof. a) For this part we claim that it suffices to find a real-valued solution
f € L*(R,) to the equation

e+ [ ST ] ) = uf o (42)

x2
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To see this we recall the fundamental structure of the extensions of HOTOFg min
which relies on the fact that we are (cf. Section 2) in the limit circle case. For
the details see Appendix A in [3]. One has

{p € LA(Ry)| =" +[€(C+ 1)x 2 = DL | € L*(R,)} = D(HL, 1)) w3

= D(H;rj&min) OCEfi®CEfy

with f; and f, two linearly independent solutions to the equation f” = [¢({ +
1)x~2 - ®F]f. We observe that clearly a solution f € L?(IR,) to (42) will be in

the domain (43), and consequently it must be in D(H ¥ ) D CE}F for some

co,{, min
real-valued!? solution f to f” = [€(€ + 1)x 2 = ®1F]f. But any domain on this
form is the domain of one of the self-adjoint extensions HEOFZ 0, of HOToFg min from

Section 2. Thus, the assertion follows from (42).
Now to find a real-valued f € L?(IR,) solving (42) we apply Proposition 3.4
with L = y/=pi and W(x) = £(€ + 1)x2 - ®LF(~x) to get a solution g to

R BT )
with e‘ﬁxg(x) — 1 as x — —oo. Considering f(x) := g(—x) we get in this way
a real-valued solution to (42) satisfying f € L?((1,0)). Moreover, it is a general
consequence (cf. [15] Theorem X.6) of being in the limit circle case that all
solutions f to (42) for any p € C are L? near the origin, say on (0,1). Hence, we
have found the desired f.

b) This is simply an exercise in digesting the definitions of the operators in

Section 2. It is easily verified that
(Hy o +i)'o®Y) = (Hy +i) (¢®Y))

for any ¢ € L?(R,), and similarly for the operators defining infinite atoms.

Consequently, if Hgf — H;F{e oo 1IN the strong resolvent sense (and since we

Oe=1
have chosen the spherical harmonics to be normalized in L?(5?)),

I(HyE p+i) " = (Ho o, + 1) 0
77TE | \- 0\ _ (77TF . 0
= ||(Hzn +1) 1(¢®Yg )_(Hoo,{eg}gio +1) 1(¢®Ye )[—0
as n — oo for any ¢ € L%(IR, ). This proves the claimed strong resolvent conver-
gence.

c) We will now combine the results from (a) and (b), and will prove by
induction that there exist natural numbers Z; < Z, < Z3 < --- so that

there exists yy € U(Hgig) so that [, +1]|< ¢! (44)

10The fact that fmust be real-valued relies crucially on the facts that f itself is real-valued and
that the operator commutes with complex conjugation.
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for all €. To this end we fix ¢ and show that we can have (44) for arbitrarily
large Z;’s.
Choose 60, so that
{m m
b —+—=0((,-1 4
6€+2+4 0(¢,-1) (45)

modulo 7t where 6(¢,-1) is the number from (a). Then choose Z,, to be the
number from the right-hand side of (14) with 6 = 6, for each n = 1,2,... so
that in particular Z,,, — oo as n — co. From Theorem 2.5 we learn that then

TF TF . - 0 :
HZM — Hm’{em}fn(,:0 in the strong resolvent sense as n — co with {0,,}"_, defined
by

, mm T

Qm = 9€ + T + Z
Thus, by (b) and (45), ngp,n,f — HOTOI}’Q(&_U in the strong resolvent sense as
n — oo. Moreover, since —1 € U(HoTjg,e(z,_n)' we find by the general concept

of spectral exclusion under strong resolvent convergence (cf. [14] Theorem
VIIL.24) that there are numbers p;, € G(Hg /) S Rsothat yp, »> -1 asn—

co. Now choosing n, sufficiently large we can achieve both Z,, > Z,_; and
|pem, +11 < ¢!, and by setting Z, := Z¢n, and pe := pg,, we complete the
proof. O

Lemma 4.2 Let {Z,};2, and {puc};. | be sequences as in Lemma 4.1(c). For each

¢ =1,2,3,... the number p, is an eigenvalue of ﬁg, and there exists a non-zero
eigenvector

¢¢ € D(Hy ) N[L*(R,)®@span Y] =: D(H; )NV,

so that H};(pg = pedy.

Proof. We recall firstly that since H}f is the closure of —A — @g on C80(1R3)
by Proposition 2.3(a) and CI)};F € L?(R%) it is a standard consequence of Weyl’s
Theorem that oess(ﬁg) = oess(HgéF) = [0, o).

Fix €. As py € G(H}ig) there exists a sequence {1y}, C D(Hg;e) so that
1ell = 1 and [|HEF ;e — prepe,nll — 0 as 1 — co. Letting
n=

{benlies = {¢en®YS}  CD(H)! ) @spanY) C D(H}H) NV,

we find straightforwardly that [ ¢, || = 1 (since we take || Yg0 |=1)and

1Hy, o= pedenll = 1HY ;ben = peenll — 0 (46)

as n — oco. By taking a subsequence (still denoted {¢,};~,) we can assume
that the ¢ ,,’s converge towards some ¢, weakly in L*(R,)®span YZO as n — oo.
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Now this ¢, cannot be 0 as then we would have y, € aess(ﬁg) N (—o0,0) = 0.
Moreover, this weak convergence together with (46) yields

(b, Hz; ¢) = im (e, Hy ¢ ) = i (Hy g, ) = (e, d)

for any ¢ € D(ﬁggF) proving ¢, € D((ﬁg)*) = D(H}f) and ﬁg¢€ = pepe. This
finishes the proof. O

Consider now the sequences {Z,},?, and {¢,};2, from Lemmas 4.1(c) and 4.2
respectively. As in the proof of Lemma 3.2 we take a subsequence {Z,, |}, of
{Ze}p2, so that Z; — oo and (13) as k — co for some 6. We claim that {H}Z [
is an example of a sequence of Thomas-Fermi atoms which converges in the
strong resolvent sense — this follows directly from Theorem 2.5 — but not in
the norm resolvent sense.

To prove the last part of this statement we choose natural numbers p; <
pa <p3<---so that

€pk (€pk +1)

2 >0,  (47)

TF : : r71F
- CDZek (x)>0, implying Hka D(Hg;k vy, =

where the Vgpk ’s are as in Lemma 4.2. By the construction we have of course

px = k. If we let h be a smooth function with compact support in (—co,0) we

claim that H(H.F )¢, = 0. Indeed, V, is an invariant subspace for HY™ and
Zg "V py Pk Zg,

hence also for Hgf , and since q)gpk € Vgpk this assertion follows from (47) and
k
the abstract functional calculus. As additionally h(HFngF )(ngk = h( pe,, )(ngk we
Pk

can choose / to be 1 on a neighbourhood around -1 and obtain
I be,, | = 11EZ; Ve, =hEZ e, || <, |-z )= hiHZ )|

for sufficiently large k where the last norm is the usual operator norm. This
proves that {Hg }i, simply cannot be convergent in the norm resolvent sense.
k=
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Chapter 3

Paper: Convergence of operators
with deficiency indices (k, k) and of
their self-adjoint extensions

This chapter contains the paper [Bje23] by the author. It
is a result of asking some natural abstract questions con-
cerning conditions for strong resolvent convergence that
arose during the study of large atoms presented in Chapter
2. The paper is included in its entirety in the form publicly
available at” https://arxiv.org/abs/2306.02745v2 — that is,
including title page, abstract and bibliography. It is not the
published version (Version of Record) which can be found at
https://doi.org/10.1007/500023-023-01397-9. To mark its
independence from the rest of the thesis it has its own page
numbering (at the bottom of pages), but it can be located
within the thesis by the colour m at the top of pages.

?Any deviations from the version on arXiv.org is solely due to using
different compiling tools.

57



Convergence of operators with deficiency indices
(k, k) and of their self-adjoint extensions

August Bjerg'

Department of Mathematical Sciences, University of Copenhagen,
Universitetsparken 5, DK-2100 Copenhagen @, Denmark

Abstract: We consider an abstract sequence {A,};”; of closed symmetric operators
on a separable Hilbert space H. It is assumed that all A,’s have equal deficiency

indices (k, k) and thus self-adjoint extensions {B,};~, exist and are parametrized by

partial isometries {U,,}7”; on H according to von Neumann’s extension theory. Under
two different convergence assumptions on the A,’s we give the precise connection

between strong resolvent convergence of the B,’s and strong convergence of the U,,’s.

1 Introduction

We investigate in the following the notion of strong resolvent convergence of sequences
of self-adjoint extensions of already specified (unbounded) closed symmetric operators
on a Hilbert space. For the general theory on these topics we refer to [2] VIII and [1] X
and introduce now the framework in which we will be working for the present section as
well as for Section 3 where our main results are found. In Section 2 we treat also more
general operators than considered here.

Consider a symmetric and closed operator A on an infinite dimensional separable
Hilbert space H' defined on a dense subspace D(A). The kernels Hy := Z(A* + i) are the
deficiency subspaces and the pair (dim H,,dim H_) is the deficiency indices. We assume that
the latter are equal and finite, i.e. (dimH,,dimH_) = (k, k) for some k =1, 2,... (however,
see Remark 11). This implies, cf. [1] Theorem X.2, that A has self-adjoint extensions, and
moreover any self-adjoint extension B of A is given by the rule

D(B) = {¢po+ P+ + U [Ppo € D(A), . € H,),

B(po+ ¢ +Ud.)=APpo+id,—iU.

where U: H, — H_ is a unitary map which can be extended to a partial isometry on all
of H by letting U¢ = 0 for ¢ € [H,]*. Conversely, all extensions of A of this form are
self-adjoint.

We introduce now sequences {A,}?”, and {B,};7 | of such operators. That is, the A,’s
are densely defined, symmetric and closed operators on ‘H with deficiency subspaces H
and deficiency indices (k, k) independent of n, and B, is a self-adjoint extension of A,
defined by a unitary map U,: H} — H! (which can all, once again, be considered as
partial isometries on H) as described above for each n. In this set-up we think of A, B
and U as limiting operators of the sequences of A,’s, B,’s and U,,’s respectively, and our

Taabjerg@math .ku.dk
1'We adopt the convention that the inner product on H is linear in the second entry

1
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main goal will be to examine the interplay between the convergence of these sequences.
A very natural question is for example whether we can obtain results along the lines of

"Suppose A,, — A. Then B,, — B if and only if U, — U.” (1)

Of course one needs here to specify which notions of convergences we involve in this
statement for it to be mathematically interesting. For the purposes of this note we fo-
cus on strong convergence of operators on Hilbert spaces. Hence, U, — U should be
understood as usual strong convergence of bounded operators and B,, — B as strong re-
solvent convergence of self-adjoint unbounded operators, i.e. as strong convergence of
(B, +i)”! towards (B+i)~! — for an introduction to the topic and an explanation why this
is in some sense the only "right" way of extending the concept of strong convergence to
self-adjoint unbounded operators, see [2] VIIL.7. For the A,’s, however, we cannot use
this generalized version of strong convergence since these are not self-adjoint.

This issue will be addressed in Section 2. Once this theoretical framework is in place,
we will gradually progress towards presenting statements of the form (1) in Corollaries
14 and 15. Finally, an exposition on the optimality of these results — in particular of the
latter — is included for completeness.

Example 1. As a final note before diving into technical details we mention the structure
of a class of motivational examples that illuminates why we even care to search for results
like (1).

Consider a sequence {Zn}‘:’:l of explicitly given symmetric differential operators on
an open subset Q of R defined on D(Zn) = C2(Q). Now the usual way to realize A, asa
self-adjoint operator on L?(Q) = H is the following: Let A, be the closure of A, for each
n and if this is not already self-adjoint extend it by the above procedure to some self-
adjoint operator B,,. Here we have an example where the sequence {A,};7, is concretely
described and not often subject to change. It describes not only how the A,’s but also
(through the Aj},’s) how the B,,’s act on their domain, and often it will not be to difficult to
prove that A,, — A for some A in an appropriate sense. We suppose that this convergence
has been established. Moreover, natural examples of sequences of this form will in most
cases satisfy the crucial property that all the operators have the same deficiency indices.
The deficiency subspaces will be parts of solutions spaces of differential equations and
usually the U,’s will be simple maps between such spaces. Hence, in this case, strong
convergence of the U,’s is a property which is a lot easier to handle than the full strong
resolvent convergence of the B,,’s.

Now one can envision a couple of situations: If a sequence of B,,’s is known, (1) could
help us determine a self-adjoint extension B of A so that B,, — B in the strong resolvent
sense. One needs only to find the strong limit of the U,’s (if this exists) and use this to
extend A. If the strong limit of the U,,’s does not exists then the result will conversely tell
us that the B,’s do not converge towards any self-adjoint extension of A. On the other
hand it could be that B was a fixed self-adjoint extension of A and the result could in
the same manner be used to find a sequence of B,,’s which extends the A,’s and converge
towards B in the strong resolvent sense — or whether such sequence exists at all. A

2
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2 Strong graph convergence and convergence of graph
projections

Now some candidates for types of convergences for the A,’s in (1) are treated. Along

the way we introduce the machinery needed for both formulating and proving our main

results. Firstly we need to introduce a particular notion of convergence of subspaces of a
Hilbert space.

Definition 2. Let {V,} | be a sequence of subspaces of a Hilbert space H. The subspace

x, € V, for each n so that x,, > xas n — oo

Voo:z{er

There exists a sequence {x,};>; € H with }
is called the strong limit of {V,}}7, and we write V,, — V, strongly.

One should not be misled by the fact that we call this type of convergence "strong". We
note that any sequence of subspaces has a limit in the above sense (although it might be
the trivial 0-subspace), and hence this way of converging cannot be a particularly strong
one. The word "strong" merely refers to the fact that {x,};>, should converge towards x
strongly, i.e. with respect to the Hilbert space norm.

Another notion of convergence of sequences of closed subspaces of a Hilbert space
is that of the orthogonal projections onto these converging strongly towards the orthog-
onal projection onto a limiting subspace. In fact, this is generally a stronger notion of
convergence of subspaces than the above "strong" convergence.

Lemma 3. Let {V,,}7” | be a sequence of closed subspaces of a Hilbert space H and denote

the orthogonal projections onto these by {P,};” ;. Denote similarly by P the orthogonal
projection onto another subspace V C H.

(a) V is contained in the strong limit of {V,,}” | if and only if P,x — x = Pxforallxe V.

(b) If P, — P strongly then V is the strong limit of {V,,}*°

n=1"

Proof. (a): Assume on the one hand that V is contained in the strong limit of {V,}}" .

Then, for any x € V, there exists a sequence {x,};; C ‘H with x,, € V,, for all n so that
x, — x. Hence, ||P,x — x|| < ||x,, — x|]| — 0 as needed. The other implication is clear if one
considers the sequence {P,x};>, for each x€ V.

(b): Assume P, — P strongly and denote by V,, the strong limit of {V,}}7 . By (a) we
need only to argue that V, C V or equivalently V+ C V5. However, if y € V+ then for

any x € V,, we can choose a sequence {x,},”, € H as for the x in (a) and obtain
(¥, x) = lim (1 -P,)p,x,) =0

proving y € V5 as needed. O
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Remark 4. While Lemma 3(b) shows that convergence of projections is a stronger type
of convergence than "strong" convergence in the sense of Definition 2, the following ex-
ample shows that it is actually strictly stronger — a fact which will be important later
on.

Consider a sequence {V,}52 ;| of subspaces of a Hilbert space H of the form V,, = [Cx,, |+
where x,, € H is of unit length and denote by V,, the strong limit of this sequence.
Suppose that x,, = x; is fixed for n odd and x, = vy, for n even where {y,}7; is a se-
quence which is weekly convergent towards 0. Now x, ¢ V,, since for n odd we have
dist(V,,, xq) = 1. If, however, x € [Cxq]* then we can consider the sequence z, which is
x € V,, for nodd and x—(y,,, x)y,, € V,, for n even. As (y,, x) — 0 we see that z, — x proving
x € V. We conclude that V, = [Cxg]*.

On the the other hand the orthogonal projections P, onto the V,’s do not converge
strongly at all. In particular P,x( is 0 for n odd and xg — (v,,, X0)v,, — x( for n even. [ |

Letting operators once again enter the picture we can now easily define a notion of con-
vergence of any sequence of operators on a Hilbert space: The strong graph convergence
which is also treated in [2] VIIL.7.

Definition 5. Let {A,}7”, be any sequence of operators on a fixed Hilbert space H. If
the graphs Gr(A,) converge strongly towards the graph Gr(A) of some operator A on H
as subspaces of H @ H then we say that A is the strong graph limit of the A,’s and write
A =str.gr.limA,.

Let us return to the case of a sequence of densely defined and closed operators {A,}
for the remaining part of the section and fix once and for all the following convenient
notation: By [, we mean the strong limit of {Gr(A,)};7; and by I the strong limit of
{Gr(A})};~,. Note that (¢, ) € I, if and only if there exists a sequence {¢,};”; C 'H such
that both ¢, = ¢ and A,,¢,, — ¥, and we have the similar characterization of I';,. We can
now present some basic properties of these subspaces.

Lemma 6. Let {A,}}”, be a sequence of densely defined and closed operators and let A
be an operator with the same properties as the A,,’s.

(a) If Gr(A) C [, then I} € Gr(A").
(b) If Gr(A) C I, and Gr(A*) CI7 then Gr(A) =TI, and Gr(A*) =17,

(c) If moreover the A,’s are symmetric and A is self-adjoint then A = str.gr.limA,, if
and only if Gr(A) CI,,.

Proof. (a): Take (¢,1) € I}, arbitrary and a corresponding sequence {¢,})>, with ¢, €

n=1
D(A;}) so that ¢, — ¢ and A}, ¢, — . Now for any 1 € D(A) there exists a sequence

(ko) with 1, € D(A,)) so that 5, — 1 and A,n,, — An. Using these sequences we see
that

(¢, An) = 7}1_{1'010<¢wAn77n> = ,}I_,HJO<A;¢”’ M) =P, 1)

4
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proving that ¢ € D(A*) and A*¢ = 1 as needed.

(b): This is a simple application of (a) and the fact that T = T for any closed operator
T.

(c): We need only to prove that Gr(A) C [, implies I, € Gr(A). This is seen by the
inclusions I, C I} (by symmetry of the A,’s) and I}, € Gr(A*) = Gr(A) (by (a) and self-
adjointness of A). O

The connection to convergence of the projections onto the graphs of the A,,’s is now given
in the below proposition. It tells us that the difference between strong graph convergence
and strong convergence of the sequence of graph projections is measured by the absence
of strong graph convergence of the sequence of adjoint operators.

Proposition 7. Let {A,}} , be a sequence of densely defined and closed operators and let
A be an operator with the same properties as the A,,’s. Denote by P, and P the orthogonal
projections in H @ H onto Gr(A,) and Gr(A) respectively. Then P, — P strongly if and
only if both Gr(A) = I, and Gr(A*) = I}, (or equivalently if and only if both Gr(A) C I},
and Gr(A*) C I3, cf. Lemma 6(b) ).

Proof. We will use the standard fact, see for example [4] Theorem 12.5, that
HeH=Gr(T)®eWGr(TY) (2)

for any densely defined and closed operator T on H where the sum is orthogonal and W
is the unitary map (¢, ) — (-, ¢).

Now if P, — P strongly then Gr(A) = I, by Lemma 3(b). Also, 1 - P, — 1 — P strongly
so that similarly W Gr(4;,) — W Gr(A”) strongly by the decomposition (2). It is an easy
exercise to check that this is equivalent to Gr(A*) = I},.

If, on the other hand, Gr(A) = [, and Gr(A*) = I}, then also W Gr(A4}) — W Gr(A")
strongly. Using this we get by Lemma 3(a) that P,,x — Px for any x € Gr(A) and, by using
additionally (2), (1-P,)y — (1 -P)y for any y € W Gr(A”). Combining these convergences
and (2) we conclude that P,z — Pz for any ze H® H. |

To conclude this technical section we include a result on strong resolvent convergence of
self-adjoint operators together with some observations. This result is well established, cf.
[5] Lemma 28 (and [2] Theorem VIII.26 for a partial result). In the formulation below [5]
states and proves the equivalence of (i), (ii) and (iv) and [2] that of (i) and (ii). Meanwhile,
both proofs are sufficient to include also (iii) to these lists.
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Theorem 8. Let {B,}; be a sequence of self-adjoint operators on a Hilbert space H and
B another self-adjoint operator on H. Let further Q, and Q be the orthogonal projections
onto Gr(B,,) and Gr(B) respectively and denote by I'2 the strong limit of {Gr(B,)};~;- The
following statements are equivalent:

(i) B, — Bin the strong resolvent sense,
(ii) B =str.gr.limB, (i.e. Gr(B) =T2),
(iii) Gr(B)C I3,

(iv) Q, — Q strongly.

Proof. When using the self-adjointness of the operators, the equivalence between (ii) and
(iii) is Lemma 6(c) and the equivalence between (ii) and (iv) is Proposition 7.

Suppose B, — B in the strong resolvent sense and let ¢p € D(B) be arbitrary. By self-
adjointness the relation i = (B, +i)¢, = (B+1)¢ defines besides the ) € H also for each n
a ¢, € D(B,). Moreover,

(s Bupn) — (0, BON? = llpy — GII* +11Bpr = BOI? =l — PII* +1licp —ip, I
=2||(B,+i) ' - (B+i) P> — 0

which proves that (i) implies (iii).

Suppose finally that Gr(B) C T2 and let ¢ € H be arbitrary. Since H = R(B+i) we have
Y = (B+1)¢ for some ¢ € D(B) and by the assumption there exists a sequence {¢,}>, CH
so that (¢, B,$,) — (¢, B$). Hence,

[(By+i) ' =(B+i) = (B,+i)  [(B+i)p—(B,+i)p,] -+ P, —0

where we use the fact that ||(B,, +i)7!|| < 1 for all n. This proves that (iii) implies (i) and
thus the full theorem. O

We observe that though (ii)-(iv) in Theorem 8 are equivalent for sequences of self-adjoint
operators, Proposition 7 tells us that (iii) follows from (ii) and (iv) respectively even when
assuming only that the B,’s and B are densely defined and closed. Moreover, (iii) is a
consequence of pointwise convergence on a common core of the sequence and is thus
easy to verify for for example differential operators, see Proposition 17 and Example 18.
Thus, the first question we examine in Section 3 below will be the following: If we in
the set-up from Section 1 impose the condition (iii) on the sequence {A,}>;, what more
do we need in order for it to hold for the sequence {B,};’; of extensions (thus yielding
strong resolvent convergence)?

3 Main results

From the previous section we obtain two candidates for convergence type to impose on
the A,’s in (1): Strong graph convergence and strong convergence of graph projections.

6
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That these are actually both natural choices is illuminated by Theorem 8 which states
that for sequences of self-adjoint operators each of them is equivalent to strong resolvent
convergence — exactly the convergence type we seek! Throughout this section we use
the following conventions: Let {A,}7>,, {B,};~1, {Un};=;, A, Band U be as in the begin-
ning of Section 1. Let [, be the strong limit of {Gr(A,)};>, and I}, the strong limit of
{Gr(A},)};2,. Denote by P, and P the orthogonal projections in H & H onto Gr(4,) and
Gr(A) respectively.

The answer to the question closing Section 2 is straightforward and given below in
Corollary 9, and in applications it can be useful even in this raw form.

Corollary 9 (to Theorem 8). Consider operators A,, A, B, and B as described in Sec-
tion 1 and suppose Gr(A) C [,. If moreover for every pair (or, equivalently, for k lin-
early independent pairs) (¢, B¢) from the orthogonal complement of Gr(A) inside the
Hilbert space Gr(B) there exists a sequence {¢,},”, € H so that ¢, € D(B,,) for all n and
(¢, Byp,) = (¢, Bop) then B, — B in the strong resolvent sense.

Proof. Denoting the strong limit of {Gr(B,)}°>, by I' it is basically the assumption above
that the orthogonal complement of Gr(A) inside Gr(B) is contained in I’. Moreover,
Gr(A) C T, C I8 since all the B,’s are extensions of the A,’s. This concludes the proof.

For the fact that it suffices to consider k linearly independent pairs, see the first couple
of lines of the proof of Theorem 12. O

For the remaining part of this section we formulate and prove results like (1) with the
different notions of convergence of the A,’s introduced above. For this it will be essential
to have at our disposal the following characterization of strong convergence of the U,,’s
defining the self-adjoint extensions of the A,’s.

Lemma 10. Consider the U,’s and the U described in Section 1. We have U, — U
strongly if and only if the following statement is true:

For each ¢, € H,there exists a sequence {¢!};~; C H so that

@ € 1 for all n and (9, Und) — (b, Uh,). ©)

Note that the condition (3) actually says that the strong limit of the graphs of the U,,’s
considered as operators only on H’} contains the corresponding graph of U.

Proof (of Lemma 10). Observe firstly that if ¢, — 1 then the inequalities
”Unlzbn - Ul;b” < “11[’11 - l;b” + ”Un4’ - Ul,b” < 2“¢n - IP” + ”Unlzbn - Ull)”

show that
U,p, - Uy ifandonlyif U, — Ui. (4)

For each n denote by P, the orthogonal projection onto H! and by P the orthogonal
projection onto H,. Assume U, — U strongly. Then, for any ¢, € H, and i € H, we have

(Putp+, ) = UpUnprs ) = (Un@, Un) — (U, Up) = (P, ) = (¢, 1)

7
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so that P,¢p, — ¢, weakly in H. As further

llp+]l < liminfliP, ¢ .|| < limsupl|P, [ <.l

n—-oo

by lower semi-continuity of the norm it is apparent that additionally ||P,¢ .|| — ||¢|| and
consequently P,¢, — ¢, with respect to the Hilbert space norm. We claim that letting
(e, =P}, for each ¢, € H, verifies (3). Indeed, since then ¢! — ¢, the strong
convergence U, — U and (4) yield the desired conclusion.

Suppose now that (3) is satisfied. For any ¢, € H, we can choose the sequence from
this condition and (4) implies that U,¢p, — U¢,. For proving convergence of U, for
P € [H,]* fix such i and consider an orthonormal basis {¢, 1,..., ¢, x} of H,. By (3)
there exist sequences {¢} 1 };7,,... {P} (};2 € H with ¢ , € HY for allmand € =1,...,k

and ¢} , — ¢, ¢ for all £. Now by applymg the Gram-Schmidt process to {¢Y ..., ¢+,k}

for each n we obtain new sequences (P+1 RPN | Zk}‘x’ C 'H with {qﬁH, ,<P+k} an

n=1 =
orthonormal basis of HY} for sufficiently large n. Induction in ¢ shows that also ¢" , —

¢, ¢ for all £. Consequently,

k
(M s =) (Gh, 0L, —
=1
and, since U, ¢, = 0 = U for large n, a final application of (4) proves that U,y —» Uy. O

Remark 11. Lemma 10 is actually the main reason why we assume that the deficiency
indices of the A,’s are finite, since then we can simply restate the condition (3) as strong
convergence of the U,’s — which is exactly the kind of formulation we seek. If one, in the
case of infinite deficiency indices, replaces "U,, — U strongly" with (3) then the remain-
ing results of this note in Theorem 12 and Corollaries 14 and 15 indeed remain valid.
One can realize that these conditions are truly different in the infinite case by taking the
U,’s and the U to be projections and recalling the content of Remark 4. |

While this description of strong convergence of the U,’s not at first sight simplifies
things, the fact that it is so closely related to the definition of strong graph convergence
will help us apply our theory from Section 2 via Theorem 8. With this, we are now in a
position to state and prove the main theoretical statement of this note.

Theorem 12. Let {A,}},, {B,};=1, {Un}ye1, A, Band U be as in the beginning of Section

1. Let [, be the strong limit of {Gr(A,)};>,, and denote by P, and P the orthogonal
projections in H @ H onto Gr(A,) and Gr(A) respectively. Then the following holds:

(a) If Gr(A) €I, and U, — U strongly then B, — B in the strong resolvent sense and
P, — P strongly.

(b) If B,, — B in the strong resolvent sense and P, — P strongly then U, — U strongly.
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Proof. (a): Recall that, cf. [1] X.1,
Gr(B) =Gr(A)®{(¢p+ + Uy i, —iU,) [ p € Hy),

where the sum is orthogonal, from which the k-dimensional orthogonal complement of
Gr(A) in Gr(B) is apparent. Applying Lemma 10 we can for any ¢, € H, find {¢}};2, CH
so that ¢ € H! for all n and

(4 + Undl,i¢l —iUndY) — (P + Uy, ip, —iU ).
Hence, Corollary 9 implies B,, — B in the strong resolvent sense. Likewise we have also

(cf. [1] X.1)
Gr(A") =Gr(A)o{(¢, i) | pr e H}@{(Udy,—iUPL) | py € Hy}

and a similar application of Lemma 10 tells us that Gr(A*) C I, (the strong limit of
{Gr(A})};2;). By invoking Proposition 7 we get thus additionally P, — P strongly.

(b): We note that by Theorem 8 (and using the notation herein) we have Q, — Q
strongly, and consequently Q, — P, — Q — P strongly. Now Q,, — P, is the orthogonal
projection onto the orthogonal complement of Gr(A,) inside Gr(B,,) and similarly for
Q — P. But we have just seen in the proof of (a) that these are exactly

(L +Unglipi —iUypY) | P e HY} and (¢ + U i —iUG,) | P € Mo}

respectively. Hence, Lemma 3(b) tells us that for each ¢, € H, there exists a sequence
{p"}2, CH so that ¢ € H} for all n and

n=1 =
(¢ + Uplh i — iU, dl) — (b + U, icp, —iU ).

By taking linear combinations of the entries we see that for this sequence ¢! — ¢, and
U,¢p} — Ug,, and to wrap things up Lemma 10 yields the claimed strong convergence
of the U,,’s towards U as needed. m|

Remark 13. We present here a more transparent way of proving B,, — B in the strong
resolvent sense in Theorem 12(a) than the one presented above which in particular avoids
the use of Corollary 9 and hence of Theorem 8.

Define the subspace V :={¢, + U¢, | ¢, € H,}in H and write

H=R(B+i)=R(A+i)+R(Bly +1).

Now since we assume Gr(A) C I, the convergence of (B, +i)~! towards (B+i)~! on R(A+1i)
is proved as in (iii)=(i) in Theorem 8. Notice then that

(B+i)(, +Up,)=2ip,  and (B, +i)(¢! + Uy = 2ip"
for any ¢, € H, and ¢¥ € HY. This proves that R(B|y +i) = H,, and for each ¢, € H, we

can use Lemma 10 to find a sequence {¢}}>”; C H so that ¢! € H! for each n and

(B, +1) "y — (B+i) " ¢,
<I(By+i) s — (B +i) M+ (B, +1) LT = (B+i) bl

<10y = 21+ S0P + Uy~ (s + Upy)l — . .

9
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We can now use Theorem 12 to prove various statements of the form (1). Taking A, —
A to be in terms of strong convergence of the orthogonal projections onto the graphs,
i.e. P, — P strongly, we have also Gr(A) C I, due to Proposition 7, and thus we get a
particularly clean statement.

Corollary 14. Consider the set-up in Theorem 12 and suppose P, — P strongly. Then
B, — B in the strong resolvent sense if and only if U,, — U strongly. O

The downside of Corollary 14 is, however, that the condition P, — P strongly is often
not easy to verify in concrete cases. Another approach is to assume the convergence
of the A,’s only in the sense that Gr(A) C I[[,. We note that this is a strictly weaker
notion of convergence than strong convergence of the graph projections, so one cannot
expect the implications of this assumption to be as strong as the equivalence between
strong convergence of the B,’s and of the U,’s in Corollary 14. Another application of
Proposition 7 yields:

Corollary 15. Consider the set-up in Theorem 12 and suppose Gr(A) CI,,. Then U,, - U
strongly if and only if both B, — B in the strong resolvent sense and Gr(A*) CI.. O

An obvious question now arises: Is this the best we can do? In particular we can in the
light of Corollary 14 ask whether the condition Gr(A*) C I, in Corollary 15 is actually
needed. As a matter of fact it is by the following observations.

Remark 16. We do not in general have the result "Suppose Gr(A) C I,,. Then U, - U
strongly if and only if B,, — B in the strong resolvent sense.” as the example below shows.
Even changing Gr(A) C I, to A = str.gr.lim A, does not make the statement true. The
backbone of the example is the extension theory for a well-studied class of operators on
L?(R3) = H. This is treated in for example [3] I.1.1 to which we refer for the details.

Let {,}%, € IR® be a sequence yet to be specified and define for each n the operator

A, to be the closure of —A on CZ(IR3\{y,}). One can now find the deficiency subspaces

n " " ei\glx_ynl
= (]: , =
Hi (Pi ¢i(x) 47_[|x_yn|

where Tm Vi > 0. Moreover, if one defines a self-adjoint extension B, of A,, by the unitary
map U,: H 3 ¢!} = —¢” € H" as in Section 1 then B, = B is actually the free Laplacian
—A defined on the Sobolev space H?(R%) independently of n. Now we have the orthogonal
decomposition

Gr(B)=Gr(A,)®C(pl - ¢",idp} +ip") =:Gr(A,)®Cv,,

and consequently Gr(A,) is the orthogonal complement of Cv,, in Gr(B) for each n. Notice
now that the v,,’s depend only on the y,’s. Choosing p,, so that |y,| — oo it is not difficult
to realize that the sequences {¢}°°, converge weakly towards 0 in L?(IR%): This follows

10
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from the fact that they are translations of a fixed L?>-function. With such sequence of y,,’s
we get thus

(D), vn) = (D, §3) = (b, PT) + i, L) +ih, ¢Z) — 0

for all (¢,) e H®H, i.e. v, —» 0 weakly in H@® H and hence in Gr(B).

We observe from the above facts that by choosing a sequence of y,’s which is a fixed
Y =¥ for n odd and with {y,,};>; unbounded we can make the sequence {Gr(4,)};>, of
subspaces of the Hilbert space Gr(B) into a sequence like {V},}7°; in Remark 4. Conse-
quently, the operator A = A is the strong graph limit of the A,,’s (and of course B,, — B),
but the orthogonal projections onto the graphs Gr(A,) do not converge strongly towards
the orthogonal projection onto Gr(A), and hence Theorem 12(a) tells us that we cannot
have U, — U strongly. Alternatively this can be checked more directly by using Lemma
10. ]

We conclude by proving a simple requirement for having Gr(A) C [, thus providing a
procedure for checking the assumptions in Corollary 15. Recall that a core for a closed
operator A is a subspace of D(A) satisfying that the restriction of A to this has closure A.
We obtain now:

Proposition 17. Assume that D is a common core for A and all A,,’s. If A, — A¢ for all
¢ € D then Gr(A) C [,.

Proof. The assumption tells us that I'p := {(¢,A¢) | ¢ € D} CI,. Thus, if we argue that
I, is closed, we have also Gr(A) = Tp C I,. But closedness is a general property of any
strong limit of subspaces by the following argument:

Let {V,};., be any sequence of subspaces of a Hilbert space H and denote as usual its
strong limit by V... If we consider an arbitrary convergent sequence {x;};2, C V,, with
limit x, then we need only to find a sequence {x,};~, C H with X, € V,, for all n such that
X, — xg in order to obtain xj € V,, and hence prove that V, is closed. We now construct
such sequence. Firstly we choose for each k a sequence {xK}® | with xk € V,, for all n and
xk — x¢, and then we take natural numbers N; < N, < N3 < --- so that |[x€ — x]| < 1/k
for all n > Ny. Defining X, := x,l1 forn=1,2,...,N, - 1; %, := x% for n =N,,...,N3—1 and
generally X, := xk for n = Ni,...,Ni,1 — 1 one can check using the triangular inequality
that this is indeed a sequence with the properties we seek. O

Example 18. To make things even more concrete than requiring pointwise convergence
of the A,’s on a common core, we can ask what this means for differential operators
like those in Example 1. To simplify things let us consider a sequence of Schrodinger
operators — that is, the A,’s are the closures of —~A + ®,, defined on C(Q) C L*(Q) for
some open set Q C RY and some potentials @, (say, real-valued and continuous) on this
set. Hence, C°(Q)) is a common core for the A,’s and also for A = —A+ @ if we define this
in the same manner. Now, for any ¢ € C°(Q),

A, - API* = |D, ¢ — PPI|* = JQchDn ~ @ dx < ||qb||§of |®, - D> dx
S

upp ¢

11
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where ||-||o is the supremum norm. Now if ®, — @ in leoc(Q) then we conclude that
A, — A for all ¢ € C(Q). If, on the other hand, we assume the latter, then we see
that ®, — @ in L?(K) for any compact subset K C Q) by choosing ¢ = 1 on K, i.e. we get
®, > D in leoc(Q)' Being able to consider only local L?-convergence is often desirable if
one deals for example with potentials with singularities. A
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Chapter 4

An elementary mathematical
approach to the scattering length

4.1 Introduction

In this chapter we consider the concept of scattering lengths of a relatively large class of
potentials. In the literature on both the physical and mathematical aspects of quantum
theory it appears in many forms depending heavily on the context. Prominently, it arises
in the theory of 3-dimensional dilute Bose gases where the celebrated Lee-Huang-Yang
formula (see [LHY57]!) expresses the asymptotic ground state energy of the gas at small
densities to leading orders only in terms of the scattering length and the density — even
though the gas itself is described by the full behaviour of the potential. The standard
interpretation of the scattering length in this context is as an effective range of the potential.
It also appears in the context of scattering theory on both the mathematical and physical
side of things — but in both cases mainly due to its physical interpretation as the natural
scattering parameter, cf. [RS79] p136.

The purpose of this chapter is twofold: On the one hand, as it is explained below in
subsection 4.1.3, there are very appealing technical reasons to take a slightly different
approach to introducing the concept of scattering lengths than the two mentioned above.
This is what we do in this chapter. On the other hand, we believe that we present the
theory in a sufficiently detailed way so that a relatively deep understanding of many of
the key properties of the scattering length and its relation to other important concepts
can be motivated and obtained almost only on a mathematical basis. In other words,
we wish to detach ourselves from the physical motivation for introducing the scattering
length and instead make it an object of significant mathematical interest on its own!
As a positive side-effect, this also means that our presentation of many interesting and
important concepts of the general theory is quite self-contained.

4.1.1 First examples and intuition

Let us for a moment use the simplest possible examples to explain how we would
like to think about the scattering length of a potential V: R, — R. Consider to this
end V :=1o) and the associated equation f” = V f which we from this point call the
scattering equation. Solving this (in the distributional sense) subject to the boundary

IFor the current status of the mathematical treatment we refer the reader to [FS23] and [BCS21] and the
references herein.
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condition f(0) = 0 we obtain

| ¢-sinh(x) for x € (0,1]
fe)= ¢+ (sinh(1) — cosh(1) + cosh(1)x) for x € (1, 00)

for some constant ¢ and notice that in particular f is linear on (1,c0). It is clear that this
will generally be the case as long as the support of V lies in (0,1] and, more generally, f
will be linear from a point onwards whenever V has compact support?. That is, f(x) =
a(V)+ B(V)x for some V-dependent constants a(V) and (V) up to an overall constant
near infinity for such potentials. In this set-up we call the fraction a(V):= a(V)/B(V) the
scattering length of V. For the concrete potential above we get thus

inh(1) - cosh(1 2
(V) = alt o) = TR 2

Now, for some purposes this number will be interesting by itself, but we will additionally
pay a great amount of attention to what happens to a(V) when one varies the potential
V. A nice illustration of this can be obtained by considering a(CV) where V := 1 1) as

before and C € R is a constant that we can vary freely. Solving the scattering equation

. = CV fc as above we see that, up to an overall constant,

sinh(VCx) for x € (0,1]

feta) = {Sinh(‘/a) - \/Ecosh(‘/E) + CCOSh(\/E)x for x € (1, 0)

if C >0 and

o) sin(V-Cx) for x € (0,1]
X) =
¢ sin(V=C) - V=Ccos V-C) + V=Ccos(V-C)x for x € (1,00)

if C < 0. Of course we have f(x) = x for C = 0. We are now interested in tracking the be-
haviour of a(CV) when letting C tend towards co and —oo respectively. A straightforward
calculation yields

C~2tanh(VC)-1 for C>0
a(CVv)=<0 forC=0
(-C)?tan(V-C)-1 forC<0

from which we make the following observations:

1) When ignoring the (perhaps at this point a bit disturbing) values of C < 0 where
tan(V-C) is not well-defined, the quantity a(CV) is a differentiable function of
C, and a simple calculation shows that the derivative da(CV)/dC is everywhere
negative. Hence, at least locally, the scattering length is decreasing in C. These
are examples of the fundamental fact that the scattering length of a potential is a

%Let us remark at this point also that this is true in an even wider sense: If the potential has "almost
compact support" then f will be "almost linear" near infinity both things in a sense to be made much more
precise below.
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both continuous and monotone function of the potential. This continuity should
of course be understood in an appropriate topology, and the monotonicity of the
scattering length is a consequence of pointwise monotonicity of the potentials.
These properties of the scattering length will be stated properly and proved for a
very natural and quite large class of potentials in Section 4.3 below.

If C — oo we find that a(CV') converges towards —1 monotonely from above. Look-
ing at —a(CV) instead — the need for doing this is just a consequence of our sign
convention when defining a(CV') — this completely supports the Bose gas interpreta-
tion of the scattering length as the effective range of the potential briefly mentioned
above. Indeed, looking at the scattering solution f- from a point far from the
origin one first of all sees a solution that depends only on —4(CV) and not on the
complete structure of CV. Secondly, it is an easy check that the solution gets closer
and closer to what one obtains when solving the free scattering equation f” =0
with the condition f(1) = 0. An interpretation of this is that the potential CV for
large C almost prohibits particles from being closer than a distance of 1 to the
origin (or, for the Bose gas, to each other) since the boundary condition is virtually
moved to 1 instead of 0. Another way of visualizing this is to imagine solving the
scattering equation f” = V;, . f with a so-called "hard core potential” with radius 1,
i.e. Vo (x) =400 for x <1and V} . (x) =0 for x > 1 that forces the solution f to be
constantly 0 on (0, 1) until it is "released" at x = 1.

In the simple case just explained the conclusion seems very natural since CV
actually converges pointwise monotonely towards exactly the hard core potential.
However, many of the observations are also relevant more generally: Looking at
the solution of a scattering equation with virtually any in some sense "short-range"
potential W from a point far from the origin, what one sees will almost be a linear
solution depending only on the scattering length of the potential. Moreover, this
solution will be the same as one gets when solving the free scattering equation
f” = 0 with the condition f(-a(W)) = 0 or, equivalently, when one solves the
scattering equation with the hard core potential with range —a(W) (whenever this
is non-negative) which can thus be considered the effective range of the potential.

If C — —oo there is no simple convergence of a(CV) as there is when C — co. On the
other hand some interesting phenomena that will never be seen for non-negative
potentials occur. Especially when looking at the scattering solution f- things are
looking different for C < 0 than for C > 0. Simply considering the expression
fe(x) = sin(V=Cx) which is valid up to an overall constant on (0,1] for negative
C we observe that the scattering solution in this case oscillates between positive
and negative values on this interval. Moreover, the more negative the C the more
oscillations take place. This should be compared to the situation with C > 0. In fact,
a solution to f” = W f with any non-negative potential W — for example W = CV
for a positive C — cannot possibly change sign: If it starts out positive it will stay so
forever since it is then forced to be convex, and if it starts out negative it will stay
so forever since it is then forced to be concave.
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A way of understanding this different behaviour of the scattering solutions in
terms of Schrodinger operators is beautifully captured by the Sturm-Liouville
oscillation theorem. When looking at the one-dimensional differential operator
H = -d?/dx*> + W on L?(R,) with a Dirichlet boundary condition at the origin for
some potential W it says that: The number of negative eigenvalues of H is exactly
the number of zeroes of the solution to the equation f” = W f with f(0) = 0 which is
in this context often called the 0 energy solution since morally Hf = 0. As observed
above taking W to be non-negative means that f has no zeroes, and hence H has no
negative eigenvalues matching perfectly the fact that then H > —-d%/dx? > 0. The
general oscillation theory is explained in detail and adapted to our set-up in Section
4.4.

We conclude that as C — —oco the Schrodinger operator H = —d?/dx*+CV gets more
and more negative eigenvalues. Additionally, one can check from the expression
above that the "new" zeroes and hence the new eigenvalues enter exactly the moment
after tan(V-C) is not well defined. Just before this point (when we decrease C), a(CV)
increases towards +oco and just after it comes up from —oco and the operator has
obtained one more negative eigenvalue. Between the "points of new eigenvalues"
the scattering length simply increases from —co to co. This in some sense periodic
behaviour of the scattering length and its implications will be of central interest
to us later on in Section 4.4, and as it will only appear as the varying potentials
get more and more negative, this interest also partly motivates our sign convention
for the scattering length: If the Shchrodinger operators H; associated to some
parametrized family of potentials V;, t > 0, gets more and more negative eigenvalues
as t — oo then it might be convenient to let the scattering length of these potentials
(which describe the appearance of the eigenvalues) be increasing as well.

4.1.2 Relation between the 3- and 1-dimensional scattering problem

Let us now briefly discuss how the examples in Subsection 4.1.1 and, more generally,
the theory that we will introduce throughout the present chapter actually arise from the
physically more relevant 3-dimensional scattering equation.

In short, determining the scattering length a(Vj) of some "short range" potential
Vy: R, — R amounts to finding the asymptotic behaviour of a function g: R* — R that
solves the following problem: Define the 3-dimensional radially symmetric potential
V:R3? - R by V(x) = Vy(Jx|]) and let g be the solution to the 3-dimensional scattering
equation,

Ag=Vg, g is radially symmetric and regular, say g € C(IR>).

To see this write g(x) = go(|x]) for some gy € C([0,00)) and define the function f(r) :=
rgo(r) for r e R,. Then writing the Laplace operator in spherical coordinates yields

d2
Vol () = Vo(lgoll) = Vxig(a) = Aglx) = - S (ro(r)] _, = s
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and consequently f” = V;f. Moreover, f extends continuously to r = 0 with f(0) =
lim, ,y7go(r) = 0. Now, cf. the discussion above,

f(r)=a(Vy)+B(Vo)r o< a(Vy) +r

up to an overall constant for large r, and correspondingly g(x) ~ 1 +a(Vp)/|x| is described
only in terms of the scattering length for large (norms of) x. It is in other words evident
that there is a close connection between the 3- and 1-dimensional scattering problem.

In a more physical language the condition that g should be radial is phrased as solving
the problem of s-wave scattering, and in that sense what we call simply the scattering
length (of a 1-dimensional potential) can be seen also as the s-wave scattering length of a
radially symmetric 3-dimensional potential. This viewpoint additionally explains our
perhaps at first sight arbitrary boundary condition f(0) = 0 as this arises simply from the
very natural regularity condition on g in the 3-dimensional problem.

4.1.3 Our approach in context

Focusing on the fully rigorous treatments of the scattering length there exist at least two
rather different approaches to the topic which are both relatively widely used and have
some mathematical depth:

1) In the following all concepts and quantities are set in 3-dimensional space. Assume
that V is radially symmetric and non-negative (or at least that the associated
Schrodinger operator —A + V has no bound states). Then the scattering length a
of V can be defined through a variational principle — by considering the radial
minimizer ¢ of the quadratic form associated to -A+V,

£l¢) = f|v¢|2 +VIPdsx, 41)

with suitable boundary conditions, and observing its asymptotic behaviour® for
large x, i.e. ¢o = 1—a/|x| as the sign convention here is typically the opposite of ours.
This definition morally agrees with the observations in Subsection 4.1.2 above since
¢, satisfies the Euler-Lagrange equation for the functional (4.1) which happens to
be exactly the scattering equation A¢y = V ¢. For the details we refer to [LYO01]
and [Lie+05], but sadly no comprehensive treatment of this approach is collected in
any single reference. Instead, the theory is scattered around research papers where
relevant properties are proven when they are needed for showing more physically
interesting results.

Though it is often assumed that V has compact support in this approach, it is not
strictly needed, and actually very general potentials are allowed. Assuming non-
negativity and compact support any measurable and radial V: R® — [0, 0] can be
assigned a scattering length, and we can additionally allow adding a positive radial
measure. This includes many potentials that will not be treated in our approach,

3Concretely, the scattering length is defined as a function of the minimal energy €[¢g] which by a partial
integration in (4.1) has this interpretation.
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but, on the other hand, the hard assumption on the Schrodinger operator having no
bound states is truly restrictive from many different viewpoints, and it would be
very desirable not to be limited by this for a general theory for the scattering length.
Therefore, we seek an alternative to this approach.

A second way of introducing the scattering length rigorously is through the "spectral
shift function" in the less elementary mathematical (quantum) scattering theory.
We provide below a concise review of this, assuming at all times that the potential
V satisfies suitable conditions. For details we refer to for example [RS79] XI1.3, XI.4
and XI.8 on which we also base our presentation.

The fundamental objects of scattering theory are the wave operators

Q* :=s-lim /HitA
t—+o0

with s-lim the strong limit and H = —A + V the usual Schrodinger operator. We
wish to determine how different potentials affect particles that over time evolve
according to Schrodinger’s equation. As a reference one uses here a so-called free
particle Pf™ = ¢/*Ay) which is in some fixed state i at time t = 0. This should be
compared to the particle which as t — —co looks like e/'*¢ for some other fixed
state ¢ but which then evolves according to the Schrodinger equation including
the potential V. At time t = 0 this is described by (0" ¢ and thus its general form at

time t is ¢, = e ()% . Now, observe that
(rree, ) = (e, QT ) — (Q 79, QT ) = (P, (Q7)' QT P)

as t — oo for any states ¢ and 1, i.e. the operator S := (Q7)*Q* — the S-matrix —
describes exactly how introducing a potential changes the long-term behaviour of
particles compared to free particles. It turns out the S-matrix is unitary — at least
on a suitable subspace. Furthermore, since it commutes with the Laplace operator,
it is (unitarily equivalent to) a decomposable operator

S = J S(E)dE, S(E): L*(S?) — L?(S?),
R,
where S? is the unit sphere, and each of the unitary operators S(E) leaves the
constant function 1g2 invariant. This yields for each energy level E € R, a complex
number s(E) with unit norm by the relation S(E)1Ls2 = s(E)1s2, and the spectral shift
function 6: R, — R is then finally defined by putting s(E) = e?/%(F
describes in a convenient way the effect of the potential in the radial part of wave

). This morally

functions (in other words, as mentioned above, it describes s-wave scattering).
From the spectral shift function one can then define the scattering length as
< _ _ ’
e tim DEV OO F ) xf )
E—0 \/E X—>00 f (x)

where f is as in Subsection 4.1.1, and the last equality is in many cases not too
difficult to verify once the heavy machinery described above is fully established.

(4.2)
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The usual next step in this approach is then to apply a wide range of complicated
concepts from scattering theory (relying heavily on rather abstract spectral-theoretic
results) to motivate a as a natural "scattering parameter". But here the story more
or less ends in the sense that further development of the theory is phrased in
terms of quantities which might be closely related to — but which is not — the
scattering length. An example of such quantity is the spectral shift function on
which there exists a wide variety of detailed and rigorous results, also to some
extent aligning with what we achieve in this chapter®. This leaving the scattering
length behind might be a consequence of the fact that proving the existence of the
first limit in (4.2) is a non-trivial task; it requires strictly more than just the spectral
shift function to be defined which is in itself a topic that one can spend dozens
of pages understanding properly. Altogether, the “scattering theory approach” to
the scattering length is a very general and deep one, but it uses a lot of energy
for achieving largely only the justification of the underlying physical intuition®.
Therefore, we also seek an alternative to this approach.

As just described in our above review of two examples of already existing approaches
to the theory of the scattering length at least these both have significant shortcomings
and/or inconveniences. What we suggest in this chapter is a third approach explaining
the mechanisms of the examples in Subsection 4.1.1 for a large class of potentials without
using unnecessarily heavy machinery:

3) Instead of taking the long route of defining the scattering length through the
spectral shift function we simply define it to be the last limit in (4.2). This turns
out to be rather convenient since determining many potentials for which this limit
exists is a manageable task. For example: As long as a potential is dominated
by x72*¢ near the origin and by x37¢ at infinity, it has a well-defined scattering
length. Moreover, the space of allowed potentials can be described more or less as
a weighted L!-space, and the scattering length itself turns out to be a continuous
function of potentials varying in this space! This truly opens the door to a simple
theory for the scattering length that can include as a key element also a controlled
continuous variation of the potentials — so that there is a chance of describing the
phenomena in the example from Subsection 4.1.1 for very general potentials.

Additionally, this approach does in no way need the assumption of a non-negative
potential V' (in particular, the associated Schrodinger operator can have bound
states) since it apart from very weak regularity assumptions only puts conditions
on the asymptotic behaviour of potentials. On the other hand it still has the
feature that the scattering length explains how the asymptotically linear scattering
solution is looking near infinity. In fact, inserting a linear function f(x) =x+a —
corresponding to a potential V with compact support — into our definition, we see

4Levinson’s theorem is a nice instance of this, cf. [R$79] XI.8.E and Theorem 4.29

SWe should remark at this point that the treatment of scattering theory presented Chapter 4 of [Yaf10]
is a noteworthy exception to many of our complaints discussed here. To some extent this presentation is
carried out with the same mindset, we intend to have for parts of Sections 4.2 and 4.3 below.
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that f(x)—xf’(x) =a and f’(x) =1 so that scattering length is indeed the expected
one.

Altogether we believe that this is a relatively simple approach that is still capable
of rigorously describing most fundamental properties of the scattering length as a
function defined on a large class of potentials.

We begin now the systematic and rigorous treatment of the scattering length following
this third approach. In Section 4.2 we set the scene by solving the general scattering
equation as explicitly as possible and hereby controlling the scattering solutions. Then, in
Section 4.3, the scattering length itself is introduced, and all of its fundamental (although
most of them are rather non-trivial) properties are proven. As a final topic Section 4.4
explains in detail how the picture of new eigenvalues of the associated Schrodinger
operator appearing from the example in Subsection 4.1.1 is explained satisfactorily by
our approach in a very general set-up.

4.2 Scattering solutions

This section lays the foundation for further studies of the scattering length by providing
a very general theory for solutions of scattering equations. The assumptions put on the
potentials are exactly the ones that allow the methods used to apply, yielding a wide class
of admissible potentials.

Firstly we prove the existence (and later on uniqueness) of certain solutions to the
scattering equation. These are very well-known results sometimes treated under the name
of "the Cauchy problem", see for example [DG20] 2.5 and [RS75] XI.8E — our presentation
of this part is basically a modification of the latter. Secondly, we combine the technique
from the existence proof with the binomial formula to obtain bounds on the variation of
scattering solutions in terms of the variation of the potentials in the relevant scattering
equations. This part is definitely non-standard in textbooks, and the bounds yield very
natural and powerful continuity properties of the scattering solutions which we will soon
be using to control the scattering length. The main results are collected in Proposition
4.10 for convenience.

4.2.1 The regular solution to the scattering equation

We consider in this subsection a measurable potential V on the positive real axis R,
which satisfies the crucial assumption

Qx) = L YV (@)l dy < oo (4.3)

for all x € R,. Firstly, we construct a regular solution f to the scattering equation f” = V f.
Here, regular means that f € C1([0,1)) with f(0) = 0 and f’(0) = 1, and the equation is in
the distributional sense. To this end we consider the integral kernel

Ky =3(1-2)ve) (4)

X
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and define the ”building blocks” {r,}>, of our regular solution by ry = 1 and

oo (%) =j0 K(x,9)ra(v) dy (4.5)

for all other n. It is not difficult to see that each r, is well-defined and continuous
by the assumption (4.3) and induction. A key estimate for the construction is the
following:

Lemma 4.1. For all n € Ny and x € R, we have |r,(x)| < Q(x)"/n!.

Proof. For n =0 the inequality is clear. Now, if we suppose that it holds for some n then

Q) _ Q™!

n! C (n+1)!

X X
[ (X)) < L K (x, 9)ra(y)ldy < J; IVl
by the substitution z = Q(y), dz = y|V(y)|dy. This completes the proof. O
The lemma leads towards the result of primary interest.

Proposition 4.2. The series

(o)

S,

n=0
converges uniformly on compact subsets of [0, c0) towards a function r. Putting f(x) :=
xr(x) this f is a regular solution to the scattering equation.

Proof. The first part is a simple application of Lemma 4.1 and Weierstrass” M-test. The
resulting r satisfies

1+ [ Kty =1+ ZOL KRGy =1+ ) v 0) = o)

and thus

X X

K(x,9)> f(n)dy :x+f (x—9)V)f (v)dy.
v 0

f(x) :x+J; K(x,y)xr(y)dy :x+J‘0

Consequently,
fla)=1 +f V)f () dy (4.6)
0

and f” =V f,i.e. f satisfies the scattering equation as claimed (the reader might want to
consult Appendix A below® for the details in the case of a non-continuous V). From the
two last lines of equations it is also clear by taking x — 0 that f is a regular solution. O

®Here we use in particular the fundamental theorem of calculus for distributions, Proposition A.2, and
the Leibniz formula in a general set-up, Proposition A.4. Moving forward we will refer to these results
simply by these names.
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Now, Lemma 4.1 tells us not only how to construct the regular solution. It can also be
used to estimate the difference between regular solutions of two scattering equations
in terms of a certain distance between the corresponding potentials. Consider for this
another potential V and denote by 7,,, 7, ]Tand Q the quantities analogous to r,,, 7, f and
Q respectively, and by D the “distance”

D(x) = JO WV ()= T(v)]dy.

In terms of this we have the following estimates:

Proposition 4.3. Let x € R,. Then:

a) If (x) - f(x)] < xD(x)exp(Q(x) + Q(x)),

) 1f/(x) = f/(x)] < D(x)exp(Q(x) + Q(x) )min{Q(x) + 1, Q(x) + 1}.
The proof of Proposition 4.3 goes through a lemma in the proof of which the binomial
formula plays a key role.

Lemma 4.4. For all n>1 and x € R, we have |r,(x) = 7;,(x)] < D(x)(Q(x) + Q(x))" 1 /(n—1)!.

Proof. For n =1 one observes that

X

|y (x) =71 (x)| < L YIV(@)rv) - V(v)R(v)ldy = jo yIV(y)- V(y)ldy = D(x),

and for n > 1, by induction,

a0 =Toa 1 [V GI) - VTl
< ur:ylV(zf) ~ V@) @)+ 9V @)l Ira(9) = Talw)l dy
< [T L 7y DA LGOI,
<o L [y QU QI )
Since
o _51‘)3’!))”1 1= k: (") ], oeiourauray
el g(”;l)w N
W _1 1! :) (n; 1)Q(x)k a;ix—):k
L S (k N R (o[C) : |§<x)>" ) Qﬁ){
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the lemma follows. O

Proof (of Proposition 4.3). a) This is a straightforward application of the Lemma 4.4 using
the power series for the exponential function.

b) Very similarly to in the proof of Lemma 4.4 — and using again the power series for
the exponential function — we observe by (4.6) that for example

X

' (x) = f(x)] SL YV 1r(@) -7 +9V(y) - V)l [F)l dy
< Q(x)D(x)exp(Q(x) + Q(x)) + D(x) exp(Q(x) ).

Since we can do this also with Q and Q interchanged, we obtain the result by estimating

exp(—Q(x)) and exp(—Q(x)) from above by 1. O

Finally, we observe that we can actually talk about the regular solution since it is
unique.

Proposition 4.5. There is at most one regular solution f to the equation f” =V f.

Proof. Suppose f and g are two such solutions. Then h:= f —g € C!([0,0)) solves h”” = Vh
and h(0) = h’(0) = 0. Hence, by the fundamental theorem of calculus for distributions,

X X h
()l < J; h”(y)ldy = J; yIV(y)Ili)—y)| dy

for all x € R,. By induction this implies that |h’(x)| < ¢, Q(x)"/n! for all x € (0,b) and
n € INy where b > 0 is arbitrary and ¢, > 0 is a constant depending on b. Indeed, this
assertion is clearly true for n = 0 by choosing ¢, = sup,( )/h’(x)|, and further we obtain
with this choice from the above, and by induction,

X x n n+1
| (x)| SJO V@)l 11 (&)l dy SL IV (®)ley ijj’ dy < Cb((ng(ﬁ)!

foreachn=1,2,3,... and x € (0,b) where &, € (0,) C (0, ). By taking n — oo we see that
h’(x) = 0 for all x € R,, and consequently h =0, i.e. f = g as claimed. O

4.2.2 The other solution to the scattering equation

In this subsection we discuss a solution, whenever such exists, f to the scattering equation
f” = Vf on R, which lies in C!([0,0)) with f(0) =1 and f’(0) = 0. Morally we simply
need to replace the norm from L' (xdx) with that from” L!((1 V x)dx) in all assumptions
and results in Subsection 4.2.1 for them to give results for this solution. Thus, we assume
in this subsection

Qx) i= fo PS@IV@)Idy < oo

7We use throughout this chapter the symbols V and A for maximum and minimum respectively.
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where here and throughout the present subsection s(y) := y~! v 1. If we define the integral
kernel K(x,y) as in (4.4) and put ry(x) = 1/x then we observe that the iterative definition
of the functions {r,,};>, as in (4.5) yields a sequence of well-defined continuous functions
on R, by our updated assumption. Now one has

Lemma 4.6. For all n € N and x € R, we have |r,(x)| < (Q(x)"s(x))/n!.

Proof. For n =0 the inequality is clear. Now, if we suppose that it holds for some n then

x ; Q' , QW™ _ QW s)
a6 < [ K nldy < [ pstiv 2t ay - 22 < 2

by the substitution z = Q(y), dz = ys(y)|V(y)|dy. This completes the proof. O

Proposition 4.7. The series

[ee]

) ()

n=0

converges uniformly on compact subsets of [0, co) towards a function f € C!([0, c0)) which
satisfies f” =V f, f(0)=1and f’(0) = 0.

Proof. Again, using Lemma 4.6, the first part is a simple application of Weierstrass’
M-test. For the limit f we get

1 +f0 (V) ) dy =1+ ZOL D= )V (@)raly) dy

=1+ ijo K(x,p)r,(y)dy =1+ Zxrwrl(x) = f(x).
n=0

n=0
From this it follows that

£(x) :L V) (v)dy

and hence f” =V f as well as f(0) =1 and f’(0) = 0. O
Next, we state and prove the estimates of the difference of these solutions to the scattering
equations for two different potentials. These are, also, completely analogous to the

corresponding results for the regular solutions in Subsection 4.2.1. For this let V, 7, f
and Q as here (with the updated assumption on V) and further

D(x) = fo psIV ) - V)l dy.

Then:
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Lemma 4.8. For all 7> 1 and x € R, we have |r,(x) =7, (x)] < D(x)(Q(x) + Q(x))" "} /(n—1).

Proof. For n =1 one observes that

|r1<x>—'rz<x>|sf0ylv<y> o)~ V@7l dy = flv p)ldy < D(x)

For n > 1 we have
Fu1(X) =T (OI < | 9IV@)r() - V)F()ldy

JOo
X

< | V@) = VI @I+ 9V @)l Iru(v) = Tu(p)ldy

JOo
< [vstoivin- T 2L iy PUNGDLIIT
Q)" [~ = Q)+ Q)"

<D0 55+ [ ystyipn CLEOUI gy

Now, by almost the exact same calculation as in the proof of Lemma 4.4,
T QRN QM)+ QW) Q)"
L sV ()l = 1) dy < i i
so that indeed .
e (0~ Ty ()] < D 2 QO

as claimed. ]

These bounds gives easily

Proposition 4.9. The result from Proposition 4.3 holds word for word in the set-up of
the present subsection. ]

4.2.3 Overview of the scattering solutions

We collect here the results from the two preceding subsections together with some of
their almost direct implications.

Proposition 4.10. Consider a measurable potential V defined in RR,.
a) If
X
J yIV(y)ldy <o
0

for all x € R, then there exists a unique solution f € C!([0,0)) to the equation
f”=Vf with f(0)=0and f’(0) =

b) The result in a) in particular defines a map

F: LYR,,xdx) 3 V — f € C([0,00))
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which has the following continuity properties: If V,, — V in LY(R,,xdx) then
x 1LV, - xLF(V) and F(V,) — F(V) uniformly on R,. In particular
F (V) (x) = F(V)(x) for any fixed x € R,.

c) If
J [V(y)ldy < oo or, equivalently, f (1vylV(y)ldy <o
0 0

for all x € R, then there exists a unique solution f € C!([0,0)) to the equation
f” =V f with f(0)=1and f’(0) = 0.

d) The result in ¢) in particular defines a map
T LYR,,(1Vvx)dx)3V — f e CL{[0,c0))

which has the following continuity properties: If V,, — V in LY(R,,(1 V x)dx)
then x ' 7 (V,) » x' 7 (V) and 7 (V,))) — 7 (V) uniformly on R,. In particular
T (V,)(x) = T (V)(x) for any fixed x € R,.

Proof. a)is treated in Subsection 4.2.1. To verify b) notice that if V, V € LY(R,, xdx) then
Proposition 4.3(a) yields

|@_ ) < Dixyexp(Q(x) + Gx))

X
< J:O x|V (x) = V(x)|dx - exp(J;

whenever V approaches V in L' (IR, xdx). By a similar argument Proposition 4.3(b) gives

(o)

x(lV(x)|+|\7(x)|)dx)H 0

the uniform convergence ¥ (V,)’ — (V). For the uniqueness of f in c) we can use the
fact that the space of solutions to the scattering equation f” = V f is two dimensional
(Lemma A.3). Hence, if f1(0) =1 = f,(0) and f{'(0) = 0 = £,(0) for some functions f; # f,
from this space then these will span the entire space (since they must clearly be linearly
independent). In particular f’(0) = 0 for any solution to f” = V f. But if V satisfies the
assumption in c¢) it must also satisfy that in a) so that there is a solution f to the scattering
equation with f’(0) = 1 contradicting this. This proves the uniqueness part of c). The
remaining assertions in c) and d) follow analogously to those in a) and b) by using instead
of the results from Subsection 4.2.1 those from Subsection 4.2.2. O

4.3 The scattering length — definition and properties

We study in this section an object which we will call the scattering length of a certain
class of potentials. From this point onwards we will use the notation

L :={VeL'(R,,(xVx?)dx)| V is real-valued}

for this class, and since clearly & C L'(IR,, xdx) we know from Proposition 4.10(a) that
the regular scattering solution f to the scattering equation f” = V f exists for all V € Z.
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We take the topology on & to be that coming from the usual norm on L(IR,, (x V x?)dx).
Our entrance to this main topic of the present chapter is the following:

Theorem / Definition 4.11. If V € & and f is the regular solution to the associated
scattering equation then the limits
a(V):= lim f(x)-xf’'(x) and B(V):= lim f'(x)
X—00 X—00

exist, are real and not both 0. We define the scattering length of V to be the number
a(V):=a(V)/B(V). In the cases where (V) = 0 we write a(V) = +co.

Proof. Consider the function w(x) := xf(1/x). One can check that this satisfies the scat-
tering equation with the potential® W(x) := x#V(1/x). Moreover, by the substitution
z=1/y we get

X o0
[ winay= | vz <o
0 1/x

for all x € R,. This means by Proposition 4.10(a) and (c) that there exist both a solution g
with ¢(0) =0, ¢’(0) =1 and a solution h with h(0) =1, h’(0) = 0 to the scattering equation
w” = Ww. As these span the space of solutions to the equation (cf. Lemma A.3) we can
write w = ag + ph for some «a,f € R (not both 0) and observe that in particular w and
w’ extends continuously to 0 with w(0) = g and w’(0) = a. Since also f(x) = xw(1/x) it
follows that

fx)—xf'(x) = xw(1/x) - x (w(l/x) - M) =w'(1/x) — «a
and )
e =w(tm - g

as x — oo. From the construction of f in Subsection 4.2.1 it is clear that this is a real-
valued function whenever V is real-valued. Consequently, also @(V) and (V) must be
real when V € Z. O

Theorem / Definition 4.12. Denoting by (V) and (V) the limits from Theorem 4.11,
the maps
F>5Vi—a(V)eR and F>5Vi—B(V)eR

are continuous. In particular, if ] CR is an interval and I 5 t — V; € £ is a continuous
curve in £ then
y:Istr— B(Vy)+ia(V;) e C\{0}

is a continuous curve in C\{0}. A continuous argument function of y is called a scattering
argument of the curve t — V;.

8 Assuming sufficient regularity of V this is an easy check. See Lemma A.1 and the Leibniz formula in a
general set-up (Proposition A.4) in Appendix A for the technical details in the general case.
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Remark 4.13. Let | C R be an interval and I > t — V, € &£ a continuous curve. If
0: 1 — R is a scattering argument of this curve then we make the following important
observation: Letting y be as above and writing y(¢)/|y(t)| = cos O(t) + i sin O(t) we obtain

a(Vy) _ Tmy(t) _ sinO(t)

1V = B0 = Rey(n)  cosd(l)

=tan6(t)

where we put tan((n + 1/2)m) = +oo for n € Z. Consequently, away from the points where
O(t) = (n+ 1/2)m, the scattering argument describes exactly the qualitative behaviour of
the scattering lengths of the V,’s and vice versa. |

Proof (of Theorem 4.12). We use the notation from the proof of Theorem 4.11 and addi-
tionally the fact that the Wronskian of two solutions to the same scattering equation is
constant on R, — see Lemma A.5 for the general result. We obtain

B(V) =g'(0)w(0) - g(0)w'(0) = g’ (Dw(1) - g(L)w'(1) = g"(1) f (1) - g(1)f (1) + g(1) (1)

since all function are also in C([0,c0)). Suppose now that V,, —» V in Z. Then clearly
this convergence holds also in L!(RR,,xdx), and by Proposition 4.10(b) and (d) we thus
need only to show that W,, — W in L'(RR,, (1 V x) dx) where W,,(x) := x "V, (1/x) in order
to prove the desired continuity. The convergence W,, — W is verified by the substitution
y = 1/x in the integral below, yielding

(o)

foo(l V X)W, (x) - W(x)|dx = J (x4 v x|V, (1/x) - V(1/x)|dx
0 0

_ L 0V P)Va() - V(9)ldy — 0
as 1n — oo. O

Our next aim is to prove relevant monotonicity properties of the scattering length and
the scattering argument. For this we begin with some lemmas.

Lemma 4.14. Consider a potential V € Z and the regular solution f to the associated
scattering equation.

a) For any non-zero solution g € C!([0, 0)) to the equation g’ = Vg, the set {g = 0} has
no accumulation points.

b) The set {f = 0} is finite.
Proof. a): Suppose for a contradiction that x( is an accumulation point of the set and

consider a sequence {g = 0} 3 x,, — xg. Then g(xy) =1lim,_,,, g(x,) = 0, and furthermore
¢’(x9) = 0: Indeed, if g’(xq) # 0, it must be true that either g’ > 0 or ¢’ < 0 on an interval of
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the form I = (xg—¢,x9 + ¢) (or I = [0, ¢) if xog = 0). Hence, g would be strictly monotone
on this interval, meaning that I N {g = 0} = {xo}. But this contradicts the fact that x( is an
accumulation point of {g = 0}. Since g(x() = g’(xg) = 0, one can proceed as in the proof
of Proposition 4.5 or Lemma A.3 to obtain g’ = 0 and therefore g = 0 contradicting the
assumption.

b): By a) we only need to argue that {f = 0} is bounded. However if this is not the
case 0 will be an accumulation point of the set {w = 0} where w(x) = xf(1/x). We have
seen in the proof of Theorem 4.11 that w € C'([0,)) (as a hnear combination of two
such functions). Moreover, on (0,1) the function w solves w” = W1 o yw with W(x) =
x~*V(1/x), and it is an easy check that W1(,1) € Z. From a) we see that {w = 0}N[0,1)
has no accumulation points at all which by the above observations implies that {f = 0} is
bounded. O

We need now a classical comparison result from the theory of Sturm-Liouville operators.
Here we specialize as always to the case of Schrodinger operators (i.e. to the solutions of
scattering equations).

Lemma 4.15 (Sturm comparison). Consider potentials V,V € Z so that V < V point-
wise almost everywhere and let f and f be the regular solutions to the respective associ-
ated scattering equations. Denote by xy = 0 < x; < x, <--- < x; the zeroes of f. Then f
has at least one zero in each of the intervals (x;,_1,x;], i =1,...,k.

Proof. Note firstly that we use already in the formulation of the lemma the fact that f
has finitely many zeroes, i.e. Lemma 4.14. Now fix an i € {1,...,k}. The result will follow
if we can show that f(x) # 0 for all x € (x;_1,x;) implies f(xl) =

To this end suppose that indeed )7(x) # 0 for all x € (x;_1, x;) and notice that (using the
Leibniz formula)

ff=ffV=f"f-ff"=lV-VIff.

Observing that we can assume without loss of generality that f, f > 0 on (x;_1,x;), this
leads by the fundamental theorem of calculus for distributions to

X ~ —
FT )= £ -0)F i) = U TSP = [ V=) Taro,
Xi-1
and since both f”(x; f x;) and —f’(x;_ 1)f(xZ 1) are non-positive they must both be 0. We
have seen before that f(x;) = 0 implies f’(x;) # 0, and can conclude that f(x;) = 0 finishing
the proof. O

Remark 4.16. We observe that the proof of Lemma 4.15 actually shows a more general
result: If 1o r)V, ]l(o,R)V € & for any R> 0 and V<V pointwise almost everywhere the
regular solutions f and f still exist and have a finite number of zeroes on each (0, R). If
x;_1 < x; are two zeroes of f then fhas at least one zero in (x;_1, x;]. [ |

We are now in a position to prove our first monotonicity result. We use the notation
BZ (V) for the e-ball in & around a potential V € Z.
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Proposition 4.17 (Local monotonicity of a). Let V € £ and assume a(V) # +c0. Then
there exists an € > 0 (depending on V) so that

i) If Ve BZ(V)and V < V almost everywhere then a(V) > a(V),

ii) If Ve BZ(V)and V > V almost everywhere then a(V) < a(V).

Proof. We prove only i) as the proof of ii) is completely analogous. We denote as usual
by f and fthe regular solutions of the scattering equations associated to V and V
respectively.

Denote by xp = 0 <xy <--- < x; the zeroes of f. We begin by proving the assertion by
using a technical result to be proven below, namely:

"There exists & > 0 so that f has exactly k + 1 zeroes whenever V € B‘?(V).” (4.7)

Now for V € B;?(V), V <V, one obtains from Lemma 4.15 the facts that the largest zero
of fis smaller than x; and that f and fhas the same sign on (xy, c0). Since (V) = 0 and
B is continuous in & we can achieve by choosing an ¢ > 0 potentially smaller than above
also ﬁ(V) # 0 (and with the same sign as 5(V)) for all Ve B?(V). Thus,

(V) —a(V) = lim LX) FE =20 FI) (x)f () - flx f
xweo - f(x) x—eo - f7(x) xow () f(x

where the denominator converges towards ﬁ(V)ﬂ(V) > 0 and the numerator can be
rewritten as in the proof of Lemma 4.15,

F0F ) - FF () :j V() - V) F ) dy + () Fxe)

This is non-negative for all x € (x, o) since f]?> 0 on (xg, o0) and similarly f’(xk)f(xk) > 0.
Hence, the assertion i) in the proposition is verified.

It remains to prove (4.7). For this note that Proposition 4.10(b) says in particular
that the map V  f’ is continuous from £ to C([0,0),R) and that V ~ f is continuous
from & to C([0,R],R) for any fixed R > 0. Here the spaces of continuous functions
are equipped with the supremum-norm. These facts are used freely from this point
onwards. As a first step we use the assumption (V) # 0 to choose R > 0 so that |f|> 1,
[f’I > B(V)/2 and f and f’ have the same sign on (R o0). Then there is an ¢ > 0 so that,
forall V € B;?(V), it is true that: |f )| > 1/2, |f | > B(V)/3 > 0 on (R,00) and these
quantities have the same signs when removing the absolute values as the their non-tilded
counterparts. As a consequence, also f and f have the same sign on (R, co) for all such V.
In particular we have found an ¢ > 0 so that for any V € BZ (V) all zeroes of both f and f
are in [0, R), and thus the problem is reduced to an interval on which both f and f” vary
uniformly continuously with V.

To deal with the problem on [0, R] we choose 0 > 0 so small that

As _m1n|f x)|>0

Xeb
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where

c-

jé::[O,é]U( xl—é,xi+6])£[0,R]

i=1
and introduce additionally the constant

Bs:= min |[f(x)|>0.

x€[0,R\ %
We claim that if
— , - A
sup [f()~F0l <22 and  sup |- F'io < 22 (4.8)
x€[0,R] x€[0,R]

then f has exactly k+1 zeroes in [0, R]. Indeed, the first condition ensures both that f has
no zeroes in [0, R]\ % and that it has at least one zero in [x; —9,x; + 0] foreachi=1,...,k
by the intermediate value theorem?. On the other hand, the second condition ensures
that fis injective on [0,0] and on every [x; — 9,x; + 0] and thus that it has at most one
zero on each of these intervals. As always ]7(0) = 0, and we obtain the claimed result. By
choosing ¢ > 0 smaller than above and so that the two conditions in (4.8) are fulfilled for
all V € BZ (V) we complete the proof of (4.7) and hence of the proposition. O

Let us now answer the in the light of Proposition 4.17 obvious question: What happens
when a(V) = +o0? The answer is in some sense the only sensible possibility, and it is
proved through a related result concerning the scattering argument.

Proposition 4.18 (Monotonicity of 6). Let I C R be an interval and [ 5t +— V, € £ a
continuous curve in £ with the property that V; < V; almost everywhere whenever
t <s. Then any scattering argument 0: I — IR of the curve is a non-increasing function.
Similarly, if V; > V; almost everywhere whenever ¢ < s then any scattering argument of
the curve is non-decreasing.

Proof. We prove only the first part. Suppose for a contradiction that 6 is not non-
increasing, i.e. that there is s1,s, € I, s; < s, so that 0(sy) < 6(s;), and consider a 6 €
(O(s1),0(s2)) not of the form 7t(n + 1/2). Since the scattering argument is continuous, we
can use the intermediate value theorem to find t, € (s1,s;) so that 6(ty) = 6. Considering

t*:=inf{t € [s1,5,] | O(t) = Og} € (s1,57)

it is not difficult, using again the continuity of 6, to realize that 6(t*) = 6, and hence
a(Vy+) # +oo. Proposition 4.17 then implies the existence of an ¢ > 0 so that a(V)>a(V,)
forall V e B‘j? (V) with V < V,. almost everywhere. However, this is violated by the
sequence {V,._1}?, € <. Indeed, for any fixed 6 > 0 we have 6(t* - 1/n) € (6 — 6,0)
for large n, and for sufficiently small 6 this implies a(V,._1) < a(V}.) for large n (using
the observations in Remark 4.13). By this contradiction we conclude that 0 is indeed
non-increasing as claimed. m|

9This last point is actually a bit subtle. One needs in particular to realize that the choice of & implies
that the sign of f alternates on the connected components of _%.
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Proposition 4.19 (Behaviour of a near critical potentials). Let V € & and assume that
a(V) = +oo. Then there exists an € > 0 (depending on V) so that

i) If Ve BZ(V)and V < V almost everywhere then a(V) € (—o0,0) or a(V) = oo,

i) If Ve B;Z(V) and V > V almost everywhere then a(V) € (0,00) or a(V) = +o0.

Proof. Again we prove only i). Since (V) = 0 we must have a(V) # 0, and, according
to Theorem 4.12, &(V) must have the same sign for all V € BZ (V) when & > 0 is chosen
sufficiently small. Now if we assume for a contradiction that i) is not true then there
exists V € B;?(V) with V < V almost everywhere and a(V) € (0,0), and we can consider
the continuous curve

[0,1]5t+— (1-H)V+tV =:V,eBL(V)C ¥

which satisfies V; < V; almost everywhere whenever ¢ <s. We can choose a scattering
argument 0: [0,1] — R of this curve so that either 6(1) = 7/2 or 6(1) = —7/2 depending

on the sign of a(V). Assume the former for definiteness. Then, since a(V) € (0,c0) and
a(V) > 0, it must hold that 6(0) € (2n7, 2n7 + 11/2) for some n € Z. But as a(V;) > 0 for all
t € [0,1] this clearly contradicts Proposition 4.18 (if this is unclear, the reader is strongly

encouraged to make a sketch of the scattering curve), proving the assertion. O

4.4 Oscillation theory in the scattering length

In this section, although this might not be strictly necessary, we stick to considering
potentials V from the space

FRes.— & n leoc(]RJr)

of "regular"!? #-potentials with the topology inherited from .#. This space is primarily
chosen to avoid drowning in technical details when considering the following construc-
tion: We define a self-adjoint Schrodinger operator H acting as —d2/dx? +V on the Hilbert
space L?(R, ) by putting

D(H) = Dpnin®C< f

where Dpiy, is the closure of C°(IR,.) with respect to the operator norm of H, & € C*(IR, ) is
a localizing function which is identically 1 on (0, 1) and vanishes on (2, o). Finally, f is the
regular solution to the scattering equation f” = V f. It can be shown that g (H) = [0, 00).
When we from this point refer to "the Schrodinger operator H associated to V" this is
always meant in the sense of this construction.

10Regular in the sense that the theory from Section 1.3 applies directly when considering these potentials.
To realize this one strictly speaking also has to verify that all solutions to the scattering equation are square
integrable near the origin. This can be seen for example by applying Proposition 2.5(2) in [DG20].

Other constructions of associated Schrodinger operators exist for even wider classes of potentials — for
example for V € Z. These are discussed in Section 4 of [DG20].
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4.4.1 The oscillation theorem

We show now through some intermediate steps that Sturm’s Oscillation Theorem is true
for the class of operators, which we study. The presentation of this result is loosely
based on Section 3 of the highly recommended review article [Sim05]. However, for
our purposes we need some modifications of the approach in [Sim05]. Thus, we will
be: Working directly on all of R, instead of on bounded intervals, and — perhaps more
non-standard — treating Schrodinger operators constructed as above instead of those
defined simply by Dirichlet boundary conditions!!.

Theorem 4.20 (Sturm oscillation). Suppose that the regular solution f to the scattering
equation f” = V f has k zeroes in R, for some V € #R8. Then the Schrédinger operator
H associated to V has exactly k eigenvalues in (-0, 0).

As a very useful technical step we have:

Lemma 4.21. Let V € #R®8. Then the Schrodinger operator H associated to V is bounded
below, and we have
D(H) € Hp(R.) = Q(H)

where Q(H) is the quadratic form domain of H. Moreover, H is the Friedrichs extension
of H restricted to C;°(R,).

Proof. As a warm up we prove the pointwise bound [(x)| < vx||¢’|| which is valid for
any ¢ € H) (R, ). For fixed x both sides of the inequality are continuous with respect to
the H'-norm, so it suffices to prove the statement for i € Cy (IR,), and for this we write

x x 1/2
wl< | wolay <vE [ WOR) T < vy

where we use Cauchy-Schwartz in the middle inequality.
Denote now by gy the quadratic form associated to H. We begin by considering this
for ¢ € C;°(R,) where we easily find

)= [ P vigPdx (49)
0
Note that for such ¢, by the above inequality,
[ vivPax| < | UvI-clelpPax s iR <IpIP [ xlvel-cldx Clyl?
0 0 0

for any number C > 0. The integrand on the right-hand side here clearly converges
pointwise towards 0 almost everywhere as C — oo, and it is dominated by the integrable
function x - x|V (x)|. Thus, by choosing a sufficiently large C, we obtain

—ell’||I* = Cligll* < J VIl dx < ellg’II> + Cllyll?
0

"Defining Schrédinger operators —d2/dx? + V by Dirichlet boundary conditions at the origin is morally
what we do, but for V € ZRe8 the construction is not as straightforward as it is for more regular potentials.
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for some ¢ € (0,1) for all € CF(R,). This yields in particular gy (1) > —C|[i||* on
this set so that the quadratic form is bounded below here. Moreover, introducing the
quadratic-form-norm

1l 2= \Jar () +(C + DGR,
(initially only defined on Ci°(IR,)) one observes that
(L=ollpI? + 110> < 17, < (1 +)llP’lIP +(2C + V)lIll?

for ¢ € C3°(R,). In particular [|-||,, is equivalent to the H'-norm on C(RR,). Since the

operator norm ||-||g = VI[H ‘|| +||-]|* of H satisfies
19115, < Kb, HP) + (C+ DIl < 9l IHpll+ (C + DlIpl* < (C+ 21l

for all ¢ € C3°(IR, ), we see that

=75 Il

w5 e === =
Dinin = C3'(R,) " €CP(R,) ™ = CP(R,)" ™ = Hy(R,).

It is clear that also & f from the construction of D(H) is in H) (IR, ), and thus the inclusion
D(H) C Hy(R,) holds. If we manage to prove that the expression (4.9) is valid for all
Y € D(H) then the arguments above prove also (since we know now that D(H) C Hé (R;)
so that we have the inequality |1 (x)| < Vx||¢’|| at our disposal) that

* qy is bounded below on D(H) and thus defines a norm ||-||;, on this domain,
* moreover, |||, is equivalent to the H'-norm on D(H).
This will imply
=l
2CPR,) " = Hy(R,)
(R
CH)(R,) " =Hj(R,)

and hence finish the proof of the main part of the lemma.

Q(H) :m”‘”q,{ _ TH)”‘”H]

Let ¢ € D(H). To prove (4.9) for 1 we aim to use generalized partial integration. As
i € H} (R, ), we have (almost) seen above that V[¢|? is integrable, so that " = Vip — Hyp
is a Llloc(lI{+)—function satisfying " = V|p|* - pHyp € L'(R,). These are exactly the
conditions needed (see Proposition A.6) to perform the partial integration in the equation

qH<¢>:<z,b,H¢>:f0 E<—¢”+V¢>dx=—L de+f0 VIpl dx
_ oo 22 ° 2 _ « N2 2
—L M dx+f0 vigl d"‘L P + VI dx

as needed.
To see that H is the Friedrichs extension of H restricted to C;°(IR,) we simply note
that
D(H) € H}(R,) = Cy'(R,) "

which is a property characterizing the Friedrichs extension. O



4.4. Oscillation theory in the scattering length 93

Remark 4.22. From the proof of Lemma 4.21 we can derive also that the expression (4.9)
is valid for all € Q(H) = Hy (R,). To see that the right-hand side of (4.9) is well defined
for such ¢’s we simply use the inequality |(x)| < V||| as described in the proof. It
is a standard check that gy (¢) for ¢ € Q(H) can be found as the limit of qy(¢,) with
¥, € D(H) for all n and [|¢, — ¢llg, — 0, i.e. |l —P|lg1 — 0, as n — co. Evidently we
|2

need thus only to argue that the integral of V|i,,|> converges towards that of V[i|? in this

set-up. For this, simply observe that
[ vionPax= | vigRax < [ 1V gl (1l i) d
0 0 0
<9591 (il 1) [ #1veolax — o
0

as n — oo, where we have used one last time the inequalities [, (x)| < vx||¢, || and

(x)] < Vx|lp’ll as well as [, (x) — p(x)] < VxIlgpy, - 9. u

Lemma 4.23. Let V € ¥R, The Schrodinger operator H associated to V has no eigen-
values with multiplicity larger than 1. Moreover, 0 is not an eigenvalue of H.

Proof. We prove both statements by using the fact that:
If he C(R,) and xh(x) — c # 0 as x — 0 then h is not square integrable near 0, (4.10)

the proof of which is a simple estimation.

Assume firstly that there are 11,9, € D(H) C H&(IR+) linearly independent so that
Hiy = EY; and Hi, = E1p, for some E € R. Then these will span the space of solutions to
the equation f” = (V - E)f on R, which are thus all in H (R, ). We recall that by Lemma
A.3 all these solutions are additionally in C!(RR,). Choosmg now f; to be the regular
solution to the equation and f, to be a solution satisfying f; f, — f,' f = 1 on R,, we obtain
fi(x)fy(x) = 1 as x — 0 since clearly f(x)f(x) = f{(0)f,(0) = 0 as x — 0. Now writing
fi(x) = xf] (&) for some &, € (0,x) we find that

xfy(x) = (&) AR S (x 1=1

as x — 0. By (4.10) this contradicts f, € H' (R, ) and hence proves the first assertion in
the lemma.

For the second assertion assume that Hf = 0 for some f € D(H)\{0}. Then a simple
change of variables shows that the function x — f(1/x)/x and hence also x — f(1/x)
are square integrable on (0,1). However, we claim that we can use (4.10) to disprove
this. Indeed, we have seen in the proof of Theorem 4.11 that the non-zero function
w(x) := xf(1/x) is in C!([0,0)), and hence, as x — 0, either x - f(1/x) = w(x) — c = 0 or
w(0) = 0 so that

f(/x) _ w(x)

X- = =w' (&) —c=0
X

where &, is some number in (0, x). This finishes the proof. O
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It turns out that the results obtained so far imply rather straightforwardly the one bound
in the oscillation theorem:

Proof (of Theorem 4.20 — H has at least k eigenvalues). Denote by xq = 0,xq,xp,...,x; the
zeroes of f and consider the functions f; = f1(, _, .)€ Hé(IRJr) =Q(H) fori=1,...,k.
Consider any

Zb fi e spanifi,.... fil =: o,

and recall the expression (4.9) for gy (). We get now by a partial integration on each
(x;_1,x;) — which can be justified by noticing that f € H}((x;_1,x;)) and'? ff” = V|f|* €
L' ((xi1,%;)) — that

k k

ut9)= Y 0 [ PP vIfRax= Y bR [ of e vrax=

i=1 Xi-1 i=1 Xi-1

and the variational principle tells us that H has at least k eigenvalues < 0. Indeed, the k!
eigenvalue counting from below, Ey, satisfies

Ey= inf su () < su (¥)=0.
k i ¢65 qu (P wego qu (P
dimU=k||y=1 llpll=1

Since 0 is not an eigenvalue of H and all eigenvalues have multiplicities 1 by Lemma
4.23, this finishes this part of the proof. O

For the other bound in the oscillation theorem we need some more intermediate results.
The first of these follows more or less directly from Lemmas 4.14 and 4.15 (see also
Remark 4.16).

Lemma 4.24. Let V € £ and consider the regular solutions i and ¢ to the equations
" =(V—-E) and ¢” = (V — E)¢ respectively where E < E.
a) If E < 0 then i and ¢ has finitely many zeroes.

b) If (x) = 0 = Y(y) for some x < p then there exists z € (x,y] so that )(z) = 0. In
particular, ¢ has as least as many zeroes as . O

Lemma 4.25. Let V € £R¢8 be fixed and kj be any number. The Schrédinger operator
H associated to V has at most one eigenfunction with strictly negative eigenvalue and
exactly kg zeroes.

12Eor i = 1 one can for example recall that f(x) = xr(x) for a continuous function r (cf. Subsection 4.2.1)
to get the integrability of V|f|?.
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Proof. Suppose that ¢,1, € D(H) are two such functions, i.e. that Hy; = E;¢; and
Hi, = E;, with E; < E; < 0 (this can be assumed due to Lemma 4.23) and that the
functions have the same number of zeroes. Note that the latter is finite by Lemma 4.24(a).
Also, it is non-zero since 1; and 1, must be orthogonal in L?(IR, ) as eigenfunctions of H
with different eigenvalues, and hence at least one of ¢; and ¢, has to change sign yielding
a zero of this function. Denote by z; and z, the last zero of 1; and i, respectively. Using
Lemma 4.24(b) together with our assumption we find that z, < z;.

The key step is now to introduce a new operator: The Schrodinger operator H
associated to V(- +z,) € ZR. It can be proved!?® (and is indeed very plausible) that
¢, := Py(- +2;) lies in D(Hj) and it is thus an easy check that this is an eigenfunction
with eigenvalue E; for Hy. We observe moreover that ¢ := (- +22)1(;,_;, c0) € H&(IRJr) =
Q(Hy) by Remark 4.22 satisfies

ai1 (o) = f By + V(x+ 22)l o) dx = f ]2+ Vi, P dx

1722 1

— [ Biepre vendx=E, [ WpiPdx=E | igoP dx=Eiligol?,
Al 2y 21722
where, as usual, the partial integration can be justified by checking the conditions
in Proposition A.6. By the variational principle this tells us that Hy has at least one
eigenvalue E, <E strictly smaller than E,. However, Lemma 4.24(b) says that the
eigenfunction'* ¢, corresponding to the eigenvalue E; has no zeroes in R, (since then so
would ¢, but this is not the case). This means that ¢p; and ¢,, on the one hand, have no
chance of being orthogonal in L?(IR, ) but on the other hand must be so as eigenfunctions
with different eigenvalues. This contradiction proves that no ¢; and ¢, as above can
exist. O

Proposition 4.26. Let V € #R¢ and consider the ordered eigenvalues Ej < E; < --- of the
associated Schrodinger operator H. For each j € N, the eigenfunction ; with eigenvalue
E; has exactly j zeroes in R,.

Proof. Fix j. By Lemma 4.25 it suffices to show that 1; has at most j zeroes. Assume now
that 1; has € zeroes xy,...,x, in R, and consider as usual the functions ¢; = ;1 (4, | ) for
i=1,...,0 where, as always, xo = 0. We put additionally ¢/, = ;1 (x, ). Using Lemma
4.21 it can be seen that ¢; € Q(H) for all i, and a calculation like in the first part of the
proof of Theorem 4.20 shows that gy () = Ejl|$l|* for all ¢ € span{¢y,..., Per1} = Up.

13The proof uses the theory from Section 1.3 and is as follows: We are in the more regular setting where
the potential is even integrable near the origin. Thus, cf. Proposition 4.10, the space of solutions to the
scattering equation is spanned by functions f and g with f(0) = ¢’(0) = 0 and f’(0) = g(0) = 1. It is an easy
check that ¢ lies in the domain of the maximal extension, but this means that ¢, = ¢ + a& f + &g with ¢
lying in the domain of the minimal extension D(Hg min) € Hé (R4 ) (cf. Lemma 4.21) and «, € C. But since
¢2(0) = $(0) = f(0) = 0 = g(0) we must have § = 0 proving ¢y € D(Hg min) ®CEf = D(Hp).

14Note that this has to be a multiple of the regular solution to the relevant equation since no other
solutions has ¢1(0) = 0.
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Consequently,
Ec= inf sup qy(¥) < sup qy(¢)=E;,
USQH) - peiy Pelly :
dimU=b41 =1 lpl=1
and thus ¢ < j as we needed. O

Proof (of Theorem 4.20 — H has at most k eigenvalues). Consider an arbitrary eigenvalue
E <0 and the associated eigenfunction ¢. By Lemma 4.24 this ¢ has at most k zeroes in
R,, and in fact it has a most k — 1 zeroes (meaning that it does not exists if k = 0). The
proof of this is sketched below. Consequently, by Proposition 4.26, it must be among the
first k eigenvalues counting from below. As E < 0 was arbitrary, this proves the theorem.

To exclude the possibility that i has k zeroes just as f (the regular solution to f” = V f)
does, one considers, if k # 0, the situation on [z, c0) with z the largest zero of f. If ¢ and
f indeed had the same number of zeroes then, by Lemma 4.24, the largest zero of ¢
would lie in this interval. As in the proof of Lemma 4.25, this implies the existence of
an eigenfunction ¢ to the Schrodinger operator associated to V(- + z) with eigenvalue
E < E <0. However, an application of Corollary A.5 shows that |¢p| > c-|f(- + z)| for some
¢ > 0 on all of (z,00) by comparing the logarithmic derivatives of these functions. This
contradicts the fact that f is not square integrable (cf. Lemma 4.23) and thus proves the
assertion. The proof when k = 0 is just the last part of this argument. O

4.4.2 Counting the negative eigenvalues

We now set up the machinery that will allow us to apply the oscillation theorem to
the following important question: Consider two potentials V), V; € #R. We know by
Lemma 4.14 and Theorem 4.20 that the Schrodinger operators associated to these have
finitely many negative eigenvalues. But how can we detect the difference in the number
of negative eigenvalues between the two operators?

To answer this we let V; and V; be the endpoints of a continuous curve [0,1] 3
t > V, € ZRe8. Such a curve always exists since #R is convex. We would like to
associate to this curve another curve s: [0,1] - T := {z € C | |z| = 1} (to be described
below) on the unit circle in C. The idea is that under some natural assumptions this
curve will have s(0) = s(1) and thus possess a winding number which happens to count
exactly the difference in the number of negative eigenvalues of the associated Schrodinger
operators.

Definition 4.27. Let I C R be an interval and I > t > V; € £ a continuous curve in &
and consider moreover the continuous curve y: I — C\{0} from Theorem 4.12. We define
the scattering curve of t — V; to be the curve

y(©)? BV —a(Vh)? + 2ia(Vy)B(Vh)

s: I35t |7/(t)|2 = a(Vt)2+/3’(Vt)2 eT

which is continuous as well.

We note firstly some immediate properties of scattering curves on T.
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Lemma 4.28. Let s: [ — T be the scattering curve of a continuous curve I 3t +— V, € Z.
Also, let ] C I be a subinterval.

a) s(t) =-1if and only if f(V;) =0, i.e. if and only if a(V;) = +co.
b) s(t;) = s(t,) if and only if a(V},) = a(V},)

c) If V; <V almost everywhere whenever ¢,s € ] and t < s then s(¢) moves clockwise
on T as t € ] increases.

d) If V; > V; almost everywhere whenever t,s € ] and t < s then s(f) moves counter-
clockwise on T as t € J increases.

Proof. The claim in a) is readily checked. For the remaining assertions note that if
0: 1 — R is a scattering argument of ¢ — V, then 260(t) is a continuous argument along
the curve s. This proves through Proposition 4.18 immediately c) and d). If we moreover
recall from Remark 4.13 that a(V;) = tan 6(t) and notice that

s(t;) =s(t;) if and only if 260(t;) =26(t,) mod 27
ifand onlyif 6(t;)=0(t;) mod 7

we obtain b) as well. O

We formulate below a precise statement based on the slogan "the scattering curve counts
the difference in the number of negative eigenvalues of the associated Schrodinger
operators". To this end, we use the notation

no: FRB3V i n (V)= Tr[1(—c0,0)(H)] € Ny

for the number of negative eigenvalues (here V and H are related as usual) and introduce
for a € RU {#+oo} the sets

Z=(veZLlaV)=a) and L F:=(VeLRE|a(V)=a)

of potentials with fixed scattering lengths. Note that if I 5 t > V, € #R®8 is a continuous
curve in ZRe8 with both endpoints in some fixed ZX%8 and s: [ — T is the associated
scattering curve then Lemma 4.28(b) tells us that s has a well-defined winding number.
This makes these subsets of #R®8 the natural starting point when formulating statements
of the desired form. The central result is in the above language:

Theorem 4.29. Let V,V; € Z,Reg for some a € R and let [0,1] 5t = V, € R be an
arbitrary continuous curve connecting these two potentials. Then

n_(Vi)=n_(Vp) = w(s) (4.11)

where w(s) is the winding number of the scattering curve s: [0,1] —» T of t > V.
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Before proving this theorem we observe some convenient properties of the set £\ %,
and a general fact about the zeroes of the scattering solutions. These facts will be needed
in the proof of Theorem 4.29.

Lemma 4.30.
a) The function n_: ¥R — N is locally constant on FR¢8 \gilif,g.

b) The scattering length V + a(V') considered as a map is continuous on £\%, ..

Proof. The statement (4.7) — which holds exactly for V € £\ %, — and the oscillation
theorem yield straightforwardly a). The statement in b) is a consequence of the facts that
a=a/Bwith a,f: & — R continuous and %, ={V € £ | (V) = 0}. O

Lemma 4.31. Let I C R be an interval and I > t — V, € &£ a continuous curve in Z.
Consider also the regular solutions f; to the scattering equations f,” = V; f; and assume
that there exists an R > 0 and #; < f; so that f;(R) = 0 for all t € [t;,t,] C I. Then f, and f,,
has the same number of zeroes in (0, R).

Proof. Consider an arbitrary t( € [t1,t,]. With our assumptions we can follow the last
part of the proof of Proposition 4.17 exactly to show that a small perturbation (with
respect to the Z-topology) of V, does not change the number of zeroes of the regular
solution to the scattering equation in (0,R). If one in this context lets xy,...,x; be the
zeroes of fto lying in (0, R) and defines 6, %, As and B as it is done in the mentioned
proof then this produces an € > 0 so that the regular solution to the scattering equation
with any potential from BZ (V4,) has the same number of zeroes in (0, R) as f; . Here the
assumption f; (R) = 0 is clearly essential since if f, (R) = 0 we would have Bs = 0 and the
proof breaks down.
This shows in particular that the function

[t1,t] 3 t —> number of zeroes of f; in (0, R)

is locally constant. As it is defined on a connected space, it is constant and the lemma
follows. U

Remark 4.32. Apart from being useful below, Lemma 4.31 also shed some light on how
zeroes of the regular solutions f; to scattering equations along a continuous path t — V; of
potentials emerge and disappear. It tells us that this can only happen at infinity. Indeed,
if we assume that all zeroes of the f;’s are smaller than some fixed constant R then by the
lemma the total number of zeroes stays unchanged. Rephrasing this we see that if f, and
ft, have a different number of zeroes for some t; < t, then there must be t* € (¢;,,) so
that f;- has an arbitrarily large zero — zeroes come and go only at infinity! |

With these lemmas in place we can move on to the
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Proof (of Theorem 4.29). Step 1 (Independence of curve): Observe firstly that the right hand
side of (4.11) is independent of the choice of curve t +— V;. Indeed, for example by the
convexity of #R8, there exists an end-point preserving homotopy F: [0,1]x[0,1] — ZRe8
between any pair of continuous curves between V,; and V;. Clearly such homotopy gives
rise to a homotopy G: [0,1]x[0,1] — T between the associated scattering curves on T
also fixing the endpoints by Lemma 4.28(b). Since the winding number is preserved by
the homotopy G this proves the assertion.

Step 2 (Choice of curve): Step 1 also implies that we can choose the curve t — V; freely
when proving (4.11). We construct it in the following way: As a first step use Lemma
4.30 to find an € > 0 so that all V € Bj?(VO) N ZRe8 has n_(V) = n_(V,) and a(V) # +co
andall V e B;?(Vl) N.ZRe8 has n_(V)=n_(V;) and a(V) # +co. Next, choose a large fixed
R >0 (depending on Vj and V;) so that Vol gy € BZ (Vo) and V1) € BZ (V}). Finally,
we can write down the expression

V0]1(0,1_4+R) forte (0, i]
_ (2 - 4:t)V()]1(0,R) + (4:t - 1)(V0 A Vl)]l(O,R) forte [%, %]
(3 - 4t)(V0 A Vl)]l(O,R) + (4t - Z)Vl]l(O,R) forte [%, %]
Vl]l(o,ifzer) forte [%,1)

for a continuous curve in #R¢ connecting V; and V;. In words, the curve starts out by
moving from Vj to V1o r) while staying inside B?(VO). Then it moves from V1o r) to
(Vo A V1)1or) in a way which is pointwise (almost everywhere) non-increasing before
moving from (Vo A V)1 g r) to Vi1 (g r) in a way which is pointwise (almost everywhere)
non-decreasing and finally travelling from V;1 g g) to V; while staying inside BZ (Wy).

Step 3 (Behaviour of s): Consider now the scattering curve s: [0,1] — T associated to
the curve t = V; from Step 2. From Lemma 4.28 we learn that s stays away from —1 on
[0,1/4] and [3/4,1]. We learn also that it has on [1/4,1/2] some well-defined and finite
number of positive (counter-clockwise) crossing of —1 and on [1/2,3/4] some well-defined
and finite number of negative (clockwise) crossings of —1 (both of which might be 0).
The winding number w(s) must be the difference between these numbers of crossings'>.
Now, what we also need to study is the behaviour of n_(V;) as t runs from 0 to 1. To this
end note as a warm-up that for t € [0,1/4] and t € [3/4, 1] respectively the potentials V,
stays inside Q”Reg\gﬁig and Lemma 4.30(a) tells us that n_(V;) is unchanged on these
intervals. We now begin the description of the behaviour of n_(V;) for t € [1/4, 3/4] which
is in a sense the key element in the present proof.

Step 4 (Counting the eigenvalues I): We consider firstly t € [1/4,1/2] and assume that
s has k € IN; positive crossings of —1 on this interval. Recall that s(1/4) # —1. By the
description in Step 3 we see further that there are numbers

1
Z:t6<t1St{<t25t§<---<tk§t,’(<t*§1/2
sothats(t) = —1fort e (t;_,,t;)and s(t) = -1 for t € [t;,t]] fori = 1,..., k. Lastly, s(t) = -1 for

t € (t,t*) and either t* = 1/2 and s(t*) # =1 or s(t) = —1 for t € [t*,1/2]. By Lemma 4.28(a)

I5Here a positive crossing is really going across —1 and into C_ and a negative one is going across —1 and
into C;
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one has V; € SfReg\fZ_,Iif,g for t € s71(T\{-1}), and hence t > n_(V,) is constant on each
(t]_1,ti) according to Lemma 4.30(a). We prove in Step 5 below that this is also true on the
larger intervals (t;_,,t/] and on (t;,1/2] but that n_(V;) - n_(V;) = 1 whenever t € (t;_,,t/]
and f € (t/,t] ,] for some i = 1,...,k—1or t € (t;_,,t/] and f € (t;,1/2]. Consequently,
n_(Vyp) —n_(Vys) = k since n_(V;) is locally constant near t = 1/4. Considering then
t € [1/2,3/4] and assuming that s has ¢ (negative) crossings of —1 on this interval, we can
run through this part of the curve backwards to obtain a curve on T with ¢ (positive)
crossings of —1. Now by what we just did, n_(V;,,) —n_(V3,4) = € and thus

n_(Vy) =n_(Vo) =n_(Vss4) =n_(Visg) = n_(Vis2) = n_(Visa) = (n_(Viy2) = n_(V34))
=k-C=w(s)

which proves the theorem.

Step 5 (Counting the eigenvalues II): Let us finally prove the remaining assertion in
Step 4, i.e. that the number n_(V;) increases with 1 exactly when ¢t has passed through
a tlf for some i = 1,..., k. For this, consider any such ¢;. If we as in Lemma 4.31 denote
by f; the regular solution to f;”” = V, f; then the assumption in this lemma is satisfied in a
neighbourhood around [t;,t/] C (1/4,1/2): Indeed, since all V; with t near this interval (or
point) is 0 on (R, o), we must have f;(x) = a(V;) + B(V;)x for x € [R,o0) up to an overall
non-zero constant (depending on t) for all these t’s. Now observe that for t € [t;, t/] we
have a(V;) = oo meaning f(V;) = 0 and a(V;) = 0 so that consequently f;(R) # 0 by the
above. By continuity of the map t — f;(R) this is also true on a small neighbourhood
[ti —0,t] + 6] meaning that Lemma 4.31 is applicable on this interval. We conclude that
the number of zeroes of f; on (0,R) is constant on [t; — 6,/ + 8], and thus n_(V;) — which is
the total number of zeroes of f; by the oscillation theorem only varies on this interval
depending on the number of zeroes of f; on [R, ). As we have seen, determining this
number amounts to finding the number of zeroes of the linear function a(V;)+ p(V;)x on
[R,00). If B(V;) = 0 (i.e. for t € [t;,t]]) this function has no zeroes at all, and if (V;) # 0
the only possible zero is —a(V;)/B(V;) = —a(V;) so we are really asking whether this lies
in [R,00). As s moves counter-clockwise it must be the case that Ims(t) > 0 on [t; — 0, t;)
and Ims(t) < 0 on (t/,t/ + 6]. Recalling the definition of s it is clear that this means
a(Vy)B(V;) > 0 on [t; - 9,t;) and a(V;)B(V;) <0 on (t/,t] + 6]. Therefore, a(V;) and B(V;)
have the same sign for t € [t;—0, ;) so that —a(V};)/B(V;) < 0is not in [R, o) on this interval.
For t € (t/,t] + 9], on the other hand, a(V;) and B(V;) have opposite signs, and choosing
0 > 0 sufficiently small we can have also |a(V;)| > |05(Vt;)|/2 and [B(V;)| < |a(thg)|/(2R) for
all such #’s by continuity. Consequently,

a(V,) |a(Vt)| la(Vi)l/2
B(Vy) 1BV Ia(Vt W/(2R) ~

so that there is indeed a zero of f; on [R, ) for t € (t/,t/ +9]. The overall conclusion is the

desired one: n_(V;) is unchanged on [t; - 9,t/] and hence on ( t/] but it increases by 1

z 1’
when t goes from [t; —9,t/] to (t/,t/ + d]. Since it is really the passing of s through —1 that
yields the change we see ﬁnally that n_(V;) is also constant on (t;,1/2] completing the

proof of all the assertions. m]
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Remark 4.33. With!¢ the above theory in fresh memory we record here its implications
for a particularly important class of examples. Fix a non-zero potential V € ZRes
which is pointwise non-positive almost everywhere and consider the continuous curve
[0,00) 3t > tV € FRe8 and its scattering curve s: [0,00) — T. Now, by Lemma 4.28(d),
s(t) moves counter-clockwise as t increases (so that it here makes sense to discuss the
number of its positive crossings of —1 as we do below). Moreover, the Weyl law at least
morally tells us that if additionally V € L'?(RR,) then

n_(tV)= g J;)OO V-V(x)dx,

and in particular that tV has arbitrarily many negative eigenvalues if one chooses ¢
sufficiently large in this case.

In many cases, a more detailed analysis of the asymptotic behaviour of the scattering
length also reveals that a(tV) # +oo for arbitrarily large t’s. From this it follows that

there are arbitrarily large t’s so that a(tV) = 0. (4.12)

To see this one can for any fixed T > 0 choose T < t; < t; < t3 so that a(t; V) # +oo and
additionally n_(t;V) <n_(t,V) <n_(t3V). As is argued in the proof of Theorem 4.29
n_(tV) stays unchanged as long as s(t) # —1 so s(f) must cross —1 between both #; and ¢,
and between t; and t3. But it is impossible for it to cross —1 twice without also crossing 1
— meaning that a(tV) = 0 — at least once between t; and t3. This shows that (4.12) holds

nl7

true and puts us in a position to apply Theorem 4.29 to "prove"’ a statement about the

time of emergence of new negative eigenvalues. That is,

The scattering curve s crosses —1 infinitely many times. Moreover, if s(ty) # —1

and s(t) is between its n’th and (n+ 1)’st crossing of —1 at t =ty then n_(tyV) = n. (4.13)

Indeed, for any natural number N we can use (4.12) and the Weyl law to find a t’ € [0, o)
satisfying a(t'V) =0 and n_(t'V) > N. An application of Theorem 4.29 to the restriction
[0,¢"] 3t >tV shows that the winding number of s|jy ] is larger than N which implies by
the monotonicity that s(¢) has at least N crossings of —1 even on this sub-interval of [0, o).
For the second assertion in (4.13) assume for definiteness!® that Ims(ty) < 0 and note that
there is a t’ > tg so that a(t’V) = 0 and s(t) = —1 for t € [ty,t'], i.e. s(t) have performed
exactly n crossings of —1 at t = t’. By Theorem 4.29 this is to say that n_(t'V) = n, and
since we can clearly join ¢,V and 'V with a continuous curve within gReg\gilizg (we
basically just did), Lemma 4.30(a) tells us that also n_(t,V) = n.

Turning the picture around, (4.13) says also that when t grows larger and larger the
"jumps" in n_(tV) from n to n + 1 happens exactly at ty’s for which s(¢) is performing
its n’th crossing of —1 at t = ty. Or, put another way, exactly when a(tV) is +oco for the
n’th time. The asymptotics of these ty’s is therefore controlled by the asymptotics of the

16Consider this a teaser to Section 5.2.

17Since we are neither precise with the assumptions nor with the results we use, this should of course not
be considered as a rigorous proof — but rather a heuristic argument.

181n the other case one needs to run the last part of the curve t > tV backwards, but this is nothing but a
technical problem.
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scattering length which is in some cases computable and leads to nice results improving
the more basic result from Weyl’s law. [ |

We end this chapter by arguing that for most relevant purposes the assumption V €
FRe8NLY2(R, ) in Remark 4.33 can be replaced by V € L'(RR,,x?dx) N L'?(RR, ) together
with some local regularity which is more or less exactly the condition under which Weyl’s
law holds with added regularity at co only — not at the origin. I learned the clever proof
of this fact from Johannes Agerskov.

Proposition 4.34. Assume V € LY?(RR,) and that |V (x)| is non-increasing. Then also
V e LY(R,, xdx).

Proof. Let V be as in the proposition. The main part of the proof is to show that one has
the pointwise bound |V (x)| < x~2e2Vllv2 with the notation V2= I|V|1/2. Now using
this bound we learn that

[ee) (o]
J- x|V (x)|dx < f |V(x)|1/2e”V”1/2 dx < ||V||1/2e”V”1/2 < oo
0 0
as needed.
To show the pointwise bound suppose for a contradiction that it does not hold, i.e.
that |V (xq)| > x(_)zeZHVHI/2 for some x( > 0. Consequently, for y € (xge IVl x),

2Vl 1
> —,

V@)=V (xo)l >
0 X(Z) yz

and hence

0 1/2 o 1. _ ( X0 )_
| vezay> dy = Inxg) - In{ 20— ) = Vil

0e—||V||1/2 Xoe—”VHl/z y

which is clearly a contradiction. This finishes the proof. O



Chapter 5

Perspectives and outlook

5.1 Scattering length asymptotics

This section aims to provide reasonably simple asymptotic formulas for the scattering
lengths of large negative potentials as the ones appearing in Chapter 2 (when we take
Kk — oo here). We show firstly such a formula in a particularly convenient case as an
example and then move on to discussing a more general setting covering many more
potentials of interest.

Example 5.1. We consider for the moment a potential V: R, — IR, satisfying the As-
sumptions 2.1 from Chapter 2 with @« = 0 and g = —4 and the additional condition that

wa|£(v_l/4)'dx

is finite. Note that the integrand here is 0 wherever V(x) = C,.x~#, and thus this is just

the integral

another way of quantifying the asymptotic behaviour V ~ C,,x~* for large x. As a final
extra assumption we demand that
d

a(v—l/ﬁl) N Cgol/4 and V(x)—l/4_

d

XE(V_1/4)—>0

as x — oo. These do not seem to be very strict requirements since the former simply
describes the "right" behaviour for the derivative of V and the latter equals identically
0 whenever V(x) = Co,x* for any C., > 0. On the other hand, we remark that they are
actually stronger assumptions on the asymptotics of V than the Assumptions 2.1 from
Chapter 2.

Now, for a large parameter x > 0, the regular solution f, to the equation f" = —«V f is
actually well described globally by the Liouville-Green approximation — and this allows
us to give very nice large x asymptotics for the scattering length of the most natural
transformation of the potential —xV. More precisely, we can use the result of Olver,
[Olv61] Theorem 4, parts of which are presented in Proposition 3.8 of Chapter 2, on all
of R,, where the errors are controlled by functions ¢! and &2 satisfying

x d2
1 2 -1/2 -1/4 -1/4
b IeE o s explx 7 [ Vi) (v ) -, (5.1)

the integral being convergent as x — co due to our assumptions. Note that consequently
e1(x),e2(x) — 0 uniformly on R, as k¥ — co. Moreover, it can be seen from the construction

of the error functions in [Olv61] that they have well-defined finite limits as x — oo for all

103
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x > 0. We denote these limits by €. (co) and €2(c0) and observe that they must also satisfy
(5.1) with x replaced by co. The statement from [Olv61] is then (slightly reformulated)
that we can write

o) = Ve A fsin(w2 [ vip) 2y 000 ¢ ko]
and
filx ddx( V‘1/4).[sin(1<1/2 fo Viy)2dy + Q(K)) + e,lc(x)]
20 Aeos(i2 [ Vi) 2ay s 000)) ¢ )]

up to an overall constant, for some a priori unknown number 6(x). However, we see from
(5.1) that £1(0) = £€2(0) = 0 so that 0 = £,.(0) = V(0)"4sin(0(«)) meaning that we can take
O(x) = 0 for all ¥ > 0. This together with our assumptions yield

lim f/(x ~1/4 [sin(Kl/2 Joo V(x)? dx)+6,1<(oo)]
0

X—00

and

) - K'(x):[V(x)-“—x v fsin(s [ v ap) chin]
/25 1/4[ os ij 1/2dy)+az( )]
—>—K1/2C¥4[c05( UZL Vix )1/2dx)+e,<( )]

as x — oo up to a single constant multiplied on both limits.

By considering the construction also treated in Chapter 2, i.e. Vi(x):= 2V (x/2x), it
can be seen by a simple calculation that g,.(x) := fi(x!/?x) solves the equation g = -V, g,.
Since also g,(0) = 0, this means that

a(—VK) = lim w — lim M

X—00 g,i(x) _x—>oo K1/2f

cos(Kl/2 IOOO V(x)1/? dx) + 2 (o) _ e sin(fooo Ve(x)2dx - 71/2) —£2(0)

_C01<{2 — Yoo
sin(Kl/2 IOOO V(x)1/2 dx) + &L () cos(foOO Ve (x)Y2dx - 71/2) + £k (c0)

implying the large x asymptotics
a(-V,) = Cl? tan(f Vo (x)"?dx-7/2 + o,Hoou))
0

for the scattering length of —V,.. Remarkably, the scattering length has this very nice
asymptotic expression exactly for the family of potentlals {=Vi}x>0 which happen to also
converge uniformly towards the potential —C,,x~* away from the origin as ¥ — c0. On
the other hand, a(-«xV) = x/2a(~V,) cannot be written as a constant times tangent to
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a well-behaved expression for large x’s. On an intuitive level this combination of nice
asymptotics of both the potentials (away from the origin) and of the scattering lengths
can be seen as the key to achieving the strong resolvent convergence of the associated
Schrodinger operators as in Chapter 2 along certain subsequences — with some particular
assumptions on the potential V'!. A

As we will see below, the more general case of potentials from Chapter 2 that actually
have a scattering length also has ties to rather explicit scattering length asymptotics.
However, these ties are a bit more subtle than in Example 5.1, and they tell us only
indirectly something about the scaled potentials @, (from Chapter 2). To explain this
more precisely, we need firstly a computational result.

Lemma 5.2. Let f.(x) = ﬁ]iv(Cx%v) for some v € (—1,0) and C > 0. Then we have

_ (Cr2)" . )
x—>oof+ (].+V) Xh_)ngo[f+(x)_xf+(x)] =
SV , ooy (/277
lim £(x)=0  and  lim[£(0-xf0) = [
We observe initially that f, solve the equation f" = —(C/2)?v~ 2v72 f+, 1.e. a scattering

equation with a potential that is in L (x? dx) near infinity. Hence, it is almost immediate
from Theorem 4.11 that the limits in the lemma exist.

Proof (of Lemma 5.2). In order to prove the convergences we need the power series ex-
pansion
k(x/2)%
k'F 1 +k+1)

of the Bessel function of the first kind around the origin, cf. [AS72] p.360 or any other
reference on special functions. This yields the large x behaviour

(C/2)"

_ _ (c2) 1
fi(x) = m

1
O ) and [0 = p s Orel?)

from which the values of the limits concerning f, in the lemma follow straightforwardly
since 1 +1/v <0.

For f we can be a bit more sophisticated. From the power series we see that we
have f-(x) = (C/2)7V/T(1 —v) as x — co. As mentioned above we know that f’(x) and
f(x xf, ) are convergent as x — oo and thus so are xf’(x). From this it is clear that
f,’(x) — 0, but perhaps more surprisingly also xf’(x) — O To see this, simply consider
g(x) := f_(e*) which is bounded for large x and has g’(x) = e*f_(e*) convergent as x — co.
Hence, ¢’(x) — 0 which is exactly equivalent to the last clalm finishing the proof. O

I An important observation here is that the scattering length on its own says absolutely nothing about
the behaviour of the operators H,. ¢ in the £-sectors where £ # 0. Hence, when we in this section propose
scattering length asymptotics as an explanation of the strong resolvent convergence in Chapter 2, we mean
this only for the operators Hy o acting in the £ = 0 sector.
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To tune in on the situation from Chapter 2 once again we would like to emphasize a
particular aspect of the proof of the main result which is not explicitly mentioned in
Chapter 2 itself: The fact that we at some point replace the original potential ® by a
modified version W) and implicitly show strong resolvent convergence of the Schrodinger
operators associated to @, through the corresponding convergence of operators associated
to some modified versions of ®@,.. The point being that in terms of the desired convergence
there is no difference between these things since the modifications really approximate
the ®,’s in L? (or in any reasonable weighted LP-space one could think of) as x — co.

It is the convergence of the modified operators with potentials slightly different from
@, that can be considered in the same light as it is done in Example 5.1, i.e. in terms of
somewhat nice asymptotics of the scattering lengths of the potentials involved (recall,
however, the content of the footnote in Example 5.1). Recalling the relation to the original
potentials for later discussions we notice for the moment that in case @ actually equals
CooxP from some point onwards then there is no modification made to this potential for
sufficiently large x. Thus, with this very strong assumption on the asymptotics of the
potential (which we will from now again call V to be somewhat consistent within the
present chapter) at infinity we can simply use the results obtained in Chapter 2 to find the
asymptotic scattering lengths a(-V,.) of the suitably scaled potentials V. (x) := x#V (xx)
for large k. From the proof of Theorem 2.4 in Chapter 2 we learn that the regular
solutions g, to the scattering equations g, = —V,.g, from some point onwards, say for
x> 1, and up to an overall constant is given by

—2Cl2 2y

27 p Xz )+sm9 Vx-Y 2+ﬂ(

-2cl2 M)

)= o0, T s

for some constants 6, satisfying

o = v laxr- T T T ),
x JO k()X = e 1128 2 * Oxoooll)

We will need in a moment also the fact that from the definition of the Bessel function Y,
of the second kind we have

cosO -], +sin@-Y, =cosO -], +sin0O COS(T,TE)]T mE sin(0 + T,T[)]T —sinbJ
sin(T7) sin(T7)

for any 6 and any non-integer 7. Now in order for —V, to have a scattering length we
clearly must have < -3 so we assume this from now onwards. Then Lemma 5.2 with
v=1/(2+p)€(-1,0)and C = —2C§<{2/(2+IB) > 0 together with the above 3 equations yield
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the intriguing formula

L —
a(-Vy) = th?"[gx(x),_xgé(x)] _ ~sinb; (72?%/2) Zﬁlr(%) 1
menB o) ()
B —Cio/z —ﬁr(;:_g) sin 6,
_( 2+p ) F(%) COS(9K+ﬁ+§) (5.2)
R N e e )
2B () cos( ;7 Vi) 2 dx - gz + £l + 0xasl1)

for the large x asymptotics of the scattering length. We make some observations.

Remark 5.3. a) The picture where the correct scaling for making the potentials converge
away from the origin and the one securing nice scattering length asymptotics agree — as
discussed in Example 5.1 —is the same in the case above with more general . It seems
to be a pattern that one has a better understanding of the asymptotic scattering length
the more one knows about the convergence of the potentials themselves. As mentioned
above, this universally "nice" scaling of the potentials is very important for having the
main results in Chapter 2.

b) Something that can be seen from (5.2) is that the scattering length a(—V,.) tend to
be asymptotically increasing. Indeed, ignoring the error terms and using

d sin(h(x)+c;)  h'(x)cos(c; —c;)
dx cos(h(x)+cy)  cos(h(x)+cp)2

we deduce relatively easily that da(—V,)/d«k has the same sign as

NS R VI

(_4+2a_4+2/5_5+4+2a_4+2/5 N2+ 2

which is positive since —7/(2 + ) € (0, 7). From the general theory, cf. Proposition 4.17,
and the connection to the scattering length a(—«x V) this is not a surprising result, but it
nevertheless shows how we can re-observe the general theory in asymptotic expressions,
this time in the derivative of the scattering length for large «. |

To end the section we include a discussion about the assumptions one needs to put on
the potential V in order to have the asymptotic expression (5.2) for the scattering length
of -V,.

Remark 5.4. Fortunately, the formula (5.2) matches with the result from Example 5.1.
Indeed, in the case of @ = 0 and = —4 one has

Tt 7T7T_7'[+7'[7T_7t 7'[+7T_7'[7t_7'[
4+2a 4+28 2 4 4 2 20 4+2a 4+28 4 4 2
and
3+B
(e 215 )y
1+8\ T Too
2+ r(m) 2 T(3/2)
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This is a strong indication that the formula (5.2) has some robustness in terms of condi-
tions on the asymptotics of the potential near infinity — at least for some a’s and f’s. After
all, we did not assume the perfect asymptotic expression for the potential in Example 5.1.

We believe that this combined with the fact that the asymptotics works with only very
natural conditions on the asymptotics x* near the origin gives an indication that (5.2)
holds true more generally than for the cases treated above. At least it seems plausible
that one needs only to control the behaviour of a couple of derivatives of the potential
near infinity — both since this is the case near the origin but also considering the various
refined WKB approximation techniques that might be applied to approximate solutions
of the equation f” = —xV f, for large x. By the latter we mean for example the "exact
WKB method", cf. [GG88], or the analysis carried out by Feffermann and Seco in [FS92].
Using these methods there seems to be a rather clear connection between the number
of well-controlled derivatives of the potential and the quality of the approximation. We
ask only for the asymptotics of the scattering length which is really given by evaluating
scattering solutions and their derivatives at some fixed point (as is seen in the proof
of Theorem 4.12). Therefore, one should be able to determine this by the mentioned
methods with way weaker assumptions than we have above, thus opening a way to
improve our results.

Another possible approach? to broadening the class of potentials for which (5.2) holds
true is strengthening the abstract theory on the scattering length. More precisely, any
kind of uniform continuity of scattering length-related quantities will be an enormous
help in this regard, since this might open the possibility of relating asymptotic scattering
lengths of more general potentials and those for which we have (5.2). However, we do
really need this kind of result — at least with our methods — to get all the way to having
similar conditions at the origin and at infinity in the above. Indeed, while the modified
potentials with which we are really working do approximate the "original" potentials in
any relevant LP-space, one has next to no control over the rate of this approximation: It
depends on the asymptotics of the "original" potential at infinity in a very convoluted way
(through the function 7 in Chapter 2). As a consequence, only true uniform continuity of
some relevant quantity as a function of the potentials will be a real short-cut to weakening
the assumptions above. |

5.2 A conjecture about the asymptotic jumps of n_(-«xV)

Consider a potential V which is everywhere non-negative and satisfies suitable conditions
securing that n_(—xV) from Section 4.4 is well-defined for all ¥ > 0 and Weyl’s law (see
Section 4.4 in [FLW22] for a standard treatment of slightly weaker forms of this) holds,
i.e.

n_(-xV)= % Lm V(x)2dx +Op_o(1)

21t should be mentioned that we find this approach somewhat unlikely to work out. Actually, it would
also be interesting to try to disprove uniform continuity of, say, the scattering curve from Definition 4.27
(note that this can similarly be defined on £ directly).
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as k¥ — co. Introducing the "jumps" of the function x + n_(—« V) rigorously by putting
K, (V):=inf{x > 0| n_(-xV) > n}

forn=1,2,..., we claim that n_(-x,(V)V) is either n—1 or n. This can be seen from
Remark 4.33 (where x now plays the role of t) since by tracing the continuous scatter-
ing curve just before and after its n’th crossing of —1 respectively, it is apparent that
n_(-xV)=mn-1 for some « < x,(V) and n_(-xV) = n for some « > x,(V). It is well
known that n_(-«xV) is non-deceasing in x by the variational principle, and thus the
claim follows. This and the Weyl law combined with the fact that x,(V) - o0 as n — o
yields the equation

Kn(V)l/z

S /2 e
- Jo V(x)"“dx=n+0,_,(1), (5.3)

describing the asymptotic behaviour of x,(V) up to errors of order n as n — co. We
conjecture that these asymptotics in many cases can be improved in the sense that
0, 0(1) in (5.3) can be replaced by C(V)+0,,_,,(1) with some explicit constant C(V)
depending on the behaviour of the potential near the origin and infinity. This will
describe the asymptotics of x, (V) including its order n behaviour exactly. More precisely,
our primary conjecture is the following:

Conjecture 5.5. Suppose that V satisfies the Assumptions 2.1 in Chapter 2. Then, with
x,(V) defined as a above,

Ka(V)V2 [ 1/2 1 1 1
e 4 dx =+ ——— = ——— =~ + 0, (1 5.4
s 0 ()" dx "t 24 4+2B 2 " on v (54)

which implies

Ku(V) = TEZ(J:o V(x)l/zdx)_2 [n2 + 2:(1 - ZZﬂ —n] + 0y 500(1)

as 1 — oo.

As we will see below the conjecture about the next-to-leading order asymptotic term in
(5.4) primarily stems from the fact that modulo 1 precisely this constant arises in the
cases where we can find scattering length asymptotics (5.2) — thus making us almost able
to prove the conjecture in these more regular cases.

Meanwhile, we also motivate the conjecture with an example that sheds some light
on the mechanisms that should be driving the asymptotics in (5.4).

Example 5.6. Consider the simple potential

4

1 forxe(0,1)
x* forxe(l,0)

which does not strictly speaking satisfy the regularity assumptions in the conjecture. On
the other hand, it is still very plausible that the result holds also for this potential, and
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here we actually have a chance of computing (or at least of approximating) the numbers
k, (V) pretty well for almost all #. Now notice that, for any « > 0, if f" = -k V f,. is the
regular solution to the scattering equation and g, (x) := f.(x'/?x) then g/ = -V, g, with

4

k> for x e (0,x7?)
x™* for x e (k712, 00),

and g, is a multiple of the regular solution of this equation. Now by the oscillation theo-
rem this shows that n_(-xV) = n_(-V,) since f, and g, clearly have the same number of
zeroes. Moreover, we have a(—«x V) = oo if and only if a(—V,.) = £oo since this corresponds
to f/(x) = 0 and g, (x) — 0 as x — oo respectively. As described in Remark 4.33 these «’s
are exactly the x,(V)’s and thus a relatively thorough analysis of « - a(-V,) might very
well give us an expression like (5.4). We now start this analysis.

Since we can consider the g, solving ¢ = -V, g, £.(0) = 0, we choose the solution,
up to a constant on one of the regions,

sin(xx) for x € (0, k~1/?)
e\ X) = 12

xcos(0, —1/x) for x € (x4, 00)

where 0, is determined by the condition g € C!([0, 00)) (it is not difficult to check that all
solutions to g”(x) = —x~*g(x) has the above form for some 6,.). This solution has

x cos(xx) for x € (0,72
8(x) = 1
- cos(0, — 1/x) — < sin(@, —1/x) for x € (k™/?,00),
up to a constant on one of the regions, which shows in particular
- Se(Y) —xgi(x) . sin(6, — 1/x)
-V,) = lim &&=———°" — |lim ———— =tan(6,),
a(=Vi) = lim gr(x) x00 c08(0 — 1/%) an(0x)

i.e. k¥ > 0, is a continuous scattering argument (from Definition 4.12 — continuity
is relatively clear from the definitions above) of the pointwise non-increasing curve
K — —V,. Since we know from the general theory that this is non-decreasing, we conclude
that x,,(V) is characterized by 0, () = nt—7/2 when choosing?® 0 € (-n/2,7/2), and all
there is left to do is to provide a sufficiently detailed description of the map « - 6.

-1/2

From equating the expressions for g, and g, at x = and dividing them with

each other — thus eliminating any overall constants — we arrive after minor algebraic
manipulations at the equation*

tan(0, — k%) —tan(x/? + /2) = /2 (5.5)

which together with 6 € (-71/2,7/2) and the continuity completely describes x +— 6,.. To
see that this is a possible choice of 6 simply notice that

tan(6, — Kl/z) = tan(Kl/2 +71/2)+x 2 —0

3You will see in a moment that this is indeed possible.

4This should be understood in the sense that 6, — x!/2 = 71/2 mod 7 if and only if /2 = 0 mod .
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as k — 0 and thus we can choose 6, — k2 — 0 =: 8. From (5.5) it follows that
10, - 21"+ 71/2 — k| =10, — k"% = (k2 + 7/2) = (ky — 1)m| < 672
for some k, € Z depending on x. Combining this with the continuity yields
16, — 22+ 7/2 —km| < 112 (5.6)

for some fixed k € Z for all x € (4/7%,c0). We claim that k = 0. To realize this, put
hy(x) = 0, — k% and hy(&) = tan(& + m/2) + £~ and observe that the latter is well-defined
on all of (0,7t) with

, &2—sin?&

h =—->—>0

(&) E2sin% &
here. Together with the limits h,(£) — 0 as & — 0 and h,(&) — oo as & — T this is to say
that on (0, 7) it grows from 0 to oo, and hence that h; (k) = arctan(h,(x'/?)) for « € (0,7?).
Consequently, h; grows from 0 to 71/2 on (0,7%) by the choice 6 = 0. The important part
is that by continuity of h; we have

eﬁz—zmgzhl(n?)—%‘ -0

so that indeed k = 0 in (5.6) (as clearly 7*> > 4/7? and 7t > 1/71).
We have thus obtained a very nice asymptotic expression for the scattering length as
a(-V,) = tan 0, with 0, = 2xY? —=11/2 + O,_, (k" /?). From this we obtain

7 U _
== = 0, (v) = 26u(V)2 = 2+ Oy (ka(V)72)
and, rearranging, 2« (V)2 = n7t+ O, _,o(k,(V)V?) = nt+ O0,,_, o (n~"). Correspondingly
we easily find that

J- V(x)"?dx =2
0

which confirms the correctness of Conjecture 5.5 for this particular potential since in this

case
1 1 1 1 1

=0.

1
2
We even have a smaller error term of order n~! instead of 0,,_,.,(1) which might be seen

as a consequence of the fact that V satisfies exactly the asymptotics ~ 1 and ~ x™* at the
origin and infinity respectively. A

Remark 5.7. One can — and should - notice several things about Example 5.6:

a) The equation (5.5) actually tells us that whenever x'/? = k7t for some k € N then
it forces 0, = /2 mod m, i.e. a(—V,) = +oo. From this it is possible to extract the
equality Ko (V)12
words quite easy to find; it is the «,(V)’s with odd n which take some effort to

= nm for all n € N. These points of new eigenvalues are in other

describe sufficiently well.
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b) The entire analysis in the example could have been carried out without considering
the transformed potentials V,.. The reason for nevertheless performing the transfor-
mation is more of the aesthetic kind, yielding as usual the nice(r) formula a = tan 0
for the scattering length. We do believe that this approach makes the connection
between scattering length asymptotics and the conjecture more transparent.

¢) In the case of the potential V from the example there seems to be no obvious
obstructions for using the Liouville-Green approximation to the regular solution f,
to the scattering equation for large x as in Example 5.1. Doing so one arrives at the
expression a(—«x V) ~ k2 tan(2x/? — 71/2) for large «x, and one can relatively easily
extract the equality (5.4) — at least modulo 1. For the details see the discussion
below the present remark. However, this approach to the problem also has massive
issues in describing the small x behaviour of the relevant quantities which was
actually the most delicate part of the exact treatment of the example.

d) The error term of the form O,_,.,(n"!) in the example corresponding to 0,,_,(1)
in (5.4) is interesting in two ways. Perhaps most obviously it tells us, as we briefly
mentioned above, that for sufficiently regular potentials the "natural" next term
after the constant one in (5.4) is that of order n~!. But on the other hand it is
remarkable that, according to a), the error term is 0 for even n’s while by (5.5) this
is not the case for odd n’s. In other words, the error is oscillating in a non-trivial
way. Perhaps a bit speculative one could ask whether this is a consequence of the
discontinuity of V" at x = 1. [ ]

Let us now see how close we can get to proving Conjecture 5.5. For this we unfortunately
have to consider the set-up where we have shown the scattering length asymptotics (5.2).
Analogously to Example 5.1 (with slightly different notation) it can be seen by standard
calculations that a(—xV) = €a(—V;) with & = Kﬁlﬁ and Vg(x):= & PV (&x). Further, as in
Example 5.6, for each n, the number x,(V) is exactly the x > 0 in the n’th occurrence of
a(—Vg) = £co0. Once K and thus « is sufficiently large we can use that it follows from (5.2)
and the above that all x,,(V)’s are the «’s for which & satisfies

Vo) Pdx— — v Lo (1)=Z 5.7
| vt ax- o ot = 3 (5.7

modulo 7. Now, since

f Vo) 2dx =2 J Vi(x)2dx = \/EJ V(x)2dx,
0 0 0

we recover the formula (5.4) by rearranging (5.7) — except we only know about its validity
modulo 1 (from the modulo 7 above).

We can extend this argument slightly to include potentials for which the "inverted
potential” VinV(x) := V(1/x)/x* satisfies the assumptions needed to prove the asymptotics
(5.2) (of course with a replaced by —f —4 and by —a —4). This means essentially that
V should satisfy the p-part of Assumptions 2.1 in Chapter 2 together with very strong
assumptions on the behaviour of V near the origin (i.e. that it is identically Cyx® here).
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To realize the connection between «,(V) and «,(V"V) observe that if f, is the regular
solution to f = —xV f, and fi™(x) := xf(1/x) then (fi"V)” = —x VIV finv, Since f, and
finv has the exact same number of zeroes in IR, we learn by the oscillation theorem that
©,(V) = &, (V™). By the above we obtain further

00 inv 0o
Kn(V)J V(x)l/de: Kn(V )—[ V1nV(x)1/2dx
T 0 T 0

1 1 1
"t Tap-d) dv2(a-ad) 2 o=l
B 1 11

T4 T4r2a 2

modulo 7t which verifies the conjecture (modulo 1) also in the case of these assumptions.

Remark 5.8. In the light of the partial proof of Conjecture 5.5 just presented we can
discuss how to get closer to proving the full conjecture. We mention both the directions
for which we have concrete ideas for proceeding and the ones for which we do not.

a) The most obvious improvement to the proof above would be to be able to relax
the assumptions on the behaviour of the potential near infinity needed for (5.2)
to hold true. This is discussed in Remark 5.4, and we believe that it is the most
difficult obstruction for proving Conjecture 5.5. It might be the case that one needs
to assume a bit more than the g-part of Assumptions 2.1 in Chapter 2, for instance
assumptions like those in Example 5.1, but it is remarkable that one can take so
general behaviour near the origin and only very restricted ones near infinity (or
vice versa). By the nature of the problem it seems unnatural that the asymmetry
in assumptions about asymptotics near the origin and near infinity should be too
large — as it is the case in the above proof.

b) A flaw in our scattering length approach above is that it needs the existence of a
scattering length. In particular this means that it fails for g € [-3,-2). One way
to fix this issue would be to generalize the theory of scattering lengths to a theory
that include also these potentials. For most potentials from L!(RR,,xdx) this does
not seem impossible since a distinguished scattering solution, the Jost solution (cf.
[RS79] XI.8.E) which converges towards 1 at infinity, exists for all potentials in this
space. The problem is rather that a general scattering solution in its asymptotics
near infinity contains terms between the leading order linear term and the constant
term from the Jost solution. Thus, one cannot quantify the relationship between
the contribution from each of these terms in an arbitrary scattering solution as it
can be done in the more regular cases where the scattering length is well-defined as
this relation exactly.

However, it is still extremely plausible that the jumps «,(V) in the number of
negative eigenvalues are the «’s for which the regular solution to " = -« V f. isa
multiple of the Jost solution (actually we believe that this fact is part of the more
advanced theory of the "Jost function" — not to be confused with the Jost solution —
see [RS79] XI.8.E for the details). Thus, a closer examination of Wronskians like the
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ones defining f(V) in the proof of Theorem 4.12 might very well be sufficient to
determine the asymptotics of x,,(V) — even in the cases where the scattering length
does not exist. In order to find asymptotic expressions for these Wronskians, one
must of course additionally control the asymptotics of derivatives of scattering
solutions. This does not seem like an impossible task since standard approximation
results like those in [Olv61] actually include expressions for derivatives. However,
the calculations in this approach could turn out to be tedious, and one still needs to
strengthen the approximations also where the Liouville-Green method or similar
methods do not apply.

c) Lastly there is the issue with our approach above that it only proves the assertion
modulo 1. So one could reasonably ask: Then why do we conjecture the asymptotics
5.4 without "modulo 1"? This is based partly on the fact that it holds true in toy
examples like Example 5.6 (see also Examples 5.11 and 5.12 below). But it also
relies on more theoretical considerations. Considering for instance the Liouville-
Green approximation in Example 5.1 for large «’s it is apparent from the oscillation
theorem that the constant term in (5.4) is the desired one for potentials of this
somewhat general type. We do believe that it is possible to obtain the same kind
of results in the global approximation of scattering solutions in Chapter 2. Here,
a large part of the approximation also comes from the Liouville-Green method
where the number of zeroes of the solution —i.e. the contribution to the number of
negative eigenvalues of the operator — is rather controllable as in Example 5.1. On
the remaining parts of IR, the approximation is through exact solutions, described
by Bessel functions, of "approximate scattering equations". In Chapter 2 only the
asymptotic expressions of the Bessel functions for large variables are used, but
in fact one also has some knowledge about the structure of zeroes of the Bessel
functions — almost as for usual sine functions. Moreover, it seems likely that the
expression for «, (V) one would obtain from these asymptotics matches the one in
(5.4). We believe that proving this is simply a matter of carrying out a rigorous
analysis. [ ]

5.2.1 Generalizing the conjecture

We suggest also a slight generalization of Conjecture 5.5 to a class of potentials which is
surprisingly difficult to handle with the methods of Chapter 2, but which are nonetheless
standard objects in the theory of Schrodinger operators. A somewhat vague formulation
of this is the following;:

Conjecture 5.9. The result in Conjecture 5.5 extends to the cases @ = oo and f = -0
where this means that the potential V decays faster than any power at the origin and/or
infinity and 1/ + co := 0 in the formula (5.4).

This conjecture is mostly motivated by the examples discussed below with exponentially
decaying potentials, and in particular by the fact that the behaviour of the «,(V)’s fits
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so elegantly into (5.4) with the in this case very natural choice f = —co. It would be very
interesting if one could even extend the conjecture to potentials with compact support
where one must have both @ = co and § = —co0. Then the constant term in (5.4) would be
the least possible in this case —i.e. the new eigenvalues would come "as fast as possible
compared to the semi-classical term" exactly in this case. On the other end of the scale
would be the potentials lying close to x~2 asymptotically near the origin and infinity.

For the final examples supporting Conjecture 5.9 we need a small lemma (which we
surprisingly have not needed of so far).

Lemma 5.10. Consider a V € & and let f be the regular solution to the scattering
equation f” =V f. Then f is bounded on all of R, if and only if a(V) = +co.

Proof. Recall the notation and content of the proof of Theorem 4.11. In particular let
w(x) := xf(1/x) so that w(0) = (V) and w’(0) = @(V'). Now if a(V) = oo then (V) =0 so

that
w(1/x) - w(0)

1/x
as x — oo where &, € [0,1/x]. This implies that f is bounded near infinity and hence on all
of R,. If, on the other hand, a(V) # +oco then f’(x) — (V) # 0 as x — co and consequently
f cannot be bounded at infinity. O

f(x) = xw(1/x) = =w'(&) —w'(0)=a(V)eR

Example 5.11. Consider now the Péschl-Teller potential defined by V(x) = cosh(x)2.
This has the to us very nice properties of being smooth and lying in the right LP-spaces,
and moreover the equations f” = —«x V f,. are completely solvable with all solutions being
linear combinations of

() = P@_l (tanh x) and he(x):= Q@_l (tanh x)

where P and Q are the Legendre functions of the first and second kind respectively.
Letting f, be the regular solution to the scattering equation above, the condition f,.(0) =0
forces this to be, up to an (irrelevant) overall constant, of the form

P11 (0)
2

Q iz (tanh x) =: g (x) + C e (x)

fic(x) = Pyger (tanh x) —
2 @(0) 2

in the sense that f,(x) = ch,(x) whenever h,(0) = 0.

We notice in the spirit of Lemma 5.10 that g, is bounded on all of R, while h,(x) —
o0 as x — oo. Hence, a(-xV) = +c0 if and only if C, = 0, and by the general theory
outlined above «, (V) is exactly the value of x for which this happens for the n’th time. A
calculation shows that

Cy = —%tan(g(‘véhc +1+ 1))

yielding the equation
3
Z( 4k, (V)+1+ 1) =nm
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for «,(V). Rewriting, we obtain (x,,(V)+ 1/4)"/?/2 = n— 1/4, and further simple calcula-
tions result in the asymptotics
) =n-— +On~>oo(n71)

ku(V)2 [ _ka(V)2 1 / 1 -
TL V(X) dx = > —E Kn(V)+Z+On4>oo(Kn(V) 4

which matches the conjecture with @ = 0 and = —co. Comparing the error term we

Nl
Nl=

1

D=
D=

obtain here to Remark 5.7(d), further analysis will show quite easily that the error term

-1

for this very regular potential can be expanded as a power series in n™ as one might find

natural for smooth potentials. A

Example 5.12. As a final very simple example we take our potential to be V(x) = e™*. If
exponentially decaying potentials all have the same x,(V)-asymptotics then we should

1/2 (oo 1/2
n_l"'On—)oo(n_l) _ Ku(V) f V(x)l/zdx: 2Kn(V)
0

observe

4 U U
when determining «, (V). We are basically doing so by following the procedure from
Example 5.11. That is, if f, is the regular solution to f.” = -« V f, then we find that

_Jo(2x'?)

fulx) = Jo(2! e ™) = 2o

YO(2K1/2e—x/2)

up to an overall constant. This is since J5(2x?e™/?) and Yy(2x!/?e™/2) span the space
of solutions and we as usual force the boundary condition f,.(0) = 0. Moreover, it can be
seen that only the solution with the Bessel function of the first kind is bounded at infinity,
and thus (V) must be exactly the « for which 2x!/2
is well known to be (n—1/4)t+ O, _,o(n7!) (cf. [AS72] p.371) so we recover exactly the

desired formula. A

is the n’th zero of J,. But this zero

5.3 Conclusion and some additional open problems

We here wrap up the key content of our work treated in this thesis and present some
possible directions for further research.

In Chapter 2 we settled the periodicity question of the large Z behaviour of atoms
H}FMF in the Thomas-Fermi mean-field model: The n'? period is asymptotically of length
3DC_137T3112 to leading order for some fixed constant D > 0, and along certain sequences
we really have convergence H}fMF — HEQFgIF towards explicitly given "infinite atoms".
There are several directions in which one could continue the research in this field.

Firstly, it would be interesting (but probably also difficult) to carry out a similar
analysis in other mean-field models, or, more generally, to compare the periodicity in

this model to that in other models for large atoms. Problems could be:

* Proving strong resolvent convergence in the other mean-field models introduced in
Section 1.1. That is, HZV[F - H:%F along certain sequences in the strong resolvent
sense for some "infinite atoms" Hc’;NéF Such results would significantly strengthen
the hypothesis concerning a quite general periodicity in the many-body Schrodinger
model for large atoms.
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* A starting point could be to consider the Thomas-Fermi-von Weizsacker mean-field
model as also mentioned in Section 1.1 — and in particular the one-dimensional
operators acting in the ¢ = 0 angular momentum subspace corresponding to the
Hg’%’s from Chapter 2. Here it seems plausible that the scattering length theory
from Chapter 4 and the convergence of the potentials away from the origin might
prove abstractly (see the last bullet below for the details) convergence along some
sequences of Z,’s. Perhaps one could manage to prove that these behave asymptoti-
cally like the corresponding Z,’s from the Thomas-Fermi mean-field model.

* Another related question is whether the sequences of Z,,’s from the Thomas-Fermi
mean-field model capture the (conjectured) oscillations in the radii RSF(Z ) and

ionization energy IgF(Z) as Z — oo.

Secondly, we suggest a further study of the limiting operators Hgé‘/[F, especially of its
spectral properties. Here the problems are mathematically very appealing due to the
very explicit form of the operators.

* The operators should have essential spectrum covering all of [0, c0). What about
the part of the spectrum o*(HSé‘AF) lying in (—o00,0)? Is this discrete? We can
also ask whether 0 is an accumulation point of G(HSQAF) N (=0, 0). If this is not
the case, there will be a spectral gap below 0 which can be interpreted as the
ionization energy of the infinite atom — and it will be natural to study its behaviour
as a function of 6. For all these questions, one can start by answering the easier
corresponding questions concerning the one-dimensional operators acting in the
different angular momenta ¢ subspaces.

* A description of the asymptotic behaviour of large negative eigenvalues (if such
exist, see above) of HOTOFé‘/IF would be relevant. Since these eigenvalues describe
the (infinitely many) electrons arbitrarily near the origin, their properties in the
Thomas-Fermi mean-field model might actually tell us something about the cor-
responding quantities in the many-body Schrodinger model. This is unlike the
previous question concerning the ionization energy in the infinite atoms which
most likely depend only on the outermost electron(s).

In Chapter 3 we provided the exact relation between convergence of symmetric operators
A,, their self-adjoint extensions B,, and the operators U,, used in the construction of these
extensions. We did this in terms of strong (resolvent) convergence of operators and strong
convergence of graphs. Another natural convergence type of sequences of self-adjoint
operators is norm resolvent convergence, and hence a relevant extension of our results
would be:

* Proving the analogue of our results (say, Theorem 12 in Chapter 3) but where strong
resolvent convergence of the B,,’s is replaced by norm resolvent convergence. An
educated guess is that one should then replace the strong convergence of the U,’s
by norm convergence. Similarly the convergence conditions on the A,,’s should be
adapted to capture the nature of norm convergence.
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We developed in Chapter 4 a general theory for the scattering length of real-valued
potentials V lying in the class L'((x V x?)dx, R, ). Crucially, we constructed the scattering
length a(V') as a fraction a(V)/B(V) of two numbers, @(V') and p(V'), which are continuous
functions of V. We proved also monotonicity of the scattering length and related quantities.
Finally, we applied Sturm’s oscillation theory to express the difference in the number of
negative eigenvalues of ~d2/dx*+V and ~d?/dx*+V (for suitable V and V) as the winding
number of a curve closely related to the scattering length. Some possible problems for
further research on this topic are:

* Developing a theory similar to that of the scattering length for real-valued potentials
from the class L'(xdx,IR,). For many purposes this is a more natural class to
consider, and in a sense L!((x V x?)dx, R, ) is primarily chosen in order to ensure
the existence of the limit defining the scattering length. Furthermore, a wider
class of possible potentials would automatically make us able to define also the ¢!
scattering length a,(V) of such potentials for all £ € N,.”

* Determining whether the maps V +— «(V) and V +— B(V) are not only continuous
but uniformly continuous. If this is the case, it will, as noted in Section 5.1, be
a major help for finding asymptotics of scattering lengths. If it is not the case,
the proof of this will certainly still provide some insight into the nature of the
continuity of these maps.

* Extending Theorem 4.29 to include the case V,, V] € %Iiig (see Section 4.4 for the
notation). This requires basically only to exclude some pathological behaviour of
the number of negative eigenvalues n_ on ,%_,Iiig, but we have so far not been able to
do so.

Chapter 5 proposed as a partial explanation of the strong resolvent convergence in
Chapter 2 the asymptotic behaviour of the scattering length of the relevant potentials.
These asymptotics were determined in some particular cases. Further, it was explained
how they are related to a conjecture (Conjecture 5.5), which strengthens, in some cases,
Weyl’s law for the number of negative eigenvalues of Schrodinger operators. It is of
course a goal to prove this conjecture. We mention here also one final result which we
believe could quite easily be proved using the theory presented in this thesis.

+ Consider a continuous curve R, 3 t = V, € &R of potentials as in Section 4.4.

Then it is natural to conjecture that —d%/dx* + V; converges in the strong resolvent
2
loc

the limit should be a self-adjoint extension of —d%/dx? —lim V; (defined in terms

sense if and only if V; converges in L; (IR,)and a(V} ) is convergent. In this case,
of lima(V; ) if no natural extension exists). In case V; gets arbitrarily negative
— in an appropriate sense — for large ¢, we will be able to find sequences {t,}”;
so that a(V; ) — a for any a. If, moreover, V; converges as t — oo, this proves
abstractly strong resolvent convergence of the Schrodinger operators along some
subsequences. As mentioned above this could be a useful technical tool for some
interesting problems.

5 Although this is not discussed in this thesis, it is a perspective we find very interesting.



Appendix A

Selected results from the theory of
distributions on R,

In this appendix we treat some facts from the theory of distributions adapted to our
case of interest, i.e. functions on IR,. Recommended general references on the topic are
[Gru09] and [LLO1].

Proposition A.1. Let f € L R, ) and suppose that " € L10c (Ry). The function g(x) :=
f(1/x) then has the derlvatlve ¢ €Li (R,) given by ¢’(x) = —f"(1/x)/x

Proof. Let ¢ € C°(IR,) and note that also the function 7(x) := ¢(1/x) is in C5°(IR,). Now a
simple substitution y = 1/x yields

v oon (T (T | fe¢'(1/y) 1/y
&) = —g(@)) = JO g dx = fo F/0 (x J
_ « , _ N _ g _ « , f 1/3/
—fo ' dy=f(n') = —f'(n) = fo Fp(1/x)d j
which is the desired result. O

Proposition A.2 (Fundamental Theorem of Calculus). If g€ Ll (R,)and

loc

for= [ smyi= [ swdy- | sy

AX AX

for x € R, for some fixed a € R, then f € C(R,) and f’ = g. If moreover g € L'((0,1)) then
additionally f € C([0,)) and the a can be chosen to be 0 as well.
Conversely, for any f with f’ ¢ Llloc(IRJr) it is true that f € C(RR,) with

+fo’(y)d

for all x,a € R,. If, moreover, f’ € L'((0,1)) then f € C([0,0)) and the above equality
holds also when x = 0 and/or a = 0.

Proof. Continuity is relatively clear. For any ¢ € C;°(IR;) we now observe that by the
elementary identity

]l(a/\x,x)(y) - ]1(an,¢)(}1) = ]l(O,y)(a)]l(y,oo)(x) - ]l(O,y)(x)]l(y,oo)(a)

119
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and Fubini’s Theorem we can obtain

7(9) ffqb dx = ff DL anen)(®) ~ Lignsa )] () dy dx

= Lg (0,y)(@ f(P dxdy+ng(y)]lw,oo)(ﬂ)K‘f"(x)dxd?

:jo g(y)[mo,y)(a)+n<y,m><a>1¢<y>dy=L gbdy = g()

which means f’ = g as claimed. The additional results for ¢ € L'((0,1)) follows from only
very slight modifications of the above.
For the second part of the result we have just seen that f and the function

- fomdy

have the same derivative, meaning that they differ at most by a constant. Since h € C(IR,)
with h(a) = 0 we conclude that f € C(IR,) and

—f () dy = £(x)— hix) = £(a) — h(a) = f(a)

as claimed. Again the extension to the case f’ € L!((0,1)) should be an easy check. O

Lemma A.3. Let V e L110C(1R+) and consider the space
={f €L, (R,)| f” =V in the distributional sense}.

This space is a two-dimensional subspace of C!(RR,).

Proof. We argue firstly that A" C C}(IR,). For any f € N part of the condition f” =V f
isthat Vf € LIIOC(IRJr). Consequently, the fundamental theorem of calculus tells us that
f’ € C(R,), and consequently f € C}(R,).

Now fix any point x5 € R, and f € M. Then f(xy) = A and f’(xq) = B for some A,B€ R,
and we claim that these constants determine f completely which will clearly prove the
last part of the lemma, i.e. that dim V' = 2. For this we proceed basically as in the proof
of Proposition 4.5, i.e. we prove that A = B =0 implies f = 0. In this case we can show by
induction that

< fw Nay) sup 111

VE(x0,x)

for all n € N and x > xo. Hence, f’(x) = 0 for all x > xq and, since f(xy) = 0, we must have
f =0 on (xg,0). The fact that f =0 on (0,x) is proven completely analogously.
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To show the inequality we see straightforwardly that, assuming the inequality for

some 1,
X X
9= [ wolrelay < | vl L
S—|x” sup |f |f V(y J‘ |V(z |dz dy
n. })E X0, x
V(v Idy sup |f(y

(n + 1 Ix _[ Ve(x0,%)

as claimed. The case n =1 is a simple estimate, and thus the proof is complete. O

Proposition A.4. If f € C/(R,) and g,g’ € L] (R,) then (fg)' = f'g+ fg’-

Proof. The proof goes by a mollification argument. One can approximate f and f’ by
some f, f; € C*(IR,) uniformly on any bounded subset of R, as ¢ — 0 by taking suitable
convolutions. Applying (fg)’ to a test function ¢ € C;°(IR,) we see that, as claimed,

<fg>'<¢>:—f0 fgqb'dx:—hmj J‘eg¢’dx=1imf fog—(fod) gdx
—hmf flbg+ fopgdx = L(f’g+fg'>¢dx- 0

Corollary A.5. Let V,V e LIIOC(IR+) and consider any solutions f and fto the equations

"=Vfand f” = Vf respectively. Then the wronskian W := f’f — f " has the distribu-
tional derivative W’ = [V — V|ff. In particular, if f and g are both solutions to f” = V f
then f’g— fg¢’ is constant on RR,.

Proof. We learn from Lemma A.3 that f,fe C!'(RR,) so that in particular f’, f € Lloc(IR ).
Further, (f’)’ = Vf and (f’) = Vf lie in Llloc(IRJr) as well. Therefore, Proposition A.4
yields

W =f'f+ff=ff~ff"=V-VIff

as needed. The last part of the corollary follows from the fact that in this case W' = 0. O

Proposition A.6 (A particular partial integration). Let 0<a<b < co. If f € H}((a b)),
f”eLl ((ab))and ff” eL'((a b)) then the equality

loc
b b
[prax=- yppax

holds.
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Proof. We prove the slightly more general statement that if f € Hj( )), ' € L*((a,b)),
e L{ ((a,b)) and ff” €L'((a,b)) then

Lbff"dx - —Lbﬁ’ dx

and suppose initially that f has compact support inside (a, b). By a convolution argument
one can then find {h,};”, C C;°((a, b)) so that supl|h,| < sup|f| and supph, C(a+¢&,b—¢)
for all n for some ¢ > 0 (which is independent of 1), and so that h, — f in H'((a, b)) and
pointwise as n — oo. Thus, in this case,

b b b b
J ff’dx = limJ h,f”dx = - lim h;f’dx:—f f'f dx
a n—00 a n—o00 a a

where the first equality is by the dominated convergence theorem with |f”] - sup|f]| -
1 (a+¢,b-¢) as a dominating function.

Fora f € H&((a,b)) with ]_ff” € L'((a,b)) which is additionally (real-valued) non-
negative, consider a sequence {g,}°>, € C$°((a,b)) satisfying g, — f in H!((a,b)) and
almost everywhere as n — co. Define now for each n the function f, = (g, A f)V 0 €
H&((a,b)). These have compact support (since g,(x) = 0 implies f,(x) = 0) and their
derivatives are (see [LLO1] Corollary 6.18)

g on{0<g,<f}
fn,: f, on{OSngn}U{gn<0:f}
0 on{g,<0<f}.

Consequently,

b b b
J Ifn’—f'lzdxsj |g,;—f'|2+f 1 <ocpylf P dx,
a a a

where the first term on the right hand side clearly converges towards 0. The second term
on the right hand side also converges towards 0. This is due to the dominated converge
theorem, since 1 o<f) — 0 almost everywhere (on the set where g, converges towards
f), and |f’|? can be used as a dominating function. We conclude that f,, — f’in L?((a, b)).
Hence,

b b b_ b
j ffdx= limf fnf”dxz—limj fn’f’dxz—f frfdx
a n—oo a n—oo a a

where the first equality is by the dominated convergence theorem with |f f”| as a domi-
nating function, and the second equality is due to the first part of the proof.

For a general f as introduced in the first lines of this proof we need now only notice
that we can write f = f; — f, +if3 — ify for four non-negative functions f; € H;((a,b))
satisfying |f;| <|f|. Thus, they satisfy also ]TZ]?” € L'((a,b)). As both sides of the equality
we want to prove is linear in f, this decomposition of the general f finishes the proof. O



Appendix B

Properties of H, and H_,

OckeZo

In this appendix we prove Proposition 2.3 of Chapter 2. We need firstly some preliminary
results.

Lemma B.1. Consider abstractly a sequence of Hilbert spaces H,, and for each n a densely
defined symmetric operator A, on H,,. Define the densely defined and symmetric operator
A acting on the orthogonal direct sum H = B, H,, by

{qun

Then the deficiency indices d,(A) of A equal the sums of the deficiency indices d,(A,,) of
the A,/’s,

MeN, ¢,eD(A }, AZ% ZAn(Pn

LA)=) A

n=1

If, moreover, there exists a constant C > 0 so that (A, ¢,,, ¢,,) > —C||$,||> for all n € N and
¢, € D(A,) then A is bounded below, and its Friedrichs” extension is the closure of the
operator A given by

{Zm

where (A,,)r is the Friedrichs’ extension of A,,.

MeN, ¢, eD((A F} AEZ% Z e

=1

Proof. We prove only the case where finitely many of the A,’s have non-zero deficiency
indices and these are all finite. This is the only case we will use below.

The first part of the lemma is Problem 1(a) in [RS75] X. We denote by P, the orthogonal
projection in H onto H,,. Now, if i lies in the deficiency subspace Z(A* +i) then, for all
¢, € D(A,) CD(A),

<PnlzbfAn¢n>H,, =Y, Ay = <A*4}’ Gun = <PnA*1zb’ qbn)H,l'

That is, P,i € D(A;,) with A}, P, = P,A*Y = FiP,y, i.e. Py € Z(A}, 1) for all n. We
conclude that any i € Z(A* +1) can be written as

Y= iPan
n=1

123
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where the sum is finite and the n'? term lies in Z (A} +i). Conversely, one can straightfor-
wardly check that all ¢ on this form lie in Z(A* +1). This decomposition proves the first
part of the lemma.

For the second part notice firstly that the assumptions imply rather directly that A is
bounded below by —C and thus has a Friedrichs’ extension. Observe further that on D(A)
the quadratic form g4 is given by

M M M M
(Y 0n)=(4 200 )_0n)=) (At

From here it is an easy verification that D(Ag) lies inside the closure of D(A) with respect
to the quadratic form norm given by ||- ||§A =(C+1)||-ll3 + ga(+), and that the extended
quadratic form (still denoted g4) acts as g4(¢p) = (Ad¢, ¢) for ¢ € D(AD). That is, it is the
quadratic form of Ag. Hence, we have

p(af)< DAy = DA

by the standard bound ||¢||§A <(C+ 2)(||AIO:q[)||2 +1¢l1?). As Ag is essentially self-adjoint

by the first part of the lemma, this proves that the closure A_g is indeed the Friedrichs’
extension of A. m]

In the following we use the notation that D = C8°(1R3\{0}) and D, is the space of functions
Y € D of the form

M (¢
plro)=) ) PNy (@)
=0 m=—(
for some M € N and ¢;' € Ci°(R;) wherer € R, w € S? CR3 and Y," are the spherical
harmonics from Chapter 2. In this notation we have:

Lemma B.2. The space D is a dense subspace of D with respect to the H?(IR3)-norm.

Proof. Consider the symmetric operators A and B on L?(IR®) both acting as —A with
domains D(A) = Dy and D(B) = D. As it is discussed in Section 2 of Chapter 2 this A is
unitarily equivalent to an operator UAU ! of the form from Lemma B.1 (indexed by ¢
instead of n) with H, = L*(R,) ®span,, Y, Ay = (-=d?/dx*+€(€+1)x?)®I and

14
DA ={ ) ¢4} e CRR)} = CF(R ) @span,, ;7"
m=—{

Using Weyl’s limit point/limit circle criterion on its non-trivial factor it is easily seen that
Ay is essentially self-adjoint for £ =1,2,... and that it has deficiency indices d.(Ag) =1
for £ = 0. From Lemma B.1 we conclude that d,(A) = 1.

Correspondingly, the extension theory for B has been completely studied, for example
in [Alb+12] I.1.1. In particular it is known that B has deficiency indices d,(B) = 1. As
A C B and these have the same finite deficiency indices, they must in turn (since B* C A*)
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have the same deficiency subspaces. This implies that the closure of A equals the closure
of B. The operator norm of A and B is simply the H?>-norm, and consequently the
H?-closure of Dy in particular contains D, proving the lemma. O

Corollary B.3. Let A and B be the operators on L?(IR?) acting as —A + V for some real-
valued continuous potential V: R3\{0} — R on D(A) = Dy and D(B) = D respectively.
Assuming further that V is uniformly bounded on any set of the form R*\B,(0), the
closure of A coincides with the closure of B.

Proof. We need clearly only to argue that the closure of D is contained in the closure of D,
with respect to the operator norm of A. To this end we fix an arbitrary ¢ € D and choose
¢ > 0 so that ¢ € C°(IR*\B;,(0)). By Lemma B.2 we can find a sequence {¢,,}%, C
that ¢, — ¢ with respect to the H?>-norm. Letting x be a smooth radially symmetric
function on R? which is 0 on B,.(0) and 1 on IR3\B5,(0) it is not difficult to realize that
XPulyei SDoN C°°(IR3\B (0)) and x ¢, — x¢ = ¢ with respect to the H?>-norm. But on
the space Dy N C°°(IR3\B€( )) the H?-norm and the operator norm of A are equivalent

C Dy so

due to our assumptions on V. This proves the corollary. m]

We arrive finally at:

Proof (of Proposition 2.3 in Chapter 2). a): Fix k > 0. Let A and B be the operators on
L?(IR3) acting as —~A +®, on D(A) = Dy and D(B) = D respectively. According to Corollary
B.3 these have the same closures and thus the same Friedrichs’ extension. Hence, for the
first part of the assertion, it suffices to prove that H,. is the Friedrichs’ extension of A. For
this observe that UAU ! is on the form from Lemma B.1 with the same H, and D(A) as
in the proof of Lemma B.2 and with

&2 e+
dx? x?2

Ac=(- ~ D, )®1

on these domains. Now, according to Lemma B.1, the Friedrichs’ extension of UA U-lis
the closure of

M M
AD={)_de|MeN, greDam} APY ¢
=0

=0 4

M
(Ar)pde
=0

where (Ay)r is the Friedrichs’ extension of A,. Since (Ag)p = (Zg)p ® I with (A})F the
Friedrichs’ extension of Ay = —d2/dx?+£(€+1)x 2 -®, on D(A;) = Cy°(Ry), we learn from
the limit point/limit circle criterion and Lemma 4.21 that AY equals H? from Definition
2.2 in Chapter 2. This proves the first assertion, showing that H, is the Friedrichs’
extension of UAU™! so that H, = U"'H_U is the Friedrichs’ extension of A.

For the second assertion we need a > —3/2. Then @, € L?(IR?®) so that one can define
the operators B and §acting as —A —®@,. on both D(B) = D and on D(B) = C°°(1R3) Asitis
discussed in Subsection 1.2 in Chapter 2, B is well known to be essentially self-adjoint.
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Moreover, since @, € L¥?(IR3), this potential is' infinitesimally form bounded with
respect to —A on D and C{(IR?). Consequently, the quadratic form norms of B and Bare
equivalent to that of —A, i.e. to the H'-norm. We conclude that the closures of D(B) and
D(B) with respect to the respective quadratic form norms are both H!(R3\{0}) = H!(IR3).
In particular, the closure of B is a self-adjoint operator with domain inside the closure of
D(B) with respect to its quadratic form norm, and we can conclude that the closure of B
is the Friedrichs’ extension of B — which by the first part of the Proposition is exactly H,.

b): When recalling that all Hy, ¢, (and hence Hy, ¢9, ® I) have deficiency indices 0 by
construction, the fact that H, jg,)= = is self-adjoint is a consequence of Lemma B.1 and
considerations completely similar to in the proof of (a) above. The fact that Hy, g,)> is
an extension of —A - ®, defined on D follows from Corollary B.3 since Hy, g,}x is clearly

a closed extension of —A — @, defined on Dy. Finally, we must have Hy, g} # Hoo o)),
whenever {0,}72 ) # {0,}72,: This can be seen by considering the restrictions to an angular

momentum subspace corresponding to an ¢ for which 6, = 6. O

IThis is true for any potential of Rollnik class, see [RS75] Theorem X.19.
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