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Abstract

We consider a classical communication setup with two spatially separated parties sharing
a quantum system. In such a setup, entanglement is considered a valuable resource useful
for a plethora of undertakings; for one, the generation of secret key, which is the primary
concern of our work. In 2004, Horodecki et al. showed that the amount of secret key
that can be extracted from noisy bipartite quantum states may exceed the amount of
distillable maximally entangled quantum bits. Their work was based on the intuition of
quantum data hiding but did not offer a quantitative relationship to this phenomenon.
More recently, the connection between quantum key distribution and quantum data hiding
was further developed by Christandl and Ferrara [1], who also used the connection as a
tool to bound the rate at which secret key can be distributed in a network scenario.

In this thesis, we consider the question of the distinguishability of quantum states
given an imperfect quantum memory. We define a rate at which secure classical data can
be extracted from partially secure data with respect to an eavesdropper with imperfect
quantum memory. We prove an upper bound and a lower bound on this rate under general
assumptions in terms of entropic quantities. Finally, we introduce a rate at which classical
data can be hidden from an eavesdropper with imperfect quantum memory, and we relate
this back to the notion of quantum data hiding.

In a one-way classical communication scenario for quantum key distribution, we prove
a lower bound on the distillable key of a generic state in terms of correlation and orthog-
onality of related quantum states. We elaborate on this by showing that the security of a
key can be understood in terms of the orthogonality of related quantum states. Finally, we
also consider the problem of extending the distance of quantum key distribution through
intermediate stations, a setting referred to as a quantum key repeater. Here, we exhibit
situations, where we can lower bound the performance of the optimal key repeater strat-
egy in terms of local state discrimination. This strategy outperforms the naive approach
of first distilling maximally entangled states between the individual parties followed by
entanglement swapping in certain special cases.

Finally, we consider the current practical implications of the gap between the distin-
guishability of quantum states given perfect or imperfect quantum memory. In 2006, a
large gap between the theoretical performance of an eavesdropper with classical or quan-
tum side information was shown in a randomness extraction protocol [2]. Using current
commercially available quantum hardware, we were, however, not able to achieve an ad-
vantage using a quantum protocol when compared with an error-free classical protocol in
this scenario.



Resumé

Vi betragter en model med konventionel kommunikkation mellem to parter, som deler et
kvantesystem. I en sadan model betragter vi sammenfiltring som en veerdifuld ressource,
der kan bruges til adskillige formél, eksempelvis at generere en hemmelig nggle, hvilket er
det primeere fokus i vores arbejde. 12004 viste Horodecki et al. at maengden af nggle, som
kan udvindes fra et delt kvantesystem kan overstige maengden af maksimalt sammenfiltrede
kvantebits, der kan udvindes. Deres arbejde var baseret pa intuition fra skjult kvantedata,
men gav ikke en kvantitativ beskrivelse af relationen til dette feenomen. For nylig blev
forbindelsen mellem kvantemekanisk distribution af hemmelige nggler og skujlt kvantedata
yderligere udviklet af Christandl of Ferrara [1], der brugte forbindelsen som et vaerktgj til
at begraense raten hvormed en nggle kan distribueres i et netvaerk.

I denne afhandling betragter vi spgrgsmalet om skelnen mellem kvantetilstande givet
uperfekt kvantehukommelse. Vi definerer en rate, hvormed sikker konventionel data kan
udvindes fra delvist sikker konventionel data med hensyn til en fjendtlig, lyttende part.
Vi viser en gvre begraensning og en nedre begraensning pa denne rate under generelle
antagelser i termer af entropiske storrelser. Endelig introducerer vi en rate, hvormed
konventionel data kan skjules fra en fjendtlig, lyttende part med uperfekt hukommelse, og
vi relaterer denne stgrrelse tilbage til begrebet om skjult kvantedata.

I en model for kvantemekanisk distribution af nggle med en-vejs kommunikation viser
vi en nedre begraensning pa maengden af nggle, der kan udvindes i termer af korrelation og
ortogonalitet af relaterede kvantetilstande. Vi uddyber dette ved at vise, at sikkerheden
af en nggle kan forstas i termer af ortogonalitet af relaterede kvantetilstande. Endelig
betragter vi ogsa problemet med at gge afstanden for kvantemekanisk distribution af nggle
gennem mellemliggende stationer, en model der refereres til som en gentager af nggle. Her
viser vi situationer, hvor vi kan nedre begraense ydeevnen af en optimal gentager af nggle
i termer af lokal skelnen mellem tilstande. Strategien udkonkurrerer den naive tilgang,
nemlig hvor parterne fgrst udvinder maksimalt sammenfiltrede tilstande efterfulgt af et
byt af sammenfiltring, i visse specielle tilfselde.

Endelig betragter vi de nuveerende praktiske implikationer af forskellen mellem at
skelne kvantetilstande givet perfekt eller uperfekt kvantehukommelse. I 2006 blev en
stor forskel mellem den teoretiske ydeevne af en fjendlig, lyttende part med konventionel
information eller kvanteinformation vist i en protokol for udvindelse af tilfzeldig data [2].
Med nuveaerende kommercielt tilgeengelig hardware har vi ikke veeret i stand til at eftervise
en fordel ved at bruge en kvantemekanisk protokol sammenlignet med fejlfri konventionel
protokol i dette scenarie.
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Introduction

Let us consider a communication setup involving the usual suspects, Alice and Bob, and
let us suppose that they are concerned with the privacy of their communication. In
the modern-day world, most digital communication is encrypted using a key, which is a
random string of zeros and ones. If Alice and Bob share such a key, then Alice can use
it to encrypt a message before sending it to Bob, and when Bob receives the encrypted
message he again uses the key to decrypt and read the message. Whenever the key is as
long as the message, there is a protocol where the privacy of the message is equivalent to
the privacy of the key; in other words, if an eavesdropper, let us call her Eve, intercepts
the encrypted message, then having little information about the key shared by Alice and
Bob will ensure that she has little information about the contents of the message sent
from Alice to Bob. The issue in this protocol is the requirement of a key as long as the
message is; with the ever-increasing amount of digital communication and the scarcity of
shared secret keys, this protocol is not practically feasible as a standalone solution to the
problem of private communication!

One approach to addressing the issue of key length is to recognize the computational
limitations of a malicious party, say, an eavesdropper as above. Suppose Alice and Bob
share a short key. Then there are deterministic and efficient protocols for generating a long
key based on some presumably computationally hard mathematical problem. Whenever
Eve has negligible information about the short key, and she is computationally limited,
then Eve will also have next to no information about the long key assuming the computa-
tional hardness of certain mathematical problems. Although this resolves the issue of the
key length, when Alice and Bob reduce their level of paranoia to computational security,
they still need a short shared secret key to begin with.

The question at hand for Alice and Bob is how to come up with an initial shared secret
key. They find an answer to their perils in public-key cryptography. Here, we consider
protocols using a pair of related keys, namely, a private key and a public key. Using
only a short secret key, Bob may generate a pair of keys using a protocol based on some
presumably computationally hard mathematical problem. The public key is distributed
openly and Alice may use it to encrypt a message and send it to Bob, while Bob retains
the private key for decryption of any received message. As long as Bob has a short se-
cret key, there are computationally secure protocols for public-key generation assuming
the computational hardness of certain mathematical problems. Using the protocol from
above, Alice can now generate a long computationally secure key from a short initial
key and send it to Bob using his public key. Upon receiving the encrypted long secret
key, Bob may decrypt it using his private key; almost magically, Alice and Bob have now
achieved a shared long secret key! This shows that having relaxed their level of paranoia to



computational security, Alice and Bob are able to communicate privately with the modest
requirement that Alice and Bob each have a short secret key unknown to the eavesdropper.

However, there is good reason for the rising level of paranoia when it comes to crypto-
graphic matters. More than 20 years ago, it was shown that some mathematical problems
used in cryptographic protocols due to their conjectured hardness are efficiently solvable
on a quantum computer using Shor’s algorithm [3]. In theory, this renders the solution
provided above to Alice and Bob’s problem of ensuring private communication insecure,
and this realization is gradually becoming a practical security concern. Depending on the
level of security demanded by Alice and Bob, we can argue that the proposed protocol was
never actually secure; if we were to project the advances in computational power into the
future, it will eventually be possible for an eavesdropper to extract the private keys used
in public-key encryption today. The temporal aspect of security is by no means new, how-
ever, advances in the development of quantum hardware and quantum algorithms suggest
that current cryptographic protocols are not as secure as expected.

Fortunately, Shor’s algorithm was discovered more than 20 years ago much earlier
than its implementation for cryptographically relevant parameters is possible. It gives us
time. One approach is to stay within the paradigm of computational security and devise
cryptographic protocols based on other mathematical problems conjectured to be quantum
computationally hard. Keeping the temporal aspect of security in mind, this approach
enables Alice and Bob to communicate privately in the presence of an eavesdropper with
quantum processing power.

While emerging quantum technology poses a threat to the privacy of communication,
it also provides a solution! Quantum mechanics allows Alice and Bob to obtain a shared
secret key at a distance without making computational assumptions on the eavesdropper
[4, 5]. We refer to such protocols as quantum key distribution protocols. The promise of
quantum key distribution is to remove the temporal aspect of security, however, it comes
at a very literal cost. There are high technological demands of devices for quantum key
distribution, and with high levels of noise, it is safe to assume that the generation of secret
keys will be relatively expensive in a foreseeable future. With these challenges in mind, it
is exceedingly relevant to consider the optimality of quantum key distribution protocols.
It has been shown that a secret key can be obtained from certain quantum states, where
no pure entanglement can be achieved [6]. This discovery was inspired by a phenomenon
referred to as quantum data hiding, namely, that some quantum states shared by two spa-
tially separated parties are hard to distinguish with local access but easy to distinguish
given access to the entire system. This indicates that we should look beyond protocols
for pure entanglement distillation in our search for optimal protocols for quantum key
distribution. As has always been the case, the choice of key generation protocol should
reflect the desired level of security, where quantum computationally secure cryptography
proposes a feasible solution to security in a foreseeable future, whereas quantum key dis-
tribution gives a time-independent security promise. However, the storage of the key or
even its deletion after use may pose practical security concerns beyond those of the actual
quantum key distribution protocol.

We begin by describing the formalism necessary in order to discuss fundamental concepts
of finite dimensional quantum systems and states of quantum systems. We proceed to



give a thorough description of operations on the state of a quantum system, in particular
bipartite quantum systems. With the elementary definitions in place, we review various
measures of distance and briefly discuss their relation to state discrimination. In order
to support the flow of the following chapters, we state some fundamental results from
quantum information and their adaptation to our setup.

In Chapter 2 we consider the task of obtaining secure data with respect to an eaves-
dropper. Initially, we suppose the protagonist Xavier has a partially secret key modeled
by a random variable X, and Eve has information about X encoded into the state of
a quantum system FE. With no assumptions concerning capabilities of Eve, the task of
obtaining a secret key with respect to Eve is referred to as strong randomness extraction.
We reformulate the setup in terms of a classical-quantum state of a bipartite quantum
system X E and refer to the task as secure state distillation. We begin by proving that the
asymptotic rate of secure state distillation is given by the conditional entropy of X given
E. With these introductory observations in mind, we discuss to what extent Xavier can
improve his rate of secure state distillation given general assumptions on the capabilities
of Eve. Here, we prove general upper and lower bounds on the rate at which Xavier can
distill secure bits of information, and provide examples showing that Xavier can indeed
distill more secure bits assuming, say, Eve has no quantum memory. We finish the chapter
by introducing hiding states with respect to a restricted eavesdropper, where the classical
data encoded into the state of system X could be readily inferred by an eavesdropper with
no restrictions, while the restricted Eve remains oblivious concerning the state of system
X.

In the next chapter, Chapter 3, we focus our attention on a setup with two parties Alice
and Bob sharing a quantum system AB, and furthermore, they can perform local quantum
operations and communicate classically. In this setup, we discuss the connections between
private key, entanglement, and encoding classical data in quantum systems. We begin by
proving a lower bound on the distillable private key of a certain class of states and proceed
to apply this bound in the context of a quantum key repeater. Furthermore, our bound
on private key distillation in conjunction with a known lower bound on entanglement
distillation [1] provides a first indication of a connection between private key, entanglement,
and hidden classical data. We shift gears in the second part of Chapter 3 in order to present
the setup in terms of a classical-quantum state as in Chapter 2. To encode classical data
into the state of a bipartite quantum system AB shared by Alice and Bob, we apply phase
gates to a subsystem of AB. This results in a classical-quantum state of system X AB,
where Alice and Bob are viewed as the eavesdropper restricted to local quantum operations
and classical communication. Here, we show that the encoded classical data is retrievable
provided global access to system AB, if and only if Alice and Bob can individually extract
(possibly uncorrelated) secret keys. In the affirmative case, we show that the secret keys
are completely uncorrelated if the state of system AB is separable, and there are indeed
separable states showcasing this feat. This leads us to a definition of the phase hiding
rate of a state, and we briefly discuss its possible connection to the difference between
distillable private key and distillable entanglement.

Finally, in Chapter 4 we consider the performance of current quantum hardware com-
pared with its classical counterpart in the following scenario. First, we sample a binary
string of length n uniformly at random, and we allow an eavesdropper to read the string
but only store logn (qu)bits of information. Then we perform a particular strong ran-



domness extraction protocol [2], and hence ask the eavesdropper to guess one bit of the
resulting string. Theoretically, an eavesdropper with a quantum computer always succeeds
in this task (when n is even), while a classical eavesdropper may as well resort to guessing
at random when n is large [2]. In an effort to identify a practically relevant example of an
advantage using current quantum hardware, we compare the performance of a theoreti-
cally optimal quantum strategy on the IonQ quantum computer with the performance of
various classical strategies.



Chapter 1

Preliminaries

We begin by describing the mathematical formalism necessary to discuss quantum mechan-
ics in an information-theoretic context. We will throughout this thesis only be concerned
with quantum systems with finitely many degrees of freedom, which we model by a finite-
dimensional complex Hilbert space. We proceed to describe the notion of quantum states
and channels before we move on to the more computationally relevant concepts of quan-
tum bits and quantum gates. We give the definitions of various measures of distance and
relate these concepts to the operationally relevant task of state discrimination. Finally,
we define the von Neumann entropy and other related entropic quantities, which will play
an integral role in our work.

1.1 Finite Dimensional Complex Hilbert Spaces

We adopt many of the choices of notation and terminology from [7], however, we deviate
whenever it is necessary and whenever a simplification is possible.

A complex Hilbert space H is a vector space over a complex field with an inner product
(-]-) g7, such that the norm induced by the inner product makes H complete. We will only
be concerned with finite-dimensional Hilbert spaces, and we denote the dimension of H
by di € N.

1.1.1 Tensor Products of Hilbert Spaces

From any two finite-dimensional complex Hilbert spaces H, H', we can construct a new
finite-dimensional complex Hilbert space, namely, their tensor product. The tensor prod-
uct space H ® H' is given by all linear combinations of u ® v’ for u € H, ' € H' with the
identifications of elements that ensure

HxH — H®H, (u,u') = u@u

is a bi-linear map. The tensor product H® H' is again a finite-dimensional complex Hilbert
space with inner product given by (u ® u',v ® V') o g = (U, v) gy (W, 0') g for all w, v € H,
u',v" € H'. We use the shorthand notation HH’ .= H ® H', and the tensor product space
is of dimension dyg = dgdy:. On occasion, we will consider tensor products of several
finite dimensional complex Hilbert spaces; here, we will consider the tensor product of



uw € H1Hy and v € H{H) as an element of HyH{HoH), and in such cases, we will denote
the implicit reordering by adding subscripts up, m, ® vy € HiH{HoHj.

1.1.2 Linear Operators and Linear Maps

We denote the set of linear operators from one finite-dimensional complex Hilbert space
H to another H' by L (H,H'), and for an operator K € L (H, H') we denote the adjoint
operator by Kt € L (H',H). For K € L(H,H') and K’ € L (H', H") we denote their
composition by K'K € L (H, H").

For a finite dimensional complex Hilbert space H we denote by L (H) := L (H, H), and
we denote by 1y € L (H) the identity operator. We say that an operator K € L (H, H')
is isometric, if KTK = 1g. An operator K € L (H) is said to be normal if KKT = KTK.
Furthermore, it is said to be unitary if K is invertible with K~ = KT, that is, KKT =
KTK = 1y, and we denote by U (H) the set of all unitary operators on H. We say
that K is Hermitian if K = KT, and K is additionally said to be positive semi-definite
if K = KK for some K € L (H), which we denote by K > 0. More generally, we write
K > K'if K — K' > 0 for any operators K, K’ € L (H). We say that K is a projection if
K is a Hermitian operator satisfying K2 = K.

For K € L(H) we denote by |K| the positive operator satisfying KK = |K[>. A
Hermitian operator K € L (H) has a spectral decomposition with real eigenvalues, so in
particular it can be decomposed into a difference K = K, — K_, where K, , K_ > 0
and K., K_ are orthogonal, that is, Ky K_ = K_K; = 0. If K is Hermitian, then
|K| =K+ K_.

Now note that L (H) is itself a finite-dimensional complex Hilbert space with inner
product given by (K, K) = Tr(K'K) for K, K € L (H). The norm induced from the inner
product on L (H) is given by

IK]ly = (K, K) = VI KTK = /Tt |[K|?, K eL(H)
which we shall refer to as the 2-norm. Furthermore, we define the 1-norm on L (H) by
| K|, = Tr|K], KelL(H),

and it is also referred to as the trace norm. For € > 0 and two linear operators K, K’ €
L (H) satistying | K — K'||; < e, we write K ~. K’. Finally, it holds that

1K1y < 1Ky < v [ K]l

for all K € L (H).

We will refer to a linear operator from L (H) to L (H') as a linear map, and we denote by
LM (H, H') the set of all linear maps. We denote the identity map by idy € LM (H, H),
and the trace of a linear operator is denoted by Try € LM (H,C). When it is clear from
the context, we will simply write id = idy and Tr = Try. We note that the composition
of linear maps is again a linear map, that is,

AsoAy =AeLM(H,H"), Ay eLM(H H), AyeLM(H H"),



and so for subsets Q; C LM (H, H'), Q2 C LM (H', H") we define the composition
Qo = {AyoAi|Ay € LM (H,H') ,Ap e LM (H',H")} CLM (H,H").
Any linear map A € LM (H, H') has a Kraus representation given by

A(X)=Y K, XK, XeL(H), (1.1)
el

where [ is a finite set of indices, and K;, K; € L (H, H'). The adjoint map AT € LM (H’, H)
is given by
A (YY) =Y K]YE;, YeL(H).
i€l

A linear map A € LM (H, H') is said to be positive, if A (X) > 0 for all positive semi-
definite X € L (H). Furthermore, we say that A € LM (H, H') is completely positive, if
A®idy» € LM (HH", H'H") is positive for all finite dimensional complex Hilbert spaces
H"”. It holds that A is completely positive if and only if

A(X)=) K, XK], XeL(H)
i€l

for linear operators K; € L (H, H') known as the Kraus operators. We denote by CP (H, H')
the set of all completely positive linear maps. Along similar lines, we say that A is trace-
preserving, if Tryy A (X) = Try X for all X € L (H). It holds that A with Kraus represen-
tation given by (1.1) is trace-preserving if and only if ), ; K j K; = 1y. Finally, we denote
by CPTP (H, H') the set of completely positive and trace-preserving linear maps. The set
of completely positive maps and the set of completely positive and trace-preserving maps
are both closed under composition, that is,

CP (H',H") o CP (H,H') C CP (H,H"),
CPTP (H',H") o CPTP (H,H') C CPTP (H,H") .

If follows from Stinespring’s dilation theorem that A € LM (H, H') is completely posi-
tive and trace preserving (CPTP), if and only if there exists a finite-dimensional com-
plex Hilbert space H” and an isometric operator V € L (H, H'H”) such that A (X) =
(idpr ® Trgn) (VXVT).

For finite dimensional complex Hilbert spaces Hy, H] and Ha, H), we note that L (Hy, H})
and L (Hay, H}) are themselves finite dimensional complex Hilbert spaces. This allows us
to form the tensor product of linear operators L (Hy, H) ® L (H2, H}), which is isomorphic
to L (HyH2, H{H}) due to the association

K@ Ko— K, K (u®v) = Kju® Kyv for uw € Hy,v € Hy,

and the fact that any K € L (H; Hy, H{ H)) can be written as a linear combination of tensor
products K1® Ks. Abusing this observation, we will write K1 ® Ko = K € L (HyHo, H{ H})
for any Ky € L (Hy, Hy), Ky € L (Ha, H)). As a noteworthy example of this, we will write
1g, ®1m, = 1, ,-



Similarly, we have that the tensor product LM (Hy, H}) ® LM (Ho, H) is isomorphic
to LM (H1Hs, H{ H}) by an analogous association. Again abusing the notation, we will for
A e LM (Hl,H{), Ay € LM (HQ,Hé) write Ay ® Ap = A for A € LM (Hng,H{Hé) given
by A(X,Y)=A1 (X)®Aa(Y) for X € L(H;), Y € L(Hz). This time we may along the
same lines note that this abuse of notation allows us to write, say, Trg, g, = Trg, ® Trg,.

With the above notation in mind, we define for subsets € C LM (Hy, Hy), Q2 C
LM (Hy, H)) the set of tensor products of linear maps by

0 RNy = {Al ®A2‘A1 €M, Ay € QQ} C LM (HlHQ,HiHé) .

1.1.3 Dirac’s bra-ket Notation and the Computational Basis

We will adhere to Dirac’s bra-ket notation for a finite-dimensional complex Hilbert space
H. First note that there exist an isomorphism associating elements u € H to linear
operators |u) € L (C, H), where the linear operator is given by |u) : z — zu. We denote
by (v] == |[v)" € L (H,C), and note that (v| is equivalently defined as the map (v|: H — C
given by |u) — (v|u), where (v|u) == (v||u) € L (C,C) = C is equal to the inner product
of u,v. Furthermore, for |u) € L (C,H) and (v| € L (H’,C) we denote the outer product
by |u){v| € L (H, H'), and note that the set of all such operators span L (H, H').

We will abuse the notation and through the isomorphism above consider |u) as an
element of H. The inner product of |u),|v) € H is then also denoted by (u|v) = (u,v).
For |u) € H, |v) € H and K € L(H,H’) we may furthermore denote by (v| K |u) =
(v, Ku) = (K'v,u), and finally we denote tensor products by |uv) = |u) [v) = |u) @ |v).

Any operator K € L (H, H') has a singular value decomposition, that is, there exists

an integer k < dp, dy, singular values s; for i = 1, ..., k and orthonormal vectors |u;) € H
and [v}) € H' for i,j =1,...,k such that K = S silvl)(u;|. In particular, for a normal
operator K € L (H) there exists eigenvalues e; € C for i = 1,...,dy and an orthonormal

basis of eigenvectors |u;) € H, such that K = Z?jl ei |ui)(u;|. Furthermore, Hermitian
operators have real eigenvalues, and positive semi-definite operators have non-negative
eigenvalues. Finally, we note that any two commuting normal operators are simultane-
ously diagonalizable.

When we consider a d-dimensional complex Hilbert space H, the computational basis
is simply a choice of an orthonormal basis consisting of d vectors, which we denote by
|0),...,|d—1) € H. More generally, if we consider tensor products of complex Hilbert
spaces HH', the computational basis of HH' is given by the tensor products of vectors of
the computational bases of H, H', respectively.

For some linear maps their definition is basis dependent. For a d-dimensional complex
Hilbert space H we may thus pick a basis, and then we may define complex conjuga-
tion K +— K with respect to this basis. Furthermore, we denote by Tx: K — K7 the
transposition of K with respect to the chosen basis.

1.2 Quantum Systems

A quantum system with finitely many degrees of freedom is given by a finite-dimensional
complex Hilbert space H. If the system is completely isolated, then the state of the system



is described by a unit vector in H, and the operations on the state of the quantum system
are unitary operators. However, when studying quantum systems that are not completely
isolated from their environment, we use the more general framework, where states of a
quantum system are described by linear operators on the underlying Hilbert space, and
operations on states are described by linear maps. We adopt the convention of referring to
a quantum system H with finitely many degrees of freedom merely as a quantum system
H, where the Hilbert space H is understood to be finite-dimensional.

We begin by introducing relevant notation and terminology concerning the state of a
quantum system and operations on the state of a quantum system. Afterward, we proceed
to introduce concepts that are central to the study of bipartite quantum systems.

1.2.1 States and Channels

The state of a quantum system given by a finite-dimensional complex Hilbert space H
is given by a positive semi-definite operator p € L (H), which is normalized with respect
to the trace operator, that is, Trp = 1. We refer to p as a density operator, and the
set of all density operators on H is denoted by D (H). We will also refer to p as a state
of the quantum system H. More generally, we denote by D< (H) the set of all positive
semi-definite operators, which are subnormal with respect to the trace operator.

A state p € D(H) is said to be pure if it is of rank 1, that is, p = |¢)(¢)| for some
|y € H. Otherwise, p is said to be a mixed state. We denote the maximally mixed
state by w = ilH‘ For any state p € D (H) we refer to any state p’ € D(HH') with
the property Try: p’ = p as an extension. If p’ is a pure state, we call it a purification.
Given a spectral decomposition p = Y. p; |1;) (¢] we can always construct a purification
p* = |¥)(V| € D(HH*) with H = H*, where |¥) is given by

dg
o) =3 i) I
1=1

and where {|i)}* denotes an orthonormal basis of H*. We will likewise refer to |¥) as a
purification of p. In general, a purification is not unique, but all purifications are related
by a local isometry acting only on the purifying system.

For a quantum state p of joint quantum system H H’ we denote by py = Trgs p, and
we also denote by p := py. Now suppose {l4)};c1 is an orthonormal basis of H. We refer
to a state p € D (HH') given by

dg
P:ZPi |9)(i| ® pi, pi €D (H'),
i=1

where (pi)?fl is a probability distribution, as a classical-quantum state (cq-state).

A channel from one quantum system H to another H' is a completely positive and trace-
preserving linear map, and we denote the set of all channels on H with output system H’
by Can (HYH') .= CPTP (H, H'). Furthermore, we denote the set of all channels on H by

Canl (H) = UCall (H)H'),
e
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and finally for an arbitrary set of channels C (H) C Cuy (H) we denote by
C (H>Hl) =C (H) N Canl (H>HI) .

In many cases, we will define a channel A € C,y (H)H') only on the set of density operators,
but note that the definition extends to the entire Hilbert space by linearity. Furthermore,
for channels A € C,yy (H) defined only on part of a joint quantum system HH' we denote
by

Alp) = (A®idw)(p), peD(HH').

Now consider a quantum system H and joint quantum system H'H”, and suppose {[i)},.;
is an orthonormal basis of H'. A quantum instrument is a channel A € Cuy (H)H'H")

given by
= > Ji){i| @ Aq (
il
where A; € CP (H, H"). Note that the state resulting from applying a quantum instrument
is a cq-state. We denote the set of quantum instruments by Z,y (H)H'H") with the
convention that the first output system H' is classical.
Finally, a measurement of system H and outcome in H' is a channel A € C, (H)H')

=" Tr (Mip) |i)il,

i€l

given by

where M; € L (H) are positive semi-definite operators satisfying ) ;. ; M; = 1. We refer
to {M;},.; as the Positive Operator-Valued Measurement (POVM) representation of the
measurement A. A projective measurement has POVM representation given by a set of
projectors, and a measurement on a basis {|j)},c; of H has POVM representation given
by the projectors onto |j) for j € J. We denote the set of all measurements of the quantum
system H with outcome system H' by Mgy (H)H'), and furthermore, we denote the set
of all measurements of the quantum system H by

Man ( U Mo (H

1.2.2 Bipartite Quantum Systems

We will now introduce the relevant terminology to model the scenario of two spatially
separated parties Alice and Bob sharing a quantum system AB. The spatial separation
limits the set of permissible operations by Alice and Bob to channels acting on systems A
and B individually. Bringing the systems together in order to perform a global operation
requires quantum communication, which we will not consider here. Instead, we allow Alice
and Bob to communicate classically, and we introduce the necessary terminology in order
to discuss this communication setup. To stress the spatial distance between systems A
and B, we denote the bipartite quantum system by A : B whenever necessary.

Before we proceed, we introduce the following general notions particularly relevant
when considering bipartite quantum systems. A product operator K € L(A: B) is a
linear operator given by K = K4 ® Kp for K4 € L(A), Kp € L(B), and we denote
the set of all product operators by Lproq (A : B). More generally, a separable operator
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is a convex combination of product operators, and we denote the set of all separable
operators by Lgep (A: B). Finally, for K € L(A: B) we define the partial transpose
with respect to system B as K!' := (id4 ®T) (K), and we say that K is positive under
partial transposition (PPT) if KT > 0. Although the definition of transposition is basis
dependent, we note that the PPT criterion is not [8]. We denote the set of all PPT
operators by Lyt (A : B).

States and Channels on Bipartite Quantum Systems

The state p of a bipartite quantum system AB is said to be a product state, if it holds that
paB = pa ® pp. We denote the set of all product states by Dproq (A : B). More generally,
a state is said to be separable, if it is a convex combination of product states, and we
denote the set of separable states by Dy (A : B). If the state of a bipartite quantum
system is not separable, we say that it is entangled.

For any state p of a bipartite quantum system AB we may consider p!' = (ids ®T5) (p).
If po' > 0, then we say that p is a PPT state, and we denote the set of all PPT states by
Dppt (A : B). Since the transposition map is positive (although not completely positive)
and trace-preserving, we furthermore have

Dprod (A B) € Dyep (A: B) C Dppy (A: B) CD(AB).

Analogously, we define a product channel A € Cy (A : B)as A = Ay®@Ap for Ay € Cap (A),
Ap € Cai(B), and we denote by Cproq (A : B) the set of all product channels. More
generally, a channel is said to be separable, if it is a convex combination of completely
positive channels, and we denote the set of separable channels by Csep (A : B). We denote
the set of PPT channels by Cppe (A : B) [9], and finally we note that Cproq (A : B) C
Csep (A : B) C Cppt (A : B).

If we denote by Mgep (A : B) and Mppt (A : B) the sets of all measurements, which can
be realized as separable and PPT channels, respectively, we likewise have Mg, (A : B) C
Mppt (A2 B). A measurement A € Mgy (AB) with POVM representation {M;};.; is a
separable or PPT measurement, if and only if M; are separable or PPT operators for all
1€ 1.

Local Operations and Classical Communication

The spatial separation of two parties Alice and Bob limits the operations they can do on
the joint quantum system AB. With no interaction, they can perform operations on their
systems independently, and this is exactly the set of channels described by Cproq (A : B).
Furthermore, we denote that the set of all measurements Alice and Bob can perform with
no interaction by Mpoq (4 : B).

Let us now consider the set of channels Alice and Bob can perform when interacting
through classical communication. If we only allow one-way communication from Alice
to Bob, the most general channel is a quantum instrument applied to Alice’s system in
composition with a channel on Bob’s system conditioned on the classical part of Alice’s
output system. More precisely, we define

Casp (A: B)A : B') =] [ida @Can (MB)B')] o [Zn (A)M A') ® id]
M
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and

Casp(A:B):=|J Casp(A:B)A': B).
A B’
Analogously, we define the set of channels, which can be realized by local operations and
classical communication to Alice from Bob by

Cacp(A:B)A: B) =] [Can (MA)A') @ idp] o [ida ®T (B)M B')]
M

and
Cacp(A:B) U Cacp(A:B)A' : B)).
Al\B’
To describe the set of channels Alice and Bob can perform when interacting through clas-
sical communication, we note that any such channel can be realized as a finite composition
of channels realized by local operations and one-way classical communication. We define
a single round of local operations and classical communication by

Chop (A:B)A":B") = | ] Cacp (A : B)A":B")oCa,p (A: B)A': B'),
Al.B!
and more generally we define n rounds of local operations and classical communication

inductively by
Chop (A:B)A":B") = | ] Chp (A B)A": B")oCh 5 (A: B)A : B').

A’ B’
Finally, the set of all channels realizable by local operations and classical communication
is given by
Cacp (A:B)A": B') = | | Chop(A: B)A': B'),
neN
and

Cacp(A:B):=|J Cavp(A:B)A': B).
A B’
We finish our discussion of channels on bipartite quantum systems by noting that
Corod (A:B) CCap(A:B) CCasB(A:B) CCsep(A:B) CCphpi (A: B),

and we use local channels as an umbrella term for all of the above sets of channels. We
will use Cjoc (A : B) as a placeholder for any of the five sets of local measurements above.
If we denote by M a5 (A: B), Macp (A : B) the set of all measurements realizable by
local operations and (one-way) classical communication, then we have

Mprod (A: B) CMuasp(A:B) CMasp(A:B) C Mgep (A: B) C Mppi (A: B),

and again we collectively refer to the sets of measurements above as local measurements,
and we will use Mo (A : B) as a placeholder for any of the five sets of local measurements.
An observation that will be particularly relevant later is that

Map(A:B)B UMan (A'B)B') o My (A)A'),
A/
that is, any measurement implemented by local operations and one-way communication

from Alice to Bob is some measurement of Alice’s system followed by a measurement of
Bob’s system conditioned on the outcome of Alice’s initial measurement.
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1.3 Quantum Bits and Quantum Gates

A quantum bit is a 2-dimensional quantum system, which we shall refer to as a qubit. An
m~qubit quantum system is the tensor product of m qubit systems. With this in mind,
we introduce the notion of quantum gates as unitaries acting on one or more qubit(s)
emphasizing the qubit states and quantum gates that will be of particular importance to
our work. As the author found the structure of a similar introduction in [7] particularly
amusing and elegant, we adopt this structure although the content is considerably different.

1.3.1 Single-Qubit Gates

Consider a qubit system A and denote by {|0),|1)} a choice of computational basis. The
Pauli operators X, Z € U (A) and the Hadamard gate H € U (A) are given by

X =10+ 10)Al, 2= [0)(0] - [1){1]

and

1 )
H.—ﬂ(|o><or+|o><1|+|1><0| |1><1\).

Note that XX = ZZ = HH = 14. More generally, we may consider the 2"*-dimensional
m-qubit system A" = A®™ and for o € {0,1}"" we define X, Z% H* € U (A®™) by

m

X*=Qx% < X'=1, X'=X
=1
m

z = (R 2, 20=1,, Z'=2Z
=1
m

H*=@QQH*, H =14 H'=H.
=1

We can equip {0,1}" with the structure of a vector space over the finite field with two
elements, that is, we have (a + ), = o + 3; for ., € {0,1}" and i € {1,...,m}, where
the addition is carried out modulo 2. With this convention, it follows that

Xoxh = xoth, 7978 = 70%8, HeHP = got8
for all a, 8 € {0,1}"". We define the corresponding channels X, Z% H € C,y (A™) by
X (p) = XOpXOt, 29 (p) = 20p2°%, WO (p) = HOpHO,
and note that we analogously have
Xoo XP = xoth  zaozB o zotB ooy — yoth

for all o, 8 € {0,1}"™. As a particular observation, we may note that if we measure the
state p of an m-qubit system in the computational basis, then the resulting state is given

by .
> {@lple) - |z)(z] = o > Z%p).

i€{0,1}" ae{0,1}™
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We will make use of this observation at a later stage.
Finally, we define the rotation gate Rz (§) € U (A) with parameter 6 € [0, 27| given by

Rz (8) = e /2|0)(0] + /2 [1) (1],
which we will use in Chapter 4.
1.3.2 Multiple-Qubit Gates

Two-Qubit Gates and Maximally Entangled States

Consider a two-qubit system AB, and denote by {|00) ,|01),|10),|11)} the computational
basis. We refer to the two-qubit gate CNOT € U (AB) given by

CNOTap =10)(0|, ®1p+ [1)(1|, ® XB
as the controlled-not gate, and we denote the corresponding channel by
CNOT (p) = CNOTpCNOT".

Now denote by |¢) = % (|00) + |11)) with |p)(p| € D (AB) a maximally entangled qubit,
and note that |¢) = CNOT (H ® 1) |00). We define

lpij) = X*Z7 |poo) i,j € {0,1},

and more generally, we denote by

m
|Paa) = ® |Pziai) z,a € {0,1}™.
i=1

Let the swap gate SWAP € U (AB) given by
SW AP := |00)(00] + [01)(10] + |10){01] + [11)(11],

and note that SWAP |¢;;) = (—1)M |pij). More generally, we have SWAP®™ [p.0) =
(=)™ pza), where [a] = 1| ;. We adapt the convention that ¢,q € D (AB) is the
pure state Yza = |Yra)(Pzal-

Three-Qubit Gates and Permutations of Computational Basis
Consider a three-qubit system ABC, and denote by {|z)}, . (0.1} the computational basis.
We refer to the three-qubit gate CCNOT € U (ABC) given by

CCNOTapc = (1ap — |11><11|AB) ®1lc+ |11><11’AB ® Xco

as the Toffoli gate or the controlled-controlled-not gate, and we denote the corresponding
channel by
CCNOT (p) = CCNOTpCCNOT'.
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Consider now an m-partite quantum system A™ given by the tensor product of m qubit
systems, and denote by {|2)},c(91y= the computational basis. Let 7: {0,1}" — {0,1}"
be a permutation, and let the unitary U, € U (A™) be defined by

U |2) = |m () -

Let us now again equip {0,1}" with the structure of a vector space of the finite field with
2 elements. Let us now refer to the X-gate as the NOT-gate, and note that it has been
shown [10] that

o if m(x) =x+ xo for xy € {0,1}"™, then U, can be implemented by the NOT-gate.
e if 7 is affine, then U, can be implemented by the NOT-gate and the C NOT-gate.
e any permutation 7w can be implemented using only the NOT-gate, the CNOT-gate

and the CCNOT-gate.
Four-Qubit Gates and the Relative Phase of Bell States

Consider a four-qubit bipartite quantum system A;As : B1By. We refer to the four-qubit
gate BNOT € U (A1 A2B; By) given by

BNOTA1A23132 = CNOTA1A2 (= C']VOTBIB2
as the bilateral C NOT-gate, and we denote the corresponding channel by
BNOT (p) = BNOTpBNOT".

For future reference, we state the following result.

Proposition 1. For all z,4,y,j € {0,1} we have

BNOT |¢xi) o, g, [9s) 4y, = [atiti) 4, 5, 9 @+1)i) 4,5, -

Proof. This was shown in [1]. O

We may note that BANOT is a product channel with respect to the partition A; As : By B,
which is the essential observation in the following result.

Corollary 2. Consider a 2m-qubit system AB, where AB is given by the tensor prod-
uct of two 2™-dimensional Hilbert spaces. There exists a reversible channel Egop €

Casp(A: B)A*A: B*B) such that
o (9 (ous) = 5z 3 oeadlesal™® ® |outirar utia] ™
ac{0,1}™
where A*, B* are 2"-dimensional quantum systems.
Proof. This was shown in [1]. O
Finally, we note that for i, j € {0,1} it holds that

(SW AP, 4, ® SWAPE, B,) BNOT |00i) l00j) = l90i) [€o(i+j)) »
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which shows that a product channel implements a Z gate on the second Bell state condi-
tional on the relative phase of the first Bell state. This transformation also has the more
simple form of

®2
CPH |90 o) (+><+| ®1+]-)(~| & Z) 00) 903 = 1903) [ogias) -

which justifies thinking of this transformation as a controlled Z-gate on Bell states. This
also invites generalizations, say, the three-qubit product gate CPHs = U ® U with

U=|++){++ @1+ |+-)(+|® (é S) + [+ {—+® <(1) _OZ> + === ®Z,

which satisfies
CPHs o) = loonis) (roo> (1) i 1) )

and so resembles a Toffoli gate acting on the relative phase of Bell states. As we will not
employ these gates later, we will not discuss them any further here.

1.4 Measures of Distance and State Discrimination

We begin this section by describing elementary measures of distance between linear op-
erators and adapt the definitions to fit a setup with restricted sets of channels [11]. We
proceed to discuss the distinguishability of states from two different perspectives, and we
finish by showing an elementary relation between the two notions.

1.4.1 Trace norm, Fidelity and Purified Distance

For a finite dimensional Hilbert space A, recall the definition of the trace norm ||-||; : L (4) —
R given by
Iy = Tr -]

This induces the trace distance § (P,Q) = 3 ||P — Q||; between operators P,Q € L (A).
We note that ||p||; = 1 for all states p € D (A), so it follows that

1 1
5(0) = 3 lo =l < 5 (Tl + 1) =1

for all p,p’ € D(A). This upper bound is saturated by orthogonal states. For ¢ > 0 we
denote by p & p’ the statement that § (p, p') < e.
As a measure of overlap between positive operators, we denote the fidelity between

two operators P, > 0 by
F(P,Q) = |vVPVQ

and we refer to F' as the fidelity function. We may note that for all states p € D (A) we
have F' (p, p) = 1, and for orthogonal operators, the fidelity function evaluates to zero. The

)
1



17

relation between trace distance and the fidelity function is encaptured by the Fuchs-van
de Graaf inequalities [12], namely,

1-F(P,Q)<d(P,Q)<\/1-F(P,Q)?*  PQ=>0.

Furthermore, we define the purified distance between subnormal states p, p’ € D< (A) by

P(p, :0/) = 1—- F(p,p’)Q,

where F (p,p') == F(p,p') + /(1 —=Trp) (1 — Trp/) denotes the generalized fidelity be-
tween subnormalized states p,p’ € D< (A). It has been shown [13] that the purified
distance is a metric and it is an upper bound on the trace distance, that is

3(p,p') < P(p,p)

for all p, p’ € D< (A). For £ > 0 we denote by
B (p):={p € D<(A)|P (p,p)) <}, peD<(A),

that is, the closed ball of radius € > 0 with respect to the purified distance around p in
D< (A).

1.4.2 Restricted Trace Norm

For any quantum system A we may consider a set of channels C (A4), and denote by [11]
llecay = sup [[AC);,
A€C(A)

and we note that due to the monotonicity of the trace norm, we have ||-[|¢(4) < [|-||; for
any set of channels C (A). We make the trivial observation that whenever the identity
channel idy4 is an element of C (A), then it is the optimal choice of channel resulting in
[lecay = lIll;- Note, however, that if we restrict ourselves to measurements, then we
exclude the identity from the set of eligible channels.

We will be particularly concerned with bipartite quantum systems AB, and here we
take note of the following hierarchy of restricted norms:

Il atyoaca:y < lavias sasy < Flaiag sas) < i aizy < -latgpeas)
S HHMd“(AB) *

Furthermore, we note that the norm restricted to a partial measurement, namely, the
measurement of system A, is an upper bound on the M 4,5 (A : B)-restricted norm due
to the monotonicity of the trace norm. More precisely, we have

Il passy < Flagcay = llas

which is an observation we will make use of later.
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1.4.3 State Discrimination

We introduce the relevant notation and terminology in order to discuss the discrimination
of states with respect to certain sets of measurements. We begin by considering a quantum
system E. Let X be an alphabet, that is, a finite set of letters, and consider the ensemble
of state {prps} ey, € D< (E), where (pz), ¢y is a probability distribution. We define the
corresponding classical-quantum state (cq-state) by

pPXE = pole)al @ pf € D(XE),
€Y

where X is a quantum system with orthonormal basis {|z)} .5,

Definition 3. Let pxg € D (XE) be a cg-state given by

p=> pulx)(@|®ps,  pu €D(E)
TEX

where {|x)}_ .5, is an orthonormal basis of the quantum system X. We denote the optimal
probability of correctly guessing the state of X based on a measurement of system E by

PrgueSS (X|E)p = L) SupPOVM Z pg Tr szx-
TSrex TEX

For a set of channels C (E)E’) we denote by

prC(E)E) (X!E)p = sup Prgyess (X ’E/)

guess AcC(B) ) Alp)?

and, more generally, for an arbitrary set of channels C (E) we denote by

C(E . C(E)E’
Prgiea (X|B), = sup Prgicl N(X|E),.
Analogous to our consideration of norms, we make the observation that if the identity
channel is an element of C (E), then it is in fact the optimal choice of a channel. If we
restrict ourselves to sets of measurements, however, we exclude the identity from the set
of eligible channels as before. Identifying the optimal choice of channel is in general a

non-trivial problem, however, when we consider the set of all measurements M, (E),

the pretty good measurement AP € C (E) [14] with POVM representation {Mf G

given by

reEX

PG

M 1/ 1/2

* = p  Ppapap”
is indeed a pretty good choice of measurement as illustrated by the following statement:
If we let pxp € D(XFE) be a cg-state given by

p:szlwﬂ.ﬂ@px, pwe’D(E)
TEY

where {|z)}, .5, is an orthonormal basis of the quantum system X, then

PG
Prguess (X|E)p < pr Tr M, ppl,,
zeX
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We will be particularly concerned with bipartite quantum systems AB, where we consider
the restriction to local measurements. In this scenario, we note that all sets of local
measurements

Masn (AB), Masn (AB)7 Msep (AB), Mppt (AB)

are closed under post-composition with the set of all measurements, if we disregard whether
the measurement output is at Alice’s or Bob’s. Thus, the quantity Prgﬁé‘gg(A:B) (X|AB),
describes the optimal probability of correctly guessing the state of X by a measurement

from Mo (A : B) of system AB. Finally, we note for future reference that

guess guess

PrMall(A) (X’AB)p _ PrMAAB(A:B) (X‘AB)p .

Let us now consider a different perspective on how to quantify the distinguishability of
states of a quantum system E. For an ensemble {p;p:},cs. € D< (£) we may note that
the states are completely indistinguishable if p, = ﬁ and p; = py for all z,2’ € ¥. The
cg-state corresponding to this scenario is given by

1

wx ® pp = EZm(xyX@pE e D(XE), (1.2)
€Y
where we recall wy = ‘—le. We quantify the distinguishability of the states in the

ensemble in terms of proximity to the cg-state in (1.2). To this end, we introduce the
distance to uniform given by

1

Analogous to previous considerations, we may consider the distinguishability of states
when restricted to some set of channels C (E), so we define the C (E)-restricted distance
to uniform by

1
Acp) (X|E), = 5 loxE —wx ® pEellcrE) -
With this in mind, we show the following result relating the two approaches to quantifying
distinguishability.
Proposition 4. Let pxp € D (X FE) be a cq-state given by

p=> pala)(z|®ps,  pa€D(E)
€Y

where {|z)}, .5 is an orthonormal basis of quantum system X. Then

1
Pl (XIE), — 7 < Aeqr) (X|E),,

with equality whenever |X| = 2.
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Proof. We begin by proving the result for C (F) = C,y (E). Let A € M (E) be a measure-
ment with POVM representation {M,}, .5, satisfying

Prguess (X‘E)p = pr Tr M:):pz
LAY

Then
A(XIE), > A(X[X)

1 1
=3 Y P T (Mypy) ') (wa!| = ) o Tr (Myip) |za’) (|

r,x’' €N r,x' €N ‘2’
b b 1

1 1
= 3 Z P Tr Myp, — ETrMm/p
z,x' €N
1 1 1 1
252 prerpa:_ETerp +§ Z aTer’p_prer’px
TEN z,x' €X xFx!
1
€Y
1
= Prguess (X’E)p — E

This proves the desired inequality when C (E) = Cuy (E). It follows from the Holevo-
Helstrom Theorem [15] that we have equality whenever |X| = 2.
From the argument above it follows that for an arbitrary A € C (E)E’), we have

1
Al 3| <A (XlE/)A(p)

Proyess (X|E')
with equality whenever |X| = 2. Taking supremum over all A € C (E) yields the desired
result. O

The statement of Proposition 4 gives a relation between the two notions of distinguisha-
bility introduced here. We will apply this in Chapter 2. As a final remark, we note that
in the scenario of a bipartite quantum system AB, we have

1

. 1
ProtassB) (X|AB), — S Protan) (X|AB), - 57 < A (X|AB),,

and we will use this observation later.

1.5 On the Topic of Entropy

In the following, we define several elementary entropic quantities and proceed to adapt the
definitions to a setup with restricted sets of channels analogous to the previous section.
Furthermore, we state the quantum asymptotic equipartition property [16] and the leftover
hash lemma [17] in versions adapted to our future needs.
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1.5.1 Entropic Quantities

Let us begin by letting n (z) := —z log x for z > 0 with the convention 7 (0) = 0. Here, we
denote by log the base 2 logarithm. This allows us to concisely express the binary entropy
as

h(z)=n(x)+n(l—x), x €10,1].

Let A be a quantum system, and consider a state p € D (A) with spectral decomposition
p = >_;Di|1i)(¢i]. Then we may define the von Neumann entropy of p on system A by

H(4),:= Zn(pi) =- sz‘ log pi,

and note that it is non-negative and upper bounded by logd. In particular, the von
Neumann entropy of a pure state is zero, and the upper bound is attained by the maximally
mixed state. Furthermore, we note that the von Neumann entropy is additive on tensor
products of states and invariant under isometric operators.

A key tool in showing many elementary properties of the von Neumann entropy is the
relative entropy D (-||-). It is defined for all positive operators P,@Q > 0 and given by

Tr Plog @ — Tr Plog Q, supp P C supp @

00, otherwise,

znmmwz{

where supp P denotes the support of P. The relative entropy satisfies a data processing
inequality, namely,

DAWIA@)<D(llo),  poeD(E)

for all A € C,y (F), which is an essential tool in proving the more delicate data processing
inequalities we shall see below.
With the introduction of the von Neumann entropy and the relative entropy in place,
we may introduce the following entropic quantities for a bipartite state p € D (AB):
e The conditional entropy of A given B is H(A|B), = H(AB),—H(B),.
e The mutual information of A and BisI(A4: B),:=H(A), —H(A[B),.
For a channel A € C,) (B)B’) we have that

H(A|B), <H(A|B),,

which in turn implies I(A4: B), > I(4: B’)A(p). Due to symmetry in the definition of
the mutual information of systems A and B an analogous result holds for the mutual
information when considering channels A € Cyy (A).

Consider now the special case of p € D (X E) being a cq-state given by

p= pr |z} (] @ pa,

TEX

where {|z)}, .y, is an orthonormal basis of X. Let f: ¥ — ¥’ be a function for some
finite set X', and denote by Ay € Can (X)X') the measurement with POVM representation
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My =3 cp-1(z) |7) (2|, where {|2')},/csy is an orthonormal basis of quantum system X'.
To ease the notation later, we denote by

F(p)=2Ap(p) =D _If @)(f (@)X @ pL.

TeEX

It follows from operator concavity of n [18] that
H (X’|E)f(p) <H(X|E),.

Previously, we phrased the distinguishability of states belonging to an ensemble of states
{Peprtres, € D (E) in terms of the distance between the cq-state pxg and the uniform
distribution on X uncorrelated with E, that is, wx ® pg. The asymptotic continuity of
entropic quantities allow us to discuss distinguishability of states in terms of entropies, as
we shall see now.

Let us consider two states p,p’ € D(A) and let ¢ > 1 |p—p/|l;. A short argument
outlined in [7] applied to the Fannes-Audenart inequality [19] upper bounds the difference
in von Neumann entropies by

‘H (4), ~H(A),| <clogda+h(e).

Building upon this, we have for states p, p’ € D (AB) with e > % ||p — o', an upper bound
on the difference of conditional entropies [20, 21] given by

‘H (A|B), —H(A|B) /| < 2elogda + g (c),

where g () = (14+¢)h <1L+E) Combining the upper bounds on the von Neumann entropy
and the conditional entropy above, we may obtain an upper bound on the difference

between mutual information, namely,
)I(A :B), ~1(A:B),| <3clogda +g(c) + h(e),

which notably is only dependent on the dimension of one among systems A, B. Due to
the symmetry of systems A, B in the definition of the mutual information, we may choose
the minimal dimension d = min (d4,dp).

Now, to see how entropic quantities can quantify the distinguishability of states in an
ensemble, let £ > 0 and consider a cq-state p € D (X E) with A (X[E), <e. Applying the
upper bound on the difference above yields

(X : E), <3clogdx +g(c) +he),

which shows that the mutual information of a state approximating a product state is small.

The conditional min-entropy

As a next step towards unifying the previously introduced notions of state discrimination
with entropic quantities, we note that for a cq-state p € D (XFE) the conditional min-
entropy [22] is given by

18, =l (P ().



23

Also, we define the conditional collision entropy [17] by

_ 2 G
Heol (X\E)p = —log Tr (pXE <1X ® pE1/2>) = —log (sz Ter ”px) ,
TeEY

where we note that the collision entropy of a cq-state is actually given by the negative
logarithm of the probability of correctly guessing the state of system X by applying the
pretty good measurement. More generally, we have the following definition [23] of the
conditional min-entropy of a generic state, which reduces to the definition above for cq-
states [22].

Definition 5. Let pap € D (AB). The min-entropy of A conditioned on B is given by

Hin (A\B)p ‘= sup {)\ eR ‘ paB < 27 M,y ® pB} .
Furthermore, we define the e-smoothed conditional min-entropy as

Hiin (A[B), == sup Huin (A4|B)

min o
p'€B(p)

where we recall that B¢ (p) denotes the set of states p’ € D< (AB) satisfying P (p, p’) < e.

The conditional collision entropy is a special case of the notion of conditional Rényi-
entropies, however, for the concerns of our work we will only consider the following notion
of Rényi-like entropies [16], which are referred to as a-entropies.

Definition 6. Let pap € D(AB) and a > 0, a # 1. The conditional Rényi-like entropy
of order a, or simply the conditional a-entropy, is given by

1

Ha (A[B), = ———log Tr (i (14 © pp)'~°)

The a-entropies are monotonically decreasing in «, additive on tensor products, and reduce
to the von Neumann entropy in the limit o — 0. Furthermore, they play a central role in a
proof of the quantum asymptotic equipartition property [16], which states that in the limit
of a large number of repetitions of a state p, the e-smoothed min-entropy approximates
the conditional entropy of n copies of p. More precisely, we have

lim lim ~ HE,, (A" B") o0 = H(A]B), . (1.3)

cem0n—oo pp  Min
The statement in (1.3) is referred to as the quantum asymptotic equipartition property
(QAEP).
1.5.2 Restricted Entropic Quantities

Consider a quantum system AB and let C (B) be a set of channels on system B. For a
state p € D (AB) we define the C (B)B')-restricted conditional entropy of A given B as

Hegyp) (AlB), = Aeci(an>B’) H (A|B,)A(p) ’
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and, more generally, the C (B)-restricted conditional entropy of A given B is defined as
He(s) (A|B), = inf Heepy pry (AlB),

where we recall that C (B)B’) = C (B)NCan (B)B’). Due to the monotonicity of conditional
entropy, we have He(p) (A|B), > H(A|B), for all sets of channels C (B) with equality
whenever the identity channel is an element of C (B). Analogously, we define the C (B)B’)-
restricted conditional a-entropy of A given B by

Hacmyp) (AB), = Aeci(an>B,) Ho (A|B') ()

and, more generally, the C (B)-restricted conditional a-entropy of A given B is defined as
Hac(m) (Al1B), = inf Hoc(pypr) (AIB),,

In an effort to build towards a generalization of the quantum asymptotic equipartition
property stated in (1.3), we consider a sequence of sets of channels C = (C,, (B™)) and
denote by

neN?

He (A|B)p = ;Iellf\l ﬁHCn(B") (A"|B )p@m )

oo : 1 n n
Ha (A|B)p = lnf *HQ,CH(BTL) (A ‘B )p®n .

neN N

To justify this choice of notation we now prove the following result.

Lemma 7. Consider a state p € D (AB). Suppose C = (Cp, (B")),,cn 18 @ sequence of sets
of quantum channels satisfying

Con (B™) @ Cpy (B™) C Con (B™)
Then
o) : 1 n|pn
a,C (A|B)p = nh—>ngo E Ha,Cn(B") (A |B )p@n

Proof. Let m,n € N and note

Sm4n=

He, (grmtn) (A" B™") omin < e amyec, () (A" B™™) opmin

= Hcm(Bm) (Am‘Bm)p(gm + ch(Bn) (An’Bn)p(gn,

Sm= Sn=

where we have used the additivity of the von Neumann entropy. This shows that the
sequence (s,),cn is subadditive, and it follows from Fekete’s subadditivity lemma [24]
that the sequence %sn converges with the desired limit. As the conditional a-entropy is
additive as well, the second statement follows from a similar argument. O
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As a special case of interest, we note that the sequence of sets of all measurements satisfies
the condition of Lemma 7. As this will be an example of interest, we introduce the slightly
less cumbersome notation

H3 (A1B), = s (AIB),,

where MZ, denotes the sequence of sets of all measurements (Mo (B™)),,cn-

Furthermore, if we consider a tripartite system X AB, we may note that all sets of
local measurements on system AB satisfy the condition of Lemma 7. Again to reduce the
complexity of the notation, we will for instance denote by

Y (X|AB), =13, (X|AB),,  HE.p5(X|AB), = Hyu.s (X[AB),,

where we denote by M5 the sequence of sets (Ma_p (A" : B")), .y We define the
restricted conditional entropies with respect to the remaining local measurements analo-
gously.

The restricted conditional min-entropy

Consider a bipartite quantum system AB and a set of channels C (B). Analogously to
previous definitions, we denote the C (B)B’)-restricted conditional min-entropy of p €
D (AB) by

Hmin,C(B)B’) (A|B)p = inf Hmm A‘B

AeC(B)B') Alp)?

and so the C (B)-restricted min-entropy is given by

Hmin,C(B) (A‘B) lnf Hiin ,C(B) (A|B)

For € > 0, we define the e-smoothed C (B)-restricted min-entropy completely analogously,
that is,
(A|B"),

min

€. BYB) (A|B)p = inf HS

min,C( AEC(B)B) Ap)?

with the e-smoothed C (B)-restricted min-entropy given by

Hiines) (AlB),, : me B (AlB),.

min,C(B)

Let us now restrict our attention to cq-states p € D (X FE) given by
P:pr’xﬂx‘@va pr'D(E),
zeX

where {|z)},cx is an orthonormal basis of X. As before, we may introduce a regularized
version of the restricted min-entropy, so consider a sequence of sets of channels C =
(Cn (E™)),en» and denote by

|
e (XIE), = inf ~ Huinc, (o0) (X"[E") jon

As before we justify this notation by the following result.
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Lemma 8. Consider a cq-state p € D (XE). Suppose C = (C,, (E™)),,cn s a sequence of
sets of quantum channels satisfying

Crm (E™) @ Cp (E™) C Conpgen (B

Then 1
m1n ,C (X‘E) lim — Hmin,Cn(E") (Xn|En)p®n .

n—oo N
Proof. Let m,n € N and note

Sm4n=

+ + + +
Hminvcm+n(Em+n) (Xm n‘Em n)p®(m+") g Hmimcm(Em)@Cn(En) (Xm n’Em n)p®(m+")

< Huin e, (m) (XTE™) jom +He, (gn) (X"|E") jon,

Sm= Sn=

where we have used the operational interpretation of the conditional min-entropy to infer
subadditivity on cg-states. This shows that the sequence (s,),.y is subadditive, and
it follows from Fekete’s subadditivity lemma that the sequence %sn converges with the
desired limit. O

As we aim towards a generalization of the QAEP, it is natural to consider the regularization
of the e-smoothed restricted conditional min-entropy, which we define for a sequence of
sets of channels C = (Cy, (B")),,cn bY

1 n n
mmc(A|B) —hnrggfn mmc (B") (A |B )p®"'

We have included the limit infimum outright in the definition as we do not have conver-
gence results analogous to Lemma 8 for the e-smoothed restricted conditional min-entropy.
Furthermore, we denote by

mlnC(A’B) _IH%HEOO (A’B)p

min,C

and with this in place, we have the following statement inspired by the QAEP and the
proof thereof.

Lemma 9. Let p € D(AB), and suppose C = (C, (B")),cn is a sequence of sets of
quantum channels. Then

EO,C (A’B)p mmC (A‘B) < Hgo (A’B)p
for all a € (1,2].

Proof. Let € > 0, n € N and A € C(B")B,,). Let £ € B° (A (p®")) C D< (A"B,,) and
suppose
Hisin (A"[Bn) (pen) = Hmin (A"|Bn) -

Due to the refined Alicki-Fannes inequality [20, 21], it follows that
mm (An‘B ) A(p®n) — Hunin (An‘Bn)g
<H (A”\Bn)5
< H(A"|Bn)(yen) + 2enlogda +g(e) .
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Dividing both sides of the inequality by n and taking infimum of both sides over all
A € C, (B") yields

1 1 . 1
” Hiin e,y (A"[B™) jon < o He, (Bn) (A"|B") jon + 2elogda + -9 (€),

which allows us to infer Hmln ¢ (A|B), < HF (A|B),,
For the converse 1nequahty, note that for all a € (1,2] we have

1 2

An|B ) (p®m) > H, (An’Bn)A(p@m) T a1 log ?7

mln (
which is shown in [16] (see Theorem 81 in Appendix A). Dividing by n and taking infimum
on both sides over all A € C,, (B™) yields

1 1 1

2
ﬁ anin,cn(B") (An‘Bn)pan > E Ha7cn(BTL) (An|Bn)p®n _ m log ?,

and so letting n — oo we may infer that Hy'¢ (A|B), < mlnC (A|B), foralla € (1,2]. O
We note that for all states p € D (AB) we have

mlnC(A|B) mlnC(A’B)

which serves as a useful lower bound when computing lower bounds in concrete examples
as we shall see later. Finally, we conjecture that the upper bound in Lemma 9 is also a
lower bound; this gives the following statement.

Conjecture 10. Let p € D (AB), and suppose C (B) = (C, (B"™)),,c is a sequence of sets
of quantum channels satisfying

Con (B™) @ Cyy (B™) € Cpn (B™)

Then B
rnlnC(A|B) - Hgo (A’B)p

The restricted conditional min-entropy of a cq-state

Let us now restrict our attention to cq-state states. We begin by showing an elementary
inequality concerning the e-smoothed restricted conditional min-entropy. If we consider
a cg-state p € D (XE), it has been shown [17] that for any € > 0 there exists a cq-state
€ € B¢ (p) satisfying

HE; (X|E)p = Humin (X|E)£ :

min

We will use this observation repeatedly, in fact already in the following result.

Lemma 11. Let p € D (XE) be a cg-state and consider

=Y o la)al” ®pf ® s (2)){s (@),

TEX

where s: ¥ — T is a function with 7 a finite set, and the quantum system T has or-
thonormal basis {|t)},c7. For any set of channels C (E) we have

Hfmn C(E (X’E) log |T| .

| (X|ET), > HE,

min,C(E
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Proof. Let € > 0 and A € C(E)E'). Let ¢X4 € B*(A(p)) € D< (XE') be a cq-state
satisfying
i (X[E') 5 () = Hunin (X|E), -

min

Let V € L(X, XT) denote the isometric operator given by V' = > < |z)|s(z)) (x|, and
note that pXF7 = VpXEFVT. As A € C(E) and V acts on distinct systems, it follows that
A (pXET) = VA( XE) V1. Finally, we may denote by ¢XE'T = V¢XE'VT and note that

¢XE'T ig an extension of £XF' since £XF' is a cq-state. It follows that

Hosin (X[E) y() — 108 |T| = Hunin (X[E') —log |T| < Huin (X[E'T),
< Hi, (X|E'T) A(p)

where we have used the chain rule of the min-entropy and isometric invariance of the
purified distance, respectively, to prove the last two inequalities. The desired statement
thus follows from taking infimum on both sides of the inequality over all channels in
C(E). O

Before we proceed to consider a generalized version of the leftover hash lemma [17], we

give the following definition. Consider two finite sets 3, %', and let F be a set of functions

: 3 — Y with an associated probability distribution (p L If the probability that
ffrer

two distinct elements are mapped to the same value by f is less than that is,

1
> i) < 5]

feFr

\E’I’

for all distinct z,y € 3, then we say F is a two-universal family of functions. The
most natural example of a two-universal family of functions is the family of all functions
equipped with a uniform distribution.

For a cq-state p € D (X E) given by

sz‘x ®px7 prD(E))
TEYL

and a family F of functions f: ¥ — ¥ with corresponding probability distribution (py)
we denote by

=S el f @@ @pe =Y ) [N® Y pepe €D (X'E),

€D ' ey’ zef-1({z'})

fer

and furthermore

=Y _pif(p)@|N)fI" € D(X'EF),

fer
where {|f)} ;o is an orthonormal basis of system F. With all of the above in place, we

are now in a position to state a restricted version of the leftover hash lemma [17].

Lemma 12. Consider a cg-state pX¥ € D (XFE), and let C (E) be a set of channels. Let
Y’ be a finite set and let F be a two-universal family of functions f: ¥ — ¥'. For alle > 0
we have

Ac(p) (X'|EF) 5 <2+ \/21°g|X'|‘anin,C<E>(X‘E)p,

F(p)



29

Proof. Let A € C(E)E’). It follows from the leftover hash lemma [17] (see Lemma 83 in
Appendix) that

A (X|EF) 5y < 26 + Y 280 B X120

and so taking supremum over all A € C (F) yields the desired result. O

In the statement of Lemma 12 the choice of channel A € C(FE) is independent of the
function f € F applied to the state of register X. We pose the question of whether this
implicit assumption is necessary, which is presented as a conjecture below.

Conjecture 13. Consider a cg-state pX¥ € D (XE), and let C (E) be a set of channels.
Let ¥/ be a finite set and let F be a two-universal family of functions f: ¥ — ' with
corresponding probability distribution (py) feF For all £ > 0 we have

prAC X ‘E) < 26 + \/210g|X | Hmln C(E)(X‘E)p'
fer
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Chapter 2

Secure States and Hiding States as
a Resource

In this chapter, we will consider the fundamental problem of extracting secure data from
only partially secure data, where an eavesdropper may have information encoded into the
state of a quantum system. More precisely, we consider a two-party scenario involving
Xavier and Eve, which is described by them sharing a cq-state p € D (X E) given by

pr ’33 ®px) Px ED(E) (2'1)
€Y

where ¥ is an alphabet and (p; ),y is a probability distribution on ¥. Note that Eve may
try to guess the state of X by, say, measuring her system; if the states p, for x € 3 are
orthogonal, she may even infer the state of system X with certainty! In general, however,
Eve is only able to infer partial information about the state of system X, and in this
chapter we consider to what extent Xavier is able to obtain a cg-state, where access to
system E only yields negligible information on the state of system X. In particular, we
will discuss the scenario where Eve’s quantum memory is imperfect, and to what extent
Xavier is able to exploit this fact in order to obtain a larger amount of secure data.

We will quantify the amount of secure data in a cq-state given by (2.1) within a resource
theoretic framework. To describe the set of free operations, we first allow Xavier to choose
an alphabet ¥ and a function f: ¥ — Y/, and hence apply it to the state of system X.
This yields the state

=) If @)(f @) [N @pepl € D(X'E), (2.2)
TEX
where X' is spanned by an orthonormal basis {[z')},,cs,. Furthermore, we allow Xavier
to act probabilistically, that is, he may sample f from a family of functions F with an
associated probability distribution (py) feFs a8 long as the choice of f € F is publicly
announced to Eve. The resulting state is given by

=Y prflp)@|f){fl €D (X'EF), (2.3)
fer

where F' is spanned by an orthonormal basis {|f)} ser- As mentioned above, the desired
cg-state is one where access to systems E'F' yields only negligible information on the state
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of system X', which we will define rigorously below.

In the first section, we discuss the definition of a secure state, namely, one where access to
Eve’s quantum side information only yields negligible information about Xavier’s classical
data. Next, we rephrase the work on strong randomness extraction [25] in this terminology,
and we proceed to show that the rate at which secure bits can be distilled from a generic
cg-state is exactly the conditional von Neumann entropy H (X|E),.

In Section 2.2 we first consider the task of distilling secure bits with respect to an
eavesdropper Eve with imperfect quantum memory. We model this scenario by assuming
Eve has to perform some operation from a set of quantum channels C (E) on her system
prior to knowing f € F. Furthermore, we provide bounds on the rate at which secure bits
can be distilled from a generic cq-state with respect to an eavesdropper with imperfect
memory. Additionally, we briefly discuss the scenario, where Eve’s choice of quantum
channel A € C (FE) is allowed to depend on Xavier’s choice of f € F. This corresponds to
the scenario of Eve having perfect quantum memory, but she is restricted to some set of
operations C (E); this allows her to retain the state of system E until Xavier has chosen
f € F, and so her choice of operation may depend on Xavier’s choice of function.

Finally, in the last section, we add to the communication setup that Xavier may pass
some information on the state of system X to Eve. Then we pose the task of hiding
data from an eavesdropper with imperfect memory, that is, achieving a cq-state where an
eavesdropper with perfect quantum memory would be able to infer the state of system X’
with high probability, while an eavesdropper with imperfect quantum memory only has
negligible information about the state of X. We will refer to such a state as a hiding state.

2.1 Secure States with respect to an Eavesdropper

In this section, we are concerned with a two-party setting involving Xavier and Eve. Let X
be an alphabet and let (p; ),y be a probability distribution. Let X be a quantum system
with orthonormal basis {|x)}, s, and suppose Xavier has encoded z € ¥ into the state
of system X. Meanwhile, Eve has received some information about the state of Xavier’s
system X, which is encoded in the state of an additional quantum system E. The scenario
is described by the cq-state given in (2.1). In the following, we discuss how to define the
security of the data encoded into the state of system X when an eavesdropper is given a
quantum system FE with information encoded into the state of E.

We begin this section by considering two natural approaches to quantifying security.
First, we will consider an operational approach, where we quantify the security of the data
encoded in system X in terms of an eavesdropper Eve’s ability to guess the state of system
X given the outcome of a measurement on system E. Below, we describe security in terms
of Eve’s bias when trying to infer the state of system X from such a measurement.

Definition 14. Let ¥ be an alphabet and consider a cg-state pX¥ € D (XE) given by

PP = "pela)@l¥ ®@pf,  preD(E),
TEYN
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For £ > 0, we say that p is an (log |X|,¢)-secure state with respect to E, if

1
Prguess (X‘E) — E <e.

If Prguess (X\E)p = ﬁ, we say that p is a secure state with respect to E.

Remark. When it is clear from the context, we simply refer to p as an (log Y|, €)-secure
state without mentioning system F.

It is easy to see that a cg-state p € D (X E) is a secure state, if and only if

o) (2" @ p
€Y ‘E‘

Our second approach to defining the security of data encoded into the state of system X

is given in terms of proximity to a secure state. We use the trace norm as a measure of

distance because of its natural interpretation in terms of the distinguishability of states

due to the Holevo-Helstrom Theorem [15, 26].
Definition 15. Let ¥ be an alphabet and consider a cg-state pX¥ € D (X E) given by

Zpﬂx ®pm'

TEX

For € > 0, we say that p is a (log |X|, e)-approximate secure state with respect to E, if

1
A(XIE), = 5 lpxs —wx @ prll <<

Remark. Again, when it is clear from the context, we simply refer to p as an (log |X|,)-
approximate secure state without mentioning system FE.

With two notions of secure data with respect to an eavesdropper, it is natural to pose the
question of their (in)equivalence. It is a direct consequence of Proposition 4 that defining
the security of data with respect to an eavesdropper in terms of proximity to a secure
state is at least as restrictive as the definition arising from an operational approach. We
will thus focus our attention on this more restrictive notion of security.

In the following, we consider an operationally relevant task of Xavier, namely, to obtain
secure states with respect to an eavesdropper Eve when given a cq-state pXF € D (X E)
as a resource. We allow Xavier access to public randomness and he is allowed to perform
classical processing of the data encoded in system X. More precisely, for any alphabet 3’
Xavier may sample a function f: ¥ — ¥’ from a family of functions F with associated
probability distribution (py) feF and apply it to his data = € ¥ with the choice of f € F
being available to the eavesdropper. The resulting cq-state is denoted by F (p), which is
defined in (2.3). In general, Xavier is not able to obtain exact secure states using this
protocol, so we will consider the asymptotic setting, where he has n € N copies of a state
p, and aims towards obtaining (m,¢)-secure states for m € N at fixed rates 7+ for any
e > 0.



34

Definition 16. Let p € D(XFE) be a cq-state given by

P:Zpr’x><$’)(®/)Ea pz € D(E),
€Y

and let » > 0. We say that r is an achievable rate of secure state distillation, if r = 0 or the
following condition holds: For sufficiently large n € N and m = [rn] there exists a family
F of functions f: X" — ¥/, where ¥’ is of size |Y| = 2™, with associated probability
distribution (p¢) e such that

F(®) =Y 1 oY pr > pep 1N,

x'ey! feF zef-1({z'})

is an (m,e)-approximate secure state with respect to E"F. Here, we denote by p, =
Q4 pa, for z = (21,...,2,) € X"

The rate of secure state distillation Sp (p) is the supremum over all achievable rates
of secure state distillation.

Proposition 17. Let ¥ be an alphabet and consider a cq-state p*¥ € D (XE). Then
Sp (p) = H(X[E), .
Remark. The result corresponds to the single-shot version stated without proof in [22].

Proof. Lete > 0. Let n € N, > 0, and consider m € Ng given by m = Ln (H (X|E), - 5>J

Let F be a two-universal family of functions f: X" — {0,1}", and note that it follows
from the leftover hash lemma [17] (see Lemma 83 in Appendix A) that

<2+ \/Qm*anin(anE")p@an
_ e 4 /(B HEL OB o).

<2+ \/ g (H(X|B),~ 5 Hopin (X" |B™) 0 =) (2.4)

A (X'|E"F) F(pom)

where the last inequality is due to our choice of m € Ng. Furthermore, it is a direct
consequence of a quantum asymptotic equipartition property [16] (see Theorem 82 in

Appendix A) that

1
~ Hiy (X|E") jor > H(X|E), — 6

min
for sufficiently large n € N, which in turn implies that the second term in (2.4) tends to
0 as n tends to infinity. This proves H(X|E), — ¢ is an achievable rate of secure state
distillation for all § > 0, and this implies the achievability of the desired result.
For the converse inequality, let ¢ > 0, m,n € N and suppose there exists a family
F of functions f: X" — ¥/ where ¥’ is of size |Y/| = 2™, with associated probability
distribution (py) e such that

A (X'|EF) zjony <
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It follows that

A(X'|E"F) ony = D 2 (X'|E") 0m) <€
feF

which implies the existence of f € F satisfying A (X'|E™) F(pomy < €. Finally, this yields

m = H (X'|E") <H(X'|E) ;o) + 2¢10g [S] + g ()

<nH(X|E),+enlog|Z|+ g (e)

wX/®p®n

where the first inequality is a consequence of Winter’s refinement [21] of the Fannes-
Audenart inequality [20] (see Theorem 85 and Theorem 86 in Appendix A), and the
second inequality follows from a data processing inequality of the conditional von Neumann
entropy discussed in Subsection 1.5.1, and the fact that we may assume without loss of
generality |Y'| < |X|". If we divide by n € N at both sides of the inequality, we obtain

™ < H(X|E), +2-1og [5| + ~g ()

— elo —g(e),

- < ) g 9
and as this holds for arbitrary € > 0 it follows that the rate of secure state distillation
cannot exceed H (X|E),. This proves the desired statement. O

Considering the intuitive interpretation of the conditional von Neumann entropy H (X |E) o
as a measure of uncertainty concerning the state of system X given the state of system
E, the statement of Proposition 17 is not surprising. In fact, the result supports this
interpretation of the conditional von Neumann entropy; the number of extractable bits
with respect to which Eve is negligible should indeed correspond to a measure of Eve’s
uncertainty about the original letter x € ¥ encoded in the state of system X.

2.2 Secure States with respect to a Restricted Eavesdropper

Again in this section, we will be concerned with a two-party setting involving Xavier and
Eve described by a cq-state as given in (2.1). This time, however, we consider the situation
of Eve having imperfect quantum memory, that is, upon obtaining information about the
state of Xavier’s system X encoded in the state of an additional quantum system FE, then
she has to apply some operation, say, a measurement if she has no quantum memory at
all. We describe this by letting C (E) denote a set of channels on Eve’s system E, and the
scenario is thus described by

AP =Y pela)al ¥ ©A(oF),  p.eD(E). AeC(B),  (25)
TEX

We will now discuss to what extent Xavier is able to exploit Eve’s imperfect quantum
memory in order to extract more secure data. More precisely, we suppose that the set of
channels C (F) is known to Xavier, while Eve’s choice of A € C (F) remains unknown to
him.

We describe the security in a cg-state p € D (X E) with respect to a C (E)-restricted
eavesdropper in terms of proximity to a secure state.
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Definition 18. Let ¥ be an alphabet and consider a cg-state pX¥ € D (X E) given by

X
P = pala) @t @pf.
TEX

Let C (E) be a set of quantum channels. For € > 0, we say that p is an e-approzimate
secure state with respect to an C (E)-restricted eavesdropper on E, if

AC(E) (X|E)p <e.

Any approximate secure state is also an approximate secure state with respect to a re-
stricted eavesdropper due to the monotonicity of the trace norm. Below, we exhibit an
example showing that even orthogonal states may give rise to an e-approximate secure
state with respect to a restricted eavesdropper for small values of ¢ > 0. Here, we consider
a bipartite setup, where we think of the eavesdropper as two spatially separated parties
Alice and Bob. In this setup, a natural limitation is local operations on their individual
systems and classical communication.

Example 19. Let 0 € D (X AB) be a cqg-state given by

1
S I ©of?,

1 X o A
O':§|0><0’ ®UOB+2

where o0, 01 denote the normalized projections onto the symmetric and antisymmetric
subspace of AB, which is of local dimension d € N, respectively. These are the extremal
Werner states introduced in [27], and we discuss them further in Subsection 2.2.1. As oy,
o1 are orthogonal states, we have

Pryess (X|AB), = 1.

To see that ¢ is an e-approximate secure state with respect to an eavesdropper restricted
to PPT measurements, we simply note

1 1

A:B

A/\/IPPT(A:B) (X|AB)U = Prg\l/llé?s)T( ) (X|AB)U D) = ﬁ’

where the first equality follows from Proposition 4, and the second equality is due to [28].
For e = ﬁll, this proves ¢ is an e-approximate secure state.

We now consider the operationally relevant task of Xavier to obtain secure states with
respect to an eavesdropper Eve with imperfect quantum memory modeled by a set of
channels C (E). As in the previous section, we allow Xavier to access public randomness
and he is furthermore allowed to perform classical processing of the data encoded in
system X. This time, however, Xavier can additionally exploit Eve’s imperfect memory.
The choice of f € F is then made known to the eavesdropper Eve, but as she has already
applied some quantum channel A € C (E) to her system independently of the choice of f,
the resulting cq-state is of the form

F(A ) =D pef(Alp) @ NH{fIT,

fer

where f (A (p)) = Xpex pa | (2)){(f (2)] @ A (p2).
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Again, Xavier is not necessarily able to obtain secure states with respect to an eaves-
dropper with imperfect quantum memory using this approach, so we will consider the
asymptotic setting, where he has n € N copies of a state p, and aims towards obtaining
(m, e)-secure states with respect to an eavesdropper with imperfect memory for m € N at
fixed rates 7* for any € > 0.

Definition 20. Let p € D (XE) be a cg-state, and let C = (C,, (E™)),,cn be a sequence of
sets of channels. Let r > 0. We say that r is an achievable rate of secure state distillation
with respect to a C-restricted eavesdropper, if r = 0 or the following condition holds: For
sufficiently large n € N and m = [rn] there exists a family F of functions f: 3" — ¥/
where ¥ is of size |¥'| = 2, with associated probability distribution (py) feFs such that

F(®) =Y M oY pr Y pdt @ AT

z'ey! feF zef-1({z'})

is an e-approximate secure state with respect to a C,, (E™)-restricted eavesdropper on E"F.
The rate of secure state distillation with respect to a C-restricted eavesdropper Spc (p)
is the supremum of all achievable rates of secure state distillation with respect to a C-
restricted eavesdropper.
Remark. Whenever id € C, (E™) for all n € N, we shall refer to the rate above as the
rate of secure state distillation with respect to an unrestricted eavesdropper. Due to the
monotonicity of the trace norm, this is equivalent to the previously introduced notion of
secure state distillation.
For certain sequences of sets of channels C we introduce a less verbose notation. For a
bipartite quantum system AB we may consider the sequence of sets of all measurements
on Alice’s system, that is, M%), = (Man (A")), cn, and then we write

Sp,a(p) = Sp.mca) (p), p€D(XAB).

This notation specializes to a single quantum system E by simply considering a trivial
system as a placeholder for Bob’s system B.

Theorem 21. Consider a cg-state pX¥ € D(XE). Let C = (C, (E™)),,cn e a sequence
of sets channels satisfying

Con (E™) @ C (E™) C Coneny (E™FT)
for all m,n € N. Then
Hoine (X|E), < Spe (p) < HF (X|E),. (2.6)

Proof. Lete > 0. Let n € N, § > 0, and consider m € Ng given by m = Ln (ﬁ;oimc (X|E), - 5)J

Let F be a two-universal family of functions f: X" — {0,1}", and note that it follows
from our adaptation of the leftover hash lemma in Lemma 12 that

<2+ \/ 9" Hiin e () (X7 1ET) pom
m 1
=2 + \/2"(?7 Hitn,co ) (X 1E™) om )

<2+ \/2”<ﬁ$invc(X|E)p‘% He i 0 () (X" ™) 00 =) (2.7)

9

Ac, (g (X'|E"F) F(pom)
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where the last inequality is due to our choice of m € Ny. Furthermore, by definition we

have )
indeoe)

ﬁ anin,Cn(En) (Xn|En)p®n > Hmin,C (X‘E)p -0
for sufficiently large n € N. This implies the second term in (2.7) tends to 0 as n tends

to infinity, which proves H:noin,c (X|E) , — 0 is an achievable rate of secure state distillation

for all § > 0. Finally, this proves the achievability of the lower bound in the statement.

For the converse inequality, let ¢ > 0, m,n € N and suppose there exists a family
F of functions f: X" — ¥/, where ¥/ is of size|X'| = 2™, with associated probability
distribution (py) e such that

Ac, (gm) (X'|E"F) zjony < €

Consider an arbitrary A € C (E™)E,,) and note

A(X'|E"F) gy omy) = D Prd (X' Bn) y sy <€
feF

Let F. denote the set of all f € F satisfying
A (X1 Bn) p(gggomy < Ve

It follows from Winter’s refined version of the Fannes-Audenart inequality (see Theorem
86 in Appendix A) that for f € F. we have

H (X’}En)wX,®A(f(p®n)) <H (X’}En)A(f(pm)) +2velogdyx: + g (Ve) . (2.8)

Furthermore, note that

e> D pAXE) ey ZVE D pr

fEF\Fe fEF\Fe

which in turn implies 3 e 7\ 7 py < /€. This allows us to deduce

> prH (X"En)wX,®A(f(p®n)) < elogdy. (2.9)
fEF\F.

If we combine these initial observations, we may note that

m = Z prH (X,‘En)wxl(@/\(f(p@"))
feF

3 B (VE0) o+ 3 ()
fer
<H (X]En)A(p®n) +3nyelogdx + g (ﬁ)

where the first inequality is due to (2.8) and (2.9). The second inequality is due to a data
processing inequality discussed in Subsection 1.5.1 of Chapter 1, and the fact that we may
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assume dx: < dxn» without loss of generality. If we divide both sides of the inequality by
n, we have

™ < x|k, 1 3vElogdy + ~g (V)

w S n)A(p®n) gax ng €
for all A € C(E™)E,). This proves the rate of secure state distillation with respect to
a C-restricted eavesdropper E cannot exceed Hg° (X|E) p» and due to Lemma 9 this is a
well-defined upper bound. O
There are a few observations to make concerning the statement of Theorem 21. First note
that the lower and upper bound on the rate of secure state distillation with respect to
a restricted eavesdropper coincide if we assume the statement of Conjecture 10 is true.
Secondly, it is not hard to see that whenever the eavesdropper acts independently in each
round, that is,

Co (E™)=Cpr (E" N ®CL(E),  C,(E)CCar(E)

for all n € N, then the lower and upper bound coincide.

We finish this section by remarking upon two situations, where the upper bound on
the rate of secure state distillation with respect to a restricted eavesdropper does not need
to be regularized.

Corollary 22. Let X be an alphabet and consider a cq-state pxap € D (X AB). Suppose
pz € Dsep (AB) for all x € ¥. Then

Hoin a4 (X|AB), < Sp.a(p) <Ha (X|AB), .

Proof. The additivity of locally accessible information for separable states is shown in
Section VILA of [29]. Together with Theorem 21 this yields the desired statement. O

Corollary 23. Consider a cg-state pxg € D (XE). Then
Hoin. i (X|E), < Sp,p2 (p) < Hp (X[B),.

Proof. The additivity of locally accessible information for separable states is shown in Sec-
tion VIL.A of [29], and this generalizes to accessible information. Together with Theorem
21 this yields the desired statement. O

2.2.1 Example: Secure State with Extremal Werner States

We are now in a position to discuss the rate of secure state distillation with respect to a
restricted eavesdropper in comparison to the rate of secure state distillation introduced
in Section 2.1. We saw in Example 19 that information about the state of a system X
encoded into orthogonal states of a bipartite system AB can give rise to an e-secure state
with respect to a restricted eavesdropper for arbitrary € > 0. In the following, we will
again consider the cg-state o € D (X AB) from Example 19 given by

1 1
oXAP = |0} @ g + 5 10)(0" @ o', (2.10)

where o, 01 respectively denote the normalized projections onto the symmetric and anti-
symmetric subspace of AB, which is of local dimension d € N. We begin by introducing
a slightly more general notation.
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Definition 24. Let AB be a bipartite quantum system of local dimension d € N. The
projections onto the symmetric and antisymmetric subspace of AB are given by
HO =

(1+F), I =-(1-F),

N =
N =

where F = Zg,j:1 lig)(ji|. The extremal Werner states 0,01 € D (AB) are given by

_ 2 g __ 2
dd+1) " T ad-1

oo = ITy,

and more generally we define the Werner state o, € D (AB) by
op=(1—p)oo+por, pel01].

For n € N and a, 2 € {0,1}" we denote by

n n
Mo = QMo 0x = Q)0
i—1 j=1

We now set out to derive a lower bound on the rate of secure state distillation of o given
by (2.10) with respect to a Myt (A : B)-restricted eavesdropper. Our method of proof is
an adaptation of the techniques introduced in [28], where the key technical observation is
the invariance of Werner states under certain unitaries, more precisely that p € D (AB) is
a Werner state, if and only if p is invariant under all bi-unitary transformations [27], that
is,

UeU)pUaU) =p

for all unitaries U € U (A4), U € U(B).

The defining property of Werner states outlined above plays a central role in our efforts
to lower bound the rate of secure state distillation of the state given by (2.10). In the
result below, we show how the property of bi-unitary invariance of Werner states can be
transferred to the POVM representation of measurements applied to systems AB.

Lemma 25. Let AB be a bipartite quantum system of local dimension d € N. Let
o0 € D(XAB) be given by

1 1
o XAB = 3 10)(0]* ® og'B 4 = [0)(0]* @ o'P.

2

There exists a measurement with POVM representation {M,}, (0.1}" satisfying

A: 1

z€{0,1}"

where ML > 0 and M, is invariant under all U € U (A" B"), which is bi-unitary on each
copy of AB.

Proof. This was shown in [28] using an observation from [30]. O
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Lemma 26. Let AB be a bipartite quantum system of local dimension d € N. Let
o0 € D(XAB) be given by

1 1
o XA = S 10)(01" @ 0 + 5

5 (000" @ o',

For n € N there exists a measurement with POVM representation {M,}, (013" satisfying
Mppt (A:B)

1
Prguess (Xn’Aan)CT@n = 27 Z Tr Mo,
z€{0,1}"

where M > 0 and
My= 3 Malls, AeR¥"
acf{0,1}"

Remark. This was mentioned without proof in [28].

Proof. First note that Lemma 25 allows us to infer the existence of an optimal measure-
ment with POVM representation {Mz},crqy» € L (A"B") satisfying ML > 0, which is
invariant under bi-unitary transformations of all subsystems AB. If we enumerate the sub-
systems, that is, A™ = Ay ... A,, B" = By... By, then it follows that MfiBi is invariant
under local unitaries, and so we may infer that

MABi = N, oTlg 4 Ay 1115

Furthermore, as the partial transpose is taken with respect to a choice of computational
basis, it follows that MAiBi is PPT.

Now define N = Q" , MAiBi and note that NI > 0. As a basis of each subsystem
A;B; we may choose the symmetric and anti-symmetric vectors, that is,

;5 (i) + i), \2 (Iig) — 1))

In this basis, the difference between M, and N, is off-diagonal, and since o, is diagonal
in this basis, it follows that
Tr M0, = Tr Nyo,.

To see that the operators N, for z € {0,1}" sum to identity, we first note that {Mz},eq01ym
is a POVM representation of a measurement. This implies that the off-diagonal entries of
the operators M, sum to zero. As the difference M, — N, is zero on the diagonal in the
symmetric and anti-symmetric basis, and the off-diagonal entries sum to zero, this implies

Y Ne= Y My=lapn,

z€{0,1}" z€{0,1}"
which proves {N;}, ¢ {01} s a POVM representation of a measurement. O

Lemma 27. Let AB be a bipartite quantum system of local dimension d € N. Let
o0 € D(XAB) be given by

1 1
oXAB = C|0)01F @ g + 5 10)(0" @ of'".
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There exists a measurement with POVM representation {M,}, {01} satisfying

A:
Proniis P (X|AB), = Y poTr Myoy,
z€{0,1}"

where ML > 0 and M, = Zae{o,l}” Az,olly for some A € R2*" satisfying

1
1Bl—aB (1 _ qyaB
0< A, > A <1, and o > Ao (1+4d) (1—d)*? >0
ze{0,1}" ae{0,1}"

for all o, 8 € {0,1}".

Proof. First note that Lemma 25 allows us to infer the existence of an optimal measure-
ment with POVM representation {Mg}, ¢ 13» satisfying MY > 0, which is invariant under
bi-unitary transformations of all subsystems AB. It follows from Lemma 26 that we may
assume that
M, = Z )\m,aHa
ae{0,1}"

for some A € RZ". As {M.},c {01y constitutes the POVM representation of a measure-
ment, we have

0<A, Y Ma<l
z€{0,1}"
for all @ € {0,1}". If we denote by pg = |¢a){@d|, where |@q) = id Zle |i7), then we
may note that
o1 1
My = 5 (1 +dea) = 5 (1 = pa) + (1 +d) pa)
1 1
M =5 (1= dpa) = 5 (1= ¢a) + (1= d) pa)
and so
1 ~ o 1 - o
M =5 Q-+ L+ (D% dpa) = 57 > 1+a) ™7 (1 —a)*" By,
=1 pe{o,1}"

where Bg = Bg, ® ... ® Bg, with By =1 — ¢4 and B = ¢4. The fact 0 < M£ translates

to
1
— > Na(+ D)1 —a)yP By >0,
a,pe{0,1}"

which is equivalent to
1 —o a-
o Y N+ D)1 —a)* >0
acf{0,1}"

for all 8 € {0,1}" due to orthogonality of Bg, Bg for distinct 5 # (. This proves the
desired statement. O
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Lemma 28. Let AB be a bipartite quantum system of local dimension d € N. Let
o0 € D(XAB) be given by

1 1
oA = S 10)(0 @ o5 + 5 10) (0] @ of!”.

Define Q € RZ"*?" by Qg0 = o= (1 +d)P7*? (1 = d)*? and let b € R¥"+2", ¢ € R be
given by

0, i=1,...,22", 5 5 5
= g e (L= ) (o B,
Then the optimal probability of correctly guessing X™ based on a measurement with of
the systems A™B", where the POVM representation consists of My (A : B) operators,
is given by the following semi-definite program:

1 1
— — — min ¢\, where
2n n AeR22" -1

Lrn®@ _Oxza A> 0.

Proof. First note that by Lemma 27 there exists an optimal PPT measurement for guessing
X" based on a measurement of systems A"B" with POVM representation {M} . 013"
given by

Mz = Z A:p,aHaa

ae{0,1}"
where A € R satisfies
1
0< A, ST Ma<l, and o Y Na(1+d)P TP a-a)f >0
z€{0,1}" ae{0,1}"

for all a, 8 € {0,1}". From this, we may express the probability of correctly guessing X™
based on a PPT measurement of systems A" B™ as a maximization of the expression

1 1 1 1
2—11 Z Tr Mo, = 27 Z )\CC,I = 27 - 27 Z ()‘3670 - Ax,x) :
z€{0,1}" z€{0,1}" z€{0,1}" ,x#0"

With Q € R?"*2" and b € R22n+2n, c e R?" given as in the statement of the result, the
maximization above is exactly the desired statement. O

Proposition 29. Let AB be a bipartite quantum system of local dimension d € N. Let
o € D(XAB) be given by

1 1
o XA = S 10)(01" @ o + 5

X
5 001 @ oft?.

Then

1 L \" _ o Myp(a:B) n| gn gn (1 1 1 "
§+ﬁ _Prguess (X | B )o—®n <=+ ) .
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Proof. Applying the PPT measurement with POVM representation {M,} . (0,13~ given
by

n
2 d—1
M, = Q) M., where My = ——1IIy, M; = ——1IIp+ 1L
it d+1 d+1

yields a lower bound given by

1 e — L 2 \"
g 2 MMo=on D (5

ze{0,1}" ze{0,1}"

—_

To find an upper bound, we consider the minimization problem in Lemma 28 and note
that the dual program is given by

1 -1
max b’ - where T < > 0.
4 s Lon®@Q* @  |HSC p=
1 -1
Denote the entries of y € RZ"+2" by
T
= (MO",O"? sy MO LT, ey AR Oy ey [0 10, VO s ayln) )

and let py = (fgon, .- - 7,LLQWz)T, Qs = (Qong,--- ,anﬂ)T and v = (von,...,vg,...,V1in).
Then the dual program can be rewritten as

max Z —vg, where u > 0, Qg,uz —vg <z
" sy
for all z, 8 € {0,1}", or equivalently
m/ia,x Z —vg, where p > 0, qux —Cz3 S Vg,
Be{0,1}"
Any feasible point of the dual program is a lower bound on the primal program, so define
. (@d+pH (d+ 1>a’” GRS
T glal (@ 4+ 1)lel \d—1 dl (d + 1)l

(—1)** > 0.

Mot Mo~

First, in an effort to calculate qujﬁ, we note

x| a-f T
roer  (d+1) 1-d d+1
@are” = 5l 2 1+d d—1
ac{0,1}"

(d+1) g (dH1\*T0
=g 2 (D ﬁ(d—l) '

ae{0,1}"
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We now consider two cases. Suppose -z # 0, that is, there exists i € {0,...,n} such
that 8;,z; = 1. The terms corresponding to aj...q;...a, and a1 ...q;...q, cancel in
the expression above, which implies the sum equals 0. Thus we restrict ourselves to the
situation where 8-z = 0. Then

gt = LDy wi(%l) o (422) 'Z<|x|> <d+1>

[e=]

B (d+ 1)| | S d— 8] ||
= “gngl 2 1 d+1 1+d 1

T +11)'5 @t i)x|

Next, in an effort to calculate qu;, we note

T *—_ (d+1)|x‘ 1 a-x 1-d P
Cste = ngel 2n 2, (D <1+d> ‘

ae{0,1}"

Similarly to the argument above, we consider two cases. Suppose x £ (3, namely, there
exists some i € {0,...,n} such that 8; = 0, z; = 1. Then the terms corresponding to
a1...05...00 and a1 ...Q; ... qy cancel in the expression above, which implies the sum
equals 0. Thus we restrict ourselves to the situation where z < 3. Then

Q% V-:(i;é%w |5§§ va <L+j>ké§§|05|l|x5 <1+Z>l

|| _ )\ =l _ g\ 18l=Iz]
- Mgn—lﬁ\ 1— 1-d 1+ 1-d
2n el 1+d 1+d
(d+ 1)

IS

Evidently, the optimal choice of v for 8 € {0,1}", which we denote by v/}, is given by

Vi = max T — ¢y ,0).
B 2e{0,1}" (QBM:J: z,B )

To simplify the expression on the right-hand side, we consider the various cases of 8 €
{0,1}".
Case 1: 8 =0". For any = € {0,1}" we have

T | *x T x4+ T  *x—
Q()nux — Cx,0m = QO",U‘:(: - QO"/’LJ; — Cg0n

d+1\"
= (559) - b - (1= ) (1= )

d+1\"
(d— 1> = aon.
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Case 2: 8 # 0™. First, note that for x = 0™ we have

I T
d+1)° @+l

anﬂz — Con g = 07

so consider z € {0,1}", x # 0™
Case 2.1: - =0. As z # 0™, we must have x £ 3, which implies

1 d+1\ "
T * —
ks = o = A (d—1> '

Case 2.2: x < 3. As x # 0", we must have x - § # 0, which implies

Qgﬂ; —Cg,B3 = —

Case 2.3: -8 # 0 and z £ 5. Then we have

Qg/‘; —Cz 8 = 0.

From the observations above, we deduce

L1 d+1\" 5
T A \d—1 por-

for all 8 € {0,1}". Thus we see a lower bound of the maximization problem at hand is

given by

T *
mﬁxxb > = Z Vs
pefo,1}”

1 d+1\"""
> 0L+Dm<d—1)

Be{0,1}"

" /n 1
-2 ()
kzzo k) (d+ 1k \d—1
(L Ay
B d+1 d-1) °
Using this as a lower bound for the primal program yields the desired lower bound on the

probability of correctly guessing X" based on a measurement of the systems A" B™ given
o®m, U

Corollary 30. Let 0 € D (X AB) be given by
1 1
T=3 |0Y(0| ® o9 + 5 1) (1| ® o7.

Then

1— loge < Sp A,y (A:B) (o)

d—1
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Proof. First, note that from Theorem 21 and the fact that

Hn My a:8) (XIAB), < Hyin a0 (4:3) (X[AB),,
we may deduce
SD7Mppt(AIB) (U) > anoin,Mppt(A:B) (X|AB)O' :

Due to the operational interpretation of the conditional min-entropy [16], it follows from
Proposition 29 that we have the lower bound

1 1 1 3
SD,Mppt(A:B)(U)Z_IOg(2+d1+2(d+1)) Zl—dilloge,

which proves the desired inequality. ]

Our efforts in the lengthy calculations above yield a lower bound on the rate of secure
state distillation from o which is essentially optimal for large values of d € N, namely,

1
Sp Mype(A:B) (0) 21 =0 <d> .

Considering the result from [28], it is tempting to conjecture that the lower bound in
Proposition 29 is tight and this method proof is sufficient to prove this result with a
suitable choice of feasible solution.

This example shows that there can be a large gap between the rate of secure state
distillation with respect to a restricted and unrestricted eavesdropper, as we note

1
SDyMppt(A:B) (U) >1-0 <d) >0=5p (U) ,
which is of interest in itself.

2.2.2 Deterministic Secure State Distillation

We saw in the proof of Theorem 21 that Xavier’s ability to choose a probabilistic strategy
for obtaining a secure state is key to achieving the desired rate of secure state distillation.
In the following, we revisit the notion of secure state distillation and introduce a new
variation, namely, deterministic secure state distillation. We still consider a two-party
setting involving Xavier and Eve described by the cg-state in (2.1), however, this time
we consider the situation of Xavier being restricted to a deterministic protocol in order
to distill a secure state. We describe this by letting C (E) denote a set of channels on
Eve’s system E, and we allow Eve to choose her channel A € C (E) depending on Xavier’s
strategy to extract secure information. In the following, we discuss to what extent Xavier
is able to exploit Eve’s limitation to a certain set of channels in order to extract secure
information when his strategy is known to Eve.

Definition 31. Let p € D (XE) be a cg-state, and let C = (Cp, (E™)),,cn be a sequence of
sets of channels. Let » > 0. We say that r is an achievable rate of deterministic secure state
distillation with respect to a C-restricted eavesdropper, if r = 0 or the following condition
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holds: For sufficiently large n € N and m = [rn| there exists a function f: X" — ¥/
where %' = {0,1}", such that

)= Y plf @@ @ = S 1N e Y pl”

zeX® ey’ z€f~1({z'})

is an e-approximate secure state with respect to a C,, (E™)-restricted eavesdropper on E™.

The rate of deterministic secure state distillation with respect to a C-restricted eaves-
dropper Sdet (p) is the supremum of all achievable rates of deterministic secure state
d1st111at1on Wlth respect to a C-restricted eavesdropper.

Remark. Naturally, restricting Xavier to a deterministic strategy cannot increase the rate
of secure state distillation, that is, S{% () < Sp.c ().

Let us now consider the natural question of the (in)equivalence of deterministic and
probabilistic secure state distillation. We start out by considering particular cq-states
p € D(XE) and families of functions F with associated probability distributions, where
we may obtain an e-approximate secure state with respect to a M (E)-restricted eavesdrop-
per, while none of the functions f € F are useful for deterministic secure state distillation!

Example 32. For n € N denote by ¥ = {0,1}", and let p € D (X FE) be a cg-state given
by

~on Z |z){x e |pz><pz’ ) where |p;) = Z

TEX

For o € (0,%], let &' = {0,1}*". We say that a function f: ¥ — X' is an a-matching
function, if

/ (:L’) = (xil @ le) s (xlan @ xjozn) )

for distinct indices 1 < ig,j; < n for all k,l = 1,...,an. Let F denote the set of all a-
matching functions, and suppose F is equipped with the uniform distribution. For more
details on this construction, we refer the reader to Chapter 4.

Let € > 0, and let Y be an alphabet of size |J| = n, and let Y be a system spanned
by an orthonormal basis {|y)} cy. It has previously been shown [2] that there exists a

constant v > 0, such that if logn < vey/n/a, then

Ampyy) (X'|EF) 5, <e
This implies that F (p) is an e-approximate secure state with respect to a M (E)Y)-
restricted eavesdropper Eve.

Conversely, it is not hard to see that for any given f € F there exists a measurement
Ay € M (E)Y), which reveals one bit of 2’ = f (x) with probability 2« [2]. This observa-
tion provides a lower bound on the M (E)Y)-restricted distance to uniform of f (p), more
precisely, we have

A ey ) (X' E) pip) > 20

In turn, this shows that none of the functions f € F provide security against a M (E)Y')-
restricted eavesdropper. In other words, this shows that none of the functions f € F can
be used for deterministic secure state distillation with respect to a M (E)Y )-restricted
eavesdropper.
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The example above shows that the family F of a-matching functions f € F allows Xavier
to distill an e-approximate secure state with respect to a M (E)Y)-restricted eavesdropper,
while none of the functions f € F are a suitable choice for the deterministic protocol.
However, this does by no means prove the inequivalence of secure state distillation and
deterministic secure state distillation as we are not considering an asymptotic scenario,
nor have we considered all choices of families of functions F. We pose the equivalence of
secure state distillation and deterministic secure state distillation as a conjecture below.

Conjecture 33. Let p € D (XE) be a cg-state, and let C = (Cp, (E")),,cn be a sequence
of sets of channels. Then

SBe () = Spe () -

Remark. In support of the conjecture, we note that the rate of deterministic secure state
distillation with respect to an unrestricted eavesdropper is in fact equal to Sp (p). This
is not hard to see, as we note

A (X,|EF)]:(,0) = prA (X,‘E)f(p) J
feF
and this implies the existence of f € F such that A (X'|E) ) < A (X'[EF)x,. This is,
however, not surprising, as Eve’s optimal strategy does not depend on the choice of f. An
eavesdropper with perfect quantum memory can simply choose to store the state of her
system without acting upon it, and this is the optimal strategy due to the monotonicity
of the trace norm.

A lower bound on the rate of deterministic secure state distillation of PPT
states

In this section, we exhibit a general approach to identifying examples of PPT states
exhibiting a gap between the rate of deterministic secure state distillation with respect
to a locally restricted eavesdropper and the secure state distillation with respect to an
unrestricted eavesdropper. The key observation is the following result.

Lemma 34. Let p € D(XAB) be a cqg-state. Then
AcA<—>B (X’AB)p = AcA<—>B (X‘AB)pF .

Proof. This was shown in [31]. O
Proposition 35. Let p € D (X AB) be a cqg-state and suppose p' > 0. Then

SD7CA<—>B (p) = SDvCAHB (pF) ’ S%e}:AHB (p) = S%E;EAHB (pr) :
Proof. This is a straightforward application of Lemma 34. O

Corollary 36. Let p € D(XAB) be a cqq-state and suppose p' > 0. Then

SpCacs (P) =SB, (0) = Sp ().

Proof. The first inequality is trivial, and the second inequality follows as we note

SBCas (1) =556, (01) = SE(07) = Sp (1),

where the first equality is due to Proposition 35. O
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With these initial observations in place, we proceed to identify an example of a cqg-state
exhibiting another gap between the rate of deterministic secure state distillation with
respect to an C4., g-restricted eavesdropper and an unrestricted eavesdropper.

Example 37. Let 0 € D (X AB) be the cqq-state given by

1 1 1
o=3 |0)(0| ® o0 + 3 1) (1] ® 3 (o0 + 1),

where g, 01 denote the extremal Werner states with local dimension d € N. A straight-
forward calculation shows

1 1 1 1 1 1 1 1 3 3
H(X|AB)J:—210g2—4log4+<2+4>log<2+4>:1+4log4z069
If we denote by |p4) = id Z‘ijzl |it), then
5 (o8 +07) = oo (1 dg) + o (1 dga)
g V0 2d (d + 1) 2d (d — 1)
1
- - 1-
@-n@rn e
> 0,

which shows o' > 0. Furthermore, we have

11 1, r 1 1 1 1
| _ - i _ 1— -
Hz% gl o) 4H(d<d+1> <d—1><d+1>>( pa) g
_ 1
2d’

so it follows from the operational interpretation of the conditional min-entropy [22] and
the Holevo-Helstrom Theorem [15, 26] that
g
L2 d)’

This lower bounds the rate of deterministic secure state distillation from o, since

1 141 1
—Hyin(X|AB r r r
2 (X] )“F—2+2H200_4(0‘0+01)

1
SKe .., (@) > Sp (") =H(X|AB),r > Hyin (X|AB),r = 1 —log <1 + d> .
For sufficiently large d € N, this constitutes an example, where the rate of deterministic
secure state distillation with respect to an C4., p-restricted eavesdropper is notably larger
than the rate of secure state distillation.

2.3 Hiding States and the Rate of Hiding State Distillation

Along the lines of the preceding sections, we consider a two-party setting involving Xavier
and Eve described by a cq-state pX¥ € D (XE). In the following, we consider a slightly
more involved task of Xavier, namely, that of hiding data in the state of Eve’s system F.
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Here, Xavier has to ensure that the state of his system is retrievable by measurement of
Eve’s system, if she has perfect quantum memory, while an eavesdropper with imperfect
quantum memory has little to no knowledge about the state of Xavier’s system. In the
following, we discuss to what extent Xavier is able to exploit Eve’s limitation to a certain
set of channels in order to extract hidden data.

Definition 38. Consider a cq-state
XF =3 el el @
€Y

Let € > 0. We say p is e-correct, if

Prauess (X|E), > 1 —¢, (2.11)
and we say that p is e-secure with respect to C (E), if

AC(E) (X|E)p <e. (2.12)

Finally, if p is e-correct and e-secure with respect to C (E), then p is a (log|X|, €)-hiding

state with respect to C (E).

Definition 39. Let p € D (XE) be a cq-state, and let C = (C,, (E™)),,cn be a sequence of
sets of channels. Let r > 0. We say that r is an achievable rate of hiding state distillation
with respect to a C-restricted eavesdropper, if r = 0 or the following condition holds: For
sufficiently large n € N and m = |rn] there exists a function s: ¥ — T for some alphabet
T and a family F of functions f: X" — ¥/, where X' is of size |X'| = 2™, with associated
probability distribution (py) feF such that if we denote by

P = paela)(al @ ey @ s (2))(s ()"
TeX”

then

Fe) = > 1)@ Mo p "o Y ek @ls(@))(s (@)

x'ey! fer zef~1({z'})

is a (log |¥'|, e)-hiding state with respect to a C, (E™)-restricted eavesdropper on E"FT.

The the hiding rate with respect to a C-restricted eavesdropper Hp ¢ (p) is the supremum
of all achievable rates of hiding state distillation with respect to a C-restricted eavesdrop-
per.

With the definition of hiding rate in place, we proceed to prove a statement analogous to
Theorem 21, namely, that under general assumptions on Eve’s quantum memory, we can
place bounds on the hiding rate in terms of entropic quantities.

Theorem 40. Let ¥ be an alphabet and consider a cq-state p*¥ € D(XE). Let C =
Cn (E™) be a sequence of sets of channels satisfying

Cm (Em) ® Cp (En) - Cm+n (Em+n)
for all m,n € N. Then

~00
Hinine (X1E), —H(X|E), < Hpc (p) = He" (X|B), — H(X|E),
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Proof. Let € > 0, consider n € N and let £ € N be given by k& = {nH (X\E)p—‘. For all
but finitely many n there exists a function s: " — {0,1}* [32] such that

Prgness (X"|E"T) on > 1 — ¢,

which we will use again later. Now, let § > 0 and consider m € N given by m =

Ln (ﬁ;oimc (X|E), -H(X|E), - (5>J . For any two-universal family F of functions f: X" —
Y/, where ¥/ = {0,1}", it follows from the adapted leftover hash lemma (see Lemma 12)

that

Dc,pmy (X'|E"FT) g j0ny < 26 + V2 B e om) (X7 1EPT)

< 26 + /2" Mamentom (71 jonth

< 90 4 V2 (B e (X1, = M oy (1) jon =) 15 1)

where the second inequality is due to the adapted chain rule (see Lemma 11), and the last
inequality follows from our choice of k, m € N. Furthermore, we have by definition that

1 ~0c0
o Hin e, (gny (X"|E™) jon > Hppy o (X[E), — 0

for sufficiently large n € N. This implies the second term in (2.13) tends to 0 as n tends
to infinity. Finally, we also have

Preuess (X'|E"FT) F(pm) = Praness (X"|E"T) on > 1 —¢,

which proves I:I;Oimc (X|E),—H(X|E),—0 is an achievable rate of hiding state distillation
with respect to a C-restrict eavesdropper for all § > 0, and thus achievability of the lower
bound in the statement.

For the converse inequality, let € > 0 and n € N, and denote by ¥/, T two alphabets.
Suppose there exists a family F of functions f: ¥ — Y’ with corresponding probability
distribution (p¢) rer and a function s: X" — T, such that

E]

Prguess (X/}ETLFT)]_-(ID@”) Z 1-— g,

and
Ac, gy (X'|E"FT) Fpem) <&

Let A € C,, (E™)E,) and note that by an argument identical to the one given in the proof
of Theorem 21, we have

m< Y piH (X'[EnT) (4(my) +3VElogdxr + 9 (VE)
fer
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To obtain the desired result, we upper bound the terms in the sum in the expression above,
that is

HEED) o)) =B (1))~ HEEDA (1)

<H (X’T\En)A(f(p§n)) ~-H (T|E”)f(p§n)
H ( ey —H (X’T\E")f(p§n)

+H(X'|E"T) F(5m) (2.14)

The expected value of the last term in (2.14) when sampling f € F according to the
associated probability distribution (p¢) feF is upper bounded as follows

fz;pf H (X'|E"T) y om) = H(X'[E"TF) jony < elog |+ h (e),
S

where the inequality follows from Fano’s inequality (see Lemma 84 in Appendix A). Next,
consider the first two terms in (2.14), and note

H(X'T|E,) —H (X'T|E") =H(X"|E,) - H(X"|X'E,T)
~H(X"E")+H (X"|X'E"T)
< H(X"|E,) - H(X"|E"),

where the equality follows from the observation that H (X" X'T) = H (X™). Finally, if we
consider the expected value in (2.14) when sampling f € F according to the associated
probability distribution (py) feFs we obtain

> psH (X/‘EHT)A(f(pg@n)) < H(X"|Ep)y(pon) — H(X"|[E") jon
feF

+ (e +3ve)log |¥| + g (Ve) + h(e).

If we take infimum of the expression over over all A € C,, (E™), it follows that
m < He, (gn) (X"|E") jon — H(X"|E™) jon + (¢ +3vE) log ¥ + g (V) + h(e),

so dividing both sides by n and taking the limit as n — oo, it follows that we cannot achieve

a rate of hiding state distillation with respect to a C-restricted eavesdropper exceeding
HEO(X]E)p—H(X]E)p. O

The identification of a significant gap between the rate of secure state distillation with
respect to a restricted and an unrestricted eavesdropper in Subsection 2.2.1 is key to
emphasize the relevance of the concept of a hiding rate: This shows that it is indeed
possible to achieve non-zero hiding rates! From this, it is natural to conjecture a relation
between the rate of secure state distillation and the hiding rate as follows.

Conjecture 41. Consider a cg-state pX¥ € D(XE), and let C = C, (E™) be a sequence
of sets of channels. Then

Hpe(p)=Spc(p)—Sp(p).
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Remark. Note that this is a direct consequence of Theorem 21 and Theorem 40 if we assume
the statement in Conjecture 10 to be true and add the assumption that the sequence of

sets of channels satisfy
Crm (E™) @ Cpy (E™) C Crngnn (E™)

for all m,n € N.
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Chapter 3

On Privacy, Entanglement and
Data Hiding

In this chapter, we consider a bipartite scenario consisting of two parties Alice and Bob
with a joint quantum system AB in some state p € D (AB). We will primarily be concerned
with a communication setup allowing one-way LOCC operations, that is, we allow Alice
and Bob to perform arbitrary local operations on their individual systems, and furthermore
Alice is allowed to communicate classically to Bob as depicted below.
p
A s B
cl. comm.

Having restricted Alice and Bob to one-way LOCC protocols and provided them with a
shared resource state p € D (AB), we will consider three communication tasks, namely,
the distillation of 1) maximally entangled states, 2) private states and 3) phase hiding
states. Maximally entangled states are special cases of private states, so it follows that the
task of entanglement distillation is at least as hard as private state distillation. In fact, it
was shown [6] that there are states p from which no entanglement can be distilled, while
private state distillation remains possible at a non-zero rate. We introduce the notion of
phase hiding states in an effort to address the gap between private state distillation and
entanglement distillation.

In the first section, we introduce terminology and notation particularly relevant to our
discussion of private state and entanglement distillation. Furthermore, we prove a lower
bound on the rate of private state distillation analogous to a previously shown lower bound
on the distillable entanglement [1]. These bounds provide an indication of a connection
from the notion of hiding states discussed in Chapter 2 to the gap between distillable
private key and distillable entanglement. Finally, we employ our lower bound on the
distillable private key in the context of a quantum key repeater to show an elementary
lower bound, which gives rise to an interesting example.

Taking a step in the direction of generality, we introduce a notion of locally private
states and prove various statements analogous to results regarding private states [33]. We
are able to connect this notion of local privacy to the task of encoding data in the state
of a quantum system by applying Z-gates. With this in mind, we introduce the notion of
hiding states in an effort to describe a desired resource, which can be distilled whenever a
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gap between the distillable key and distillable entanglement is present. Finally, we provide
elementary bounds on the rate at which hiding states can be distilled.

3.1 Private States and Key-Correlated States

In this section, we introduce notation and terminology particularly relevant to the study of
correlation, privacy, and entanglement. Many of the core concepts are from [1]. Consider
two spatially separated parties Alice and Bob each with a 2-dimensional quantum system
A and By, respectively, and suppose that the state of the joint system is a maximally
entangled bit ¢,; € D (AxBy) for x,i € {0, 1}, that is,

o) = 1
¢>_\ﬁ

with corresponding density operators ¢z, = |@gi){vzi| € D(AxBk). We refer to the
systems A and By as the key systems. If Alice and Bob measure ¢,; in the computational
basis, they will produce two perfectly correlated or anti-correlated, unbiased bits, and we
shall refer to the post-measurement state in this scenario as the key attacked state p; given
by

(100) +111)),  leai) = X5, Zp, |¢)

fo 1= 5 (100} (00] + [11)(11]) = 3 (00 + o)

_1
2
o1 1

@1 1= 5 (01)(01] + [10)(10]) = 5 (10 + 11)

where the support of ¢ is referred to as the maximally correlated subspace. More generally,
we define for m € N and z,7 € {0,1}" an m-bit maximally entangled state by

|‘Pm’> = ‘90961i1> ® ‘80$2i2> ... |90mnin>

with corresponding density operators @i = |@zi){(@zi|. When the dimension is clear from
the context we shall write ¢ = pgmgm.

We define secrecy with respect to an eavesdropper Eve as follows [33]. Suppose Alice
and Bob share a bipartite quantum state p € D (A BrAsBs), where Ag and B; are referred
to as shield systems. Furthermore, suppose Eve holds a purification of p. If Eve’s system
is uncorrelated with the key systems A and Bj subsequent to the measurement in the
computational basis, we say Alice and Bob have obtained secret key. As an example, we
may note that if Alice and Bob share the maximally entangled state ¢ and measure it
in the computational basis, they will produce a perfectly secret key with respect to an
eavesdropper as g is a pure state.

A 1-bit private state v € D (ApAsBpBs) [6] is a state with the property that upon
measurement of the key systems Ay and By in the computational basis, Alice and Bob
achieve a shared secret bit. Trivially, this notion generalizes the notion of a maximally
entangled state as remarked upon in the example above. It was shown [6] that v is an
m-bit private state, if and only if it can be written as

")/ = Womom = U (SOOmom ® 0') UT, U - Z ‘ZZ> <ZZ|AkBk ® UiAsBs (31)
i={0,1}™
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where o € D(AsBs) and U; € U (AsBs) for i = {0,1}" are unitary transformations.
Furthermore, we denote by v,; for z,i € {0,1}"™ the state

Vai = (ng © ZZBk) (707”07”) =Upzi ® UUT‘

We refer to v,; as an x-bit and i-phase flipped private state. For ease of notation, we will
on occasion refer to Alice’s and Bob’s systems by the single letter abbreviations A = A As,
B = B B;.

Let p € D(AB) be an arbitrary state. We may consider p as a resource in terms of
Alice and Bob trying to achieve various communication tasks, say, distilling maximally
entangled states or distilling private states. When Alice and Bob are spatially separated
and restricted to classical communication, it is not necessarily possible to achieve exact
copies of maximally entangled states, nor is it necessarily possible to achieve perfectly
secret, shared bits. However, in the asymptotic setting, where Alice and Bob share p®™
for n € N, they may achieve e-approximate me-bit entangled states or m,p-bit private
states at fixed rates. To this end, we formally define

Ep (p) == lim limsup sup {% ’ JA € Cacsp (A" : B") : A (p®") =, gpomom} ,

e—0 n—o00 meNg

m

Kp (p) == lim limsup sup {— ’ Fyomom, A € Cacsp (A" : B") : A (p®") =~. fyomom} ,
€20 nosoo meNg ' 1

and we define the corresponding quantities E) (p), K5 (p), where Alice and Bob are

restricted to one-way communication from Alice to Bob, analogously. Trivially, we have

Kp(p) > Ep(p), Kp(p)=Kp(p), and  Ep(p)=Ep(p).

We will use the terms rate of distillable private key and rate of private state distillation
interchangeably. Furthermore, as a measure of entanglement, we will additionally consider
the relative entropy of entanglement Er given by

E = inf D , €eD(A:B),
rlp)i=__ nf . Dello) peD(A:B)
with a regularized relative entropy of entanglement given by E% (p) = limy,,00 = E (p®").
It has been shown to be an upper bound on the rate of distillable key [6], that is, Er (p) >

E¥ (p) = Kp (p)-
As we will be particularly concerned with the phenomenon of Kp (p) being strictly
larger than Ep (p), we take note of the following example from [6].

Example 42. Let v € D (AxBrAsBs) be given by

1 1 1 1
,-YAkBk:AsBS = 58064019316 ® <1 + d> U(‘)qus + 5%0(1)4119316 <1 _ d> 0.145-857

where 0(, 01 denote the extremal Werner states of local dimension d € N. The orthogo-
nality of the extremal Werner states ensures that v is a private state, and applying the
log-negativity as an upper bound the distillable entanglement yields

KD<p>zK3<p>zl>>1og(1+;) > Ep(p) > E3 ().

This is shown in more detail in [6].
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Inspired by the example above, we shall refer to states v € D (A BrAsBs) given by

Y= Z PaPoma @ Pa, 0 < pa, Z Do =1
aef{0,1}™ aef{0,1}™

where po L pg for all distinct o, 8 € {0,1}" as m-bit Bell private states [1], a description
justified by the observation that + is a private state, if po L pg for all distinct o, 8 € {0, 1}™
[1].

Taking another step in the direction of generality, we may consider all states with
key systems supported on the maximally correlated subspace. For m € N we note that
{lpoma) {(wom ﬁ‘}m Bef0.1}™ constitutes a basis of the 2"-levelled maximally correlated sub-
space of Ag By, and so we may define m-bit key-correlated states p € D (AxBrAsBs) by

p= Z ’¢0ma><900m,3‘ ® OafB, Pap e L (ASBS)
a,Be{0,1}™

and whenever o,5 = 0 for all distinct «, 8 € {0,1}" we refer to p as a Bell key-correlated
state. Finally, for any key-correlated state, we shall consider the associated Bell key-
correlated state given by

qu:ZQTn Z Yomp & p ﬁ’ Y B:ng(p)'
pe{0,1}™
As we saw in Lemma 2 there exists a reversible quantum channel Ege € Ca— 5 (Ax : Bg)
mapping key-correlated states to Bell key-correlated states, more precisely we have

Pqg = EBell (p) -
We finish the introduction of relevant notation and terminology by the following definition,
which generalizes previously introduced notation.
Definition 43. Let p € D (A By AsBs), suppose da,,dp, = 2™ for m € N and write out
p as

p= 3 S |eaid0ul @ puigis Paigs € L(ABy).
z,y€{0,1}™ 4,5€{0,1}™

Pxy
If we denote by p®8 = (ij ® ng) (p), then we may define
Pqq = 5Be11 (p) €D (AZB,:AkBkASBS)

where A} and B} are 2™-dimensional quantum systems. Furthermore, we define

1 _am 1 m
b= 5 D0 la)al¥ @ = o ST BHBY @ € D(XARBALB)

ae{0,1}™ Be{0,1}™

where p € D (A B AsBs) denotes the jointly dephased state given by

I 1
EFIOEE"EY (zﬂk ® zgk) (p) € D (AyBrA,By),
s5e{0,1}™
and finally, the key-attacked state p is given by
. 1 o
P= Z P € D(ALBLAB,).

o,B€{0,1}™
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3.1.1 A Lower Bound on the Distillable Key of Key-Correlated States

In the following, we determine the rate of private key distillation from a particularly simple
protocol consisting of local operations and classical communication. The statement and
proof carry reminiscence of a previously shown lower bound on E7; (p) [1], and together
these two results provide an indication of how to understand the gap between private key
distillation and entanglement distillation in terms of quantum data hiding.

Before we proceed to the protocol, we first prove the statement below.

Lemma 44. Let p € D (ApByAsBs) and suppose da,,dp, = 2™ for m € N. If p is an
m-bit key-correlated state, then

D (,0”/3) =H (AkBkAsBs)ﬁ —H (AkBkAsBs)p = I(X : AkBkAsBs)pcq .

Proof. First, we note that ZO‘Z (p) = p for all a € {0,1}"™, so it follows from unitary
invariance of the relative entropy that

) 1 o o
D(plp) =5, >, DI(25 (025, ()
acf{0,1}™
1 S
~ LS ()
acf{0,1}™
1 .
- <_ Tr " log p — H (AkBkAsBs)poma>
ac{0,1}™

= H(AByA,B,), — H(ABrAB) .

where the last equality follows from unitary invariance of the von Neumann entropy and
the observation that 2% Zae{m}m pV"® = p. Now note that p = Try Peg> and so

H (A;ByAsBs), — H(AgBrAsBs), = H(X),,  +H(ABrAsBs), —H(XAxByAsBs),
= I(X : AkBkAsBs)qu 5

which proves the desired statement. O

To derive a lower bound on the distillable secret key from a key-correlated state, we will
now consider a particular protocol. Suppose Alice and Bob share a key-correlated state and
Alice proceeds as follows: She measures her key system in the computational basis, simply
keeps her shield system, and subsequently engages in a privacy amplification protocol with
Bob in order to obtain a shared secret key. The statement below uses a result by Devetak
and Winter [34] to compute the rate of key distillation of this protocol, which turns out
to be optimal whenever the key-attacked state p is separable.

Proposition 45. Let p € D (A, BrAsBs) and suppose dg,,dp, = 2™ for m € N. If p be
an m-bit key-correlated state, then

K5 (p) = D (pllp),

and if p is separable, then
Kp(p) =D (plp)-



60

Proof. First note that &gy is a reversible protocol consisting of local operations and
classical communication, which implies

Kp (p) = Kp (pag)s D (pllp) = D (pgqllpgq) -
Thus we may assume without loss of generality that p is an m-bit Bell key-correlated state,

that is

p= Z PaPoma & Pa
ac{0,1}™

where (pa)ae{071}m is a probability distribution. Let E be a purifying system of A,Bs,
and let |4 )(1o] € D (AsBsE) be a purification of p, for each a € {0,1}"™. Then

) = Z VDa [poma) a, g, @ Vo) a,p.E @) p

ae{0,1}™

is a purification of p, where {|a)},c(01ym is an orthonormal basis of F. Now suppose
Alice engages in a key distillation protocol by measuring her system Ay in the compu-
tational basis and simply storing her system A;. If we consider the key-attacked state
Y € D (ApBpAsBsEF), which is given by

1 e
Y=o Yoo )iy g ® >, (D7 babs a) (sl 4 p.p @ 1) Bl

z€{0,1}™ a,Be{0,1}™
it follows from [34] that
Kp (p) 2 1(Ak : BpBs)y —1(Ay : EF); = H(AL|EF),; .

To simplify the calculation we consider a purification |¥)(¥| € D (ApBrAsBsEFG) of the
key-attacked state, namely,

1 a-x ss
W= > (DR len) B @ ga) P @ ) © )9,
z,ae{0,1}™

where {|z)}, {0,1ym is an orthonormal basis of G. A straightforward calculation now shows

KB (,0) Z H (AMEF)\I, =H (BkAsBsG)\p —H (AkBkASBSG)\I,
= H (B ABs)y — H(ApBrLABG)y - (3.2)

First, we note
\IjBkAsBs — ka ® Z papgsBs — ka:AsBs,
ae{0,1}™
which implies H (B AsBs)y = H (BrA;sBs),, = H (Ag B AsBs) 5. Next, denote by [¥') (V'] €
D (ApBrAsBsEF) the pure state

)= —= > (1) palza) P @ ha) P @ )

z,ae{0,1}"™



61

and note H (AyByA;BsG)y = H (AyByAsBs)yg,. Since we have

m (03
$7y7a€{071}m

A B
— Z pa(poTﬁak ® pésBs
acf{0,1}™

DARBRABL _ i Z Do (_l)a.(w-i-y) |zx) <yy‘AkBk ® pAsBS

it follows that H (AxByAsBs)y = H(AxByAsBs),. Combining these observations with
(3.2), we obtain

K7 (p) > H(AR|EF)y > H(AuByABy), — H(ApBrAsBy)

and so the desired inequality follows from an application of Lemma 44.
To prove equality whenever p € Dy, (A BrAsBs), we note that

K5 (p) < Kp(p) < EF (p) < D (pllp),
which proves the desired statement. O

We note the striking resemblance between the statement of Proposition 45 and a previously
shown lower bound on the distillable entanglement [1], namely,

. . 1 .
BF ()2 Dia (ol3) = Im s SDA(IAR). (3:3)
N0 NeMan(ArAs) T

for all key-correlated states p € D (ApBrAsBs) with equality whenever p is separable.
With this in mind, we have the first observation connecting the difference between distill-
able secret key and distillable entanglement of a state to the notion of hiding with respect
to a locally restricted eavesdropper as discussed in Section 2.3.

Proposition 46. Let p € D (A;BrAsBs) and suppose da,,dp, = 2™ for m € N. If p is
an m-bit key-correlated state and p € Dgep (AxAs : By Bs), then

Kp (p) — Ep (p) > Hp maga,) (Peq) - (3.4)

Remark. Contingent on the statement of Conjecture 10 being true, we have equality in
the statement above.

Proof. By Proposition 45 and (3.3) we have
K3 (A, : ByB.), — E5 (AyAs - ByB.), = D (ollp) — DX (oll9),
and by Lemma 44 we thus have

K5 (ArAs : ByBy), — Ep (ApAs : BrBy),
=1(X : 4BrABY),, —1%,4, (X : ABLAB),,
=03, 4, (X|AxBrABL),, — H(X|AcBrAsBy),, .

Finally, the upper bound from Theorem 21 yields the desired equality. O
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We will now explore the gap between distillable secret key and distillable entanglement
in terms of hiding classical data in the state of a quantum system. As the example below
illustrates, the inequality (3.4) does not generalize to arbitrary states.

Example 47. Let p € D (A, B AsB,) and suppose dg,,dp, = 2™ for m € N. Suppose
w € D(ArBrAsBs) is given by

1 1 1
MZ1(9000+<P10)®0’0+*(9001+<P11)®*(00+01),

4 2
where 0,01 € D (AsBs) denote the extremal Werner states of local dimension d € N. By
calculations completely analogous to Example 37, we can show

1 3 3
Hp mapa,) (1) > 1 —log <1 + d) *t3 log 1 0, d>5

while K7 (1) = Ey () = 0 since p € Dyep (A As By Bs).

If we assume the statement of Conjecture 10, the result in Proposition 46 allows us to
translate bounds concerning distinguishability problems to bounds on distillation proto-
cols, and vice versa. For one, we could show that the lower bound on the rate of secure
state distillation with respect to a PPT-restricted eavesdropper calculated in Corollary 30
is suboptimal.

Example 48. Let v € D (ApBrAsBs) be given by

1 1
Y= §<P00 ® oo+ 59001 & o1,

where oy, 01 denote the extremal Werner states of local dimension d € N. Also, let

o0 € D(XA;B;) be given by

1 1
o= 51000+ 3@ 0.

As the maximally entangled states ¢gg, o1 are perfectly distinguishable by local measure-
ments and one-way classical communication, it follows that

|
Hp pmapay) (0) = Hp pmeaga,) (veq) =1 = Ep (),

where the equality (1) follows from Proposition 46 contingent on the statement in Con-
jecture 10 being true. As the log-negativity En () is an upper bound on the distillable
entanglement Ep (y) [35], it follows that

’ 2
Hp pm(agay) (0) 21— En(y) =1—log (1 + d) .

With simple techniques (although contingent on Conjecture 10 being true) we have achieved
a lower bound on the hiding rate of o, which is stronger than the statement in Corollary
30, which required substantial effort!
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3.1.2 A Lower Bound on the Quantum Key Repeater Rate

In this section, we apply some of our findings in the context of long-distance quantum
communication, where two parties, Alice and Bob, are unable to obtain a shared entangled
state due to noise as discussed in [31]. Evidently, this prevents them from obtaining
private states, and so an additional party, Charlie, is added to the setting to mediate the
entanglement. We refer to this setup as a quantum key repeater, where Charlie is asked to
assist Alice and Bob in obtaining a private state using only local operations and classical
communication. More precisely, we consider the situation where Alice and Charlie share
a state pA¢, and Bob and Charlie share a state p’ BC " Charlie may apply an operation
jointly to his systems C'C’ and communicate, say, the result of a measurement to Alice
and Bob. Alice and Bob are then subsequently allowed to engage in a one-way LOCC
protocol in order to obtain a private state. The setup is depicted below.

C

A > B

The optimal rate at which Charlie can assist Alice and Bob in achieving a private state
from p, p’ is called the one-way quantum key repeater rate, and we denote it by

RpTCCOP(A:CC:B) -

We focus our attention on key-correlated states, so we may apply our findings in Propo-
sition 45 in this context.

Proposition 49. Let p € D (A;CrAsCs), p' € D (ByC)BsCY) be m-bit key-correlated
states. Then

RACCC—B (A:cC": B)p®p, > D (p@p||pop),

where

1

pop =0 Y el =200, P=2 ).
/86{0’1}7”

Proof. First apply the reversible LOCC one-way protocol Egey from Corollary 2 [1] to

obtain Bell key-correlated states, that is

1 m
P = D PaiG ® 8%
ae{0,1}™
1 m
/ ;o 0™mpB 8
P Pag = om > Pprop @ P
Be{0,1}™
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If Bob and Charlie engage in a teleportation protocol using the entanglement in system
B;Cy* to pass the state of system C} to Bob’s system By, the resulting state is given by

1 m 1
§=gn 2. Al ogm 2 el
5e{0,1}™ a+p=5

Upon measuring Charlie’s systems C'C’ and communicating the measurement outcome to
Alice and Bob, this becomes a Bell key-correlated state shared between Alice and Bob.
Proposition 45 yields a lower bound on the distillable key of a key-correlated state, which
in turn implies

/ 1
A+—CC'—B . .

o)
for all n € N. Finally, a straightforward calculation shows that

DCnC/n <£®n

f®”) = Dengm (p ® p’®nHﬁ®” ® ﬁ’®”) :
which proves the desired inequality. ]

The statement of Proposition 49 indicates that the local distinguishability of states shared
by Alice and Bob considered as one party, and Charlie considered as the other party, plays
arole in determining the quantum key repeater rate. It has been shown [31] that even non-
distillable entanglement shared between Bob and Charlie can assist Alice, Bob, and Charlie
in achieving key repeater rates beyond the rates achievable by the standard quantum
repeater protocol based on entanglement swapping. The lower bound in Proposition 49
can be used to show this same lower bound on the quantum key repeater rate in this
example and in similar scenarios. The example in [31] was guided by the non-additivity of
private capacity [36]. To accommodate this setting we will now consider a slightly different
scenario, where Charlie no longer shares entanglement with Alice and Bob, but instead,
he has a noisy channel to each of Alice and Bob. In this way, he can supply Alice and
Bob with an entangled state, and from there Alice and Bob are allowed to engage in an
LOCC protocol. The setup is depicted below.

C

A< > B

cl. comm.

We will now consider an example of a pair of channels from Charlie to Alice and Bob,
where an optimal strategy for achieving private key shared between Alice and Charlie
followed by Charlie passing his systems to Bob through a noisy channel is not optimal for
establishing private key shared between Alice and Bob. This indicates that other resources
than private states may be more useful in the quantum key repeater setup.
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Example 50. Let Ay, A, C'and E be quantum systems of dimensions d4, = 2, da, = 2
do =3 and dg = 2, and denote by U € L (C, Ay AsE) the isometric operator given by

Ul0)¢ = \}5 (\000>AkAsE + ’011>AkASE) ;
U)o =1100) g, 4, 5
Ul2)e =[101) g, 4. -
If we trace out the purifying system F, this is the platypus channel [37] from Charlie

to Alice. Furthermore, let C} and Cs be quantum systems of dimensions d¢, = 2 and
dc, = 2, and consider the state

1
V) = 5 00} cc,c, + P M10)ec,e, + a2 eq,c,

where p? + ¢* = % If Charlie first applies the isometry V to his system C, we obtain the
state

1
) =V ) = V2 10) 4, [9) 4,2 100) ¢, 0, +P[10010) 4, 4 peyc, + 4 1011D) 4, 4 moyc, »

where we recall |p) = %OOO) + [11)). The state ¥4, a,c,c, = Trg|U)(¥| is a key-
correlated state shared by Alice and Charlie, and we may note that

R 1 1
Vaa.00 = 1 00){00] 4, 4, ® [00)(00]¢, o, + 1 01)(01] 4, 4, ® [00){00], -,
+ P [10)(10] 4, 4, @ [10)(10] ¢ o, + ¢ [10)(10] 4, 4, ® [11) (11| o,

which shows U € Dgep (AR As : CCs). Due to Proposition 45 we have

. 1 3 1
Kp (ApAs : CrCs)y = D(¥||¥) =1+ (2 - q2> +1 (%) —n <4 - q2) -1 <4 + q2> :
where we recall 7 (x) = —xlogz. Evidently, the optimal choice of parameter is ¢> = %,
which yields a key rate at K (ArAs : CpCs)y = 1.
Let By, Bs and F' be quantum systems of dimension dp, = 2, dp, = 2 and dr = 2.
For A € [0, 1] denote by V) € L (Cs, BsF) the isometric operator given by

Val0) =100), Vi |l) =+v1—X|10) +VA[01).

If we trace out the purifying system F', this is the amplitude damping channel from Charlie
to Bob. If Charlie sends his key system through an identity channel and the shield system
through an amplitude damping channel, it corresponds to applying the isometry 1 ® V)
to his system C;Cs, and we obtain the state
1
[Wy) = N 00) 4, B, 91) 4,5 00) g + P [11) 4, 5, 10000) 4 g

+q[11) 4 g, [01)AE (\/1 N10) + ﬁ\ow)B h

s
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Again, \I/f’“AsB’“BS = Trep |U))(P,| is a separable key-correlated state shared by Alice

and Bob, and so it follows from Proposition 45 that
K (ApAs : CiCo)y, = D(T,[|T)).

Through a lengthy yet straightforward computation, we find an analytic expression for
D(W,||¥y), which is shown in Appendix C along with a plot of the rate of distillable key

as a function of q € [O, %} for A = 1/2. We saw that the optimal choice of ¢ in order to

achieve a private state between Alice and Charlie is ¢ = %, but surprisingly the optimal
choice of ¢ in order to achieve key between Alice and Bob is = 0.3 when \ = % This
indicates that in the setup with channels from Charlie to Alice and Bob individually, it
is not optimal for Charlie to obtain a private state with Alice, and afterward pass his

systems through a channel to Bob.

3.2 Encoding Data in Phase Orthogonal States

Consider a bipartite quantum system A AsBiBs, and suppose the state of the quantum
system is a private state v € D (A BrAsBs). In the following, we will take inspiration
from the observation that

vL (25, ©25,) (), (3.5)

for all distinct v, 8 € {0,1}", which we elaborate on in Example 52 below. Alice and Bob
can use this observation to encode classical data o € {0,1}" into the state of a quantum
system by applying phase gates, and due to (3.5) the data is retrievable given global access
to the system. We begin by introducing the appropriate generalization of encoding data
into the state of a quantum system by applying certain phase gates. With this in place,
we proceed to consider the connections between phase orthogonality and so-called local
privacy.
Definition 51. Let u € D (A,BrAsBs) and suppose da,,dp, = 2™ for m € N. Denote
by

= (23, @ zgk) (1),  a,Be{01}™.
We say that u is an m-bit joint AyBj-phase orthogonal state, if u®? 1 u for all distinct
a,B€{0,1}™.
An exceedingly simple example of a 1-bit joint AjBy-phase orthogonal state is given by

p=|++){++] € D(AxBy),

however, as we shall be particularly interested in the role of phase orthogonality in relation
to privacy, we take particular note of the example below.

Example 52. Let v € D (AxBrAsBs) be an m-bit private state. We may write out any
private state [6] as

y=U(p®0o)UT
for some U € U (AxByAsBs) given by U = 3, 1ym [i0) (1| @ U;, where U; € U (A;Bs),
and some state o € D (As;Bs). With this characterization in mind, we note that

7 = U(e* @ 0)UT = U (@gm(asp) © 0) UT = Ygm(as),
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It follows that v L 47, if and only if ¢ L ¢®?, and this holds exactly when o, 8 € {0,1}™
are distinct.

With the appropriate definition of phase orthogonality in place, we proceed to show our
first main result of this section concerning the trade-offs between phase orthogonality,
correlation, and entanglement.

3.2.1 Phase Orthogonality, Correlation and Entanglement

In the following, we consider the interplay between phase orthogonality, correlation, and
entanglement. We have already seen examples of a separable 1-bit joint AyBg-phase
orthogonal states, namely,

p=|++)(++] € D(AxBy)

and the state pu € D (ApBrAsBs) from Example 47. However, we may note that in both
cases the state of the joint system A By, of the key-attacked state is maximally mixed, that
is, Alice and Bob have no correlation between their measurement outcomes. In Theorem
54 below we show how the combination of phase orthogonality and correlation gives rise
to entanglement.

Lemma 53. Let u € D (AxBrAsBs) and suppose da,,dp, = 2™ for m € N. Let p be

given by
p= > Do 1eai) oyl © paiy;
z,ye{0,1}"" i,5€{0,1}""

Hzy

Then p is joint AgBi-phase orthogonal, if and only if p,,. is joint AgBi-phase orthogonal
for all z € {0,1}™

Proof. Suppose p L p®? for all distinct «, 8 € {0,1}™ and consider

E=Zm= > > |tei)(uil @ aiaj -

z€{0,1}" ¢,5€{0,1}™

Hxx

For a pair of distinct o, 8 € {0,1}" we have pd@+9) | ,9'(F+9) for all 6,6 € {0,1}™
which in turn implies

m 1 4 m
0™ d(a+d ,8+5 0 ,5
6e{0,1}™ 5’6{0 1}

and so each individual term pu), ¢ = uiﬁf‘*‘” of the jointly dephased state 7i°

orthogonal to each term ,uo — pilgf+5/) of i¥"# for all distinct o, 8 € {0,1}™
Conversely, suppose ul, ® 1 1P for all z 6 {0,1}™ and distinct o, € {0,1}". Tt
follows from the definition of pg, that p,* L pu, x,ﬁ for all distinct x, 2’ € {0,1}™, and so

we may infer
z€{0,1}™ z'€{0,1}™

m
“ must be
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for all distinct o, 8 € {0,1}™. Now, suppose o, 8" € {0,1}"" are distinct, and note that
the operator ;ﬂlﬁ, is among the terms in the summation

—om(A/ ’ 1 ’ /
MO («'+p") — o Z ué(a +8 +5)7
§e{0,1}™
namely, for § = o/, and similarly g = p®"%" is among the terms in the summation
expression of 00", As 00" Lm0 (@ +8) it follows that we also have p L pu®? as
desired. O

Theorem 54. Let 1/ € D (A;BrAsBs) and suppose da,,dp, = 2™ for m € N. Write out

[ as
W= D eyl @ty

x,ye{0,1}™ i,5€{0,1}™

Hzy

Let € > 0 and suppose p’ = p for some m-bit joint Ay By-phase orthogonal state p. Then

B o) = ~H () seonye) + (1= V) (L= VB m =1 (v2) ),

where p, = Tr i, for z € {0,1}".

Proof. Let ¢ > 0 and suppose 1’ € D (ApByAsBs) is an e-approximate m-bit joint Ay By-
phase orthogonal state, that is, y/ ~. u for some m-bit joint Ay Bj-phase orthogonal state
w € D (ArBrAsBs) given by

p= Y i)yl @ prigg, B= D > 0aid (P @ fhaia -

x,0,y,5€{0,1}™ ze{0,1}™ 4,5€{0,1}™

Mz

The joint dephasing channel Z () = 7= > ,c o 24, ® Z5, (+) preserves the set of
separable states, and so it follows that Eg (1) > Eg (f'). Let 0 € Dgep (ArAs : BiBs)
and note that Epen € Ca—p (A @ By) is reversible, which implies

D (f|o) = D (figy||Epen () -

Now recall that 1, and Hflq are given by

JR— ]- m
qu = Z PxYx,x0m, Pz, x0om = 27m Z Pra & nga

z€{0,1}™ ac{0,1}™
. 1 m
:U“:;q = Z pz’y,x,acOm’ pl’ylx,mO’" = om Z Pra @ IU“;E).I “
ze{0,1}™ ae{0,1}™

where p, = Trul, for z € {0,1}™. Note that by Lemma 53 we have p2, @ 1 10 ? for
all distinct o, 8 € {0,1}", which in turn implies 7, zom is a private state. Averaging over
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x € {0,1}"™, the states *y;,xom approximates the private states v, zom, and more precisely
we have

1 1,_ _ 1
> S llw = ully = 5 1 = Faally = X2 pog oo = vzaom ]l
z€{0,1}™

where the second inequality is due to the monotonicity of trace distance and the equality
follows as ¢gza L @up for all distinct z,2’ € {0,1}" and all a, 5 € {0,1}". Let ¥, C
{0,1}™ denote the set of = € {0,1}"™, where § |7} ;om — Vz.zom ||, < V& Then

D ('U’/HO-) >D Z pa:%:,zow gBell (O')

z€{0,1}™
=-H ({px}me{o’l}m> + Z pr ('Y;,xom HgBell (U))
ze{0,1}"™"
> —H ({pm ze{0,1}™" ) Z pzD %,xOm HgBell (U))
TEY,

Now, recall Egeni € Ca—p (Ag : By) and so preserves separable states. Furthermore, we
note that Theorem 9 in [6] provides a lower bound on the relative entropy of entanglement
of approximate private states, which allows us to infer that

D (”/HU) >—H ({Px};ce{o,1}’"> + Z Da ((1 - 4\5) m—h (\/5))
> ~H ({pehaeqoayn) + (1~ V) (1— 48 m— h (vE))

where we in the second inequality have used that

1
Z pzp\/g < Z p:p§ H’Y/x,x()m = Ya,x0™ || <e
2€{0,1}™\%e 2€{0,1}"\ 2.
to infer that ) v pr > 1 —+/e. This proves the desired statement O

The statement of Theorem 54 has connections back to our lower bound on the rate of
distillable private key in Proposition 45. Here, we saw that an m-bit key-correlated state
p € D (ArBrAsBs), which is additionally joint Ay Bg-phase orthogonal, is an m-bit private
state. In fact, for an arbitrary state p € D (A BrAsBs) given by

p= D> > leei) @yl @ paiyss ey € L(ABS),
z,y€{0,1}™ 4,5€{0,1}™"

/

Haxy

the statement of Proposition 45 generalizes through an identical argument to

Kp (p) = D (pllp) —H({pe}), (3.6)

where p, = Tru,, for x € {0,1}", highlighting the fact that we can distill private
key, whenever we have phase orthogonality and correlation. Furthermore, we may note



70

that if we consider an m-bit key-correlated state u € D (AxBrAsBs), then the state
(H%km ® H%Z”) (u) is joint Ay Bg-phase orthogonal. Finally, it is an easy consequence of
Theorem 54 that when considering separable states, then phase orthogonality and corre-

lation are mutually exclusive properties, as we shall see now.

Corollary 55. Let p € Dyep (A As @ BpBs) and suppose da,,dp, = 2™ for m € N. We
have the following statements

e If 14 is an m-bit joint Ay Bj-phase orthogonal state, then ﬂ?qu’“ = wBk.
e If 11 is an m-bit key-correlated state, then 7 = 7 for all o, 8 € {0,1}™.

Proof. Suppose p is an m-bit joint AgBi-phase orthogonal state given by

p= Y ) lewid el © paiy -

z,y€{0,1}™ i,je{0,1}™

My

Applying Theorem 54 we note that 1, is given by

Pqq = Z P2z ,z0m
z€{0,1}™

for some probability distribution (p; ), (0,17 where 7, .om are z-bit flipped private states.
Since p is separable, it follows from Theorem 54 that

0= En () = m—H({p}reoiyr) =0,

which in turn implies p, = 2% for all z € {0,1}". Finally, this implies that
LA*B: A*Br 1 LA*B¥ A* B*
figd * = Z pry%’;o,ﬁ:zim Z (pwécmk:w Kk
z€{0,1}™ z€{0,1}™

which proves the first statement.
Suppose p is an m-bit key-correlated state. It follows from Proposition 45 that

0=Er(p) = Kp (1) =2 m — H(X[|AxBrAsBs),,, >0,

and so we must have 1% = °"# for all o, B € {0,1}™. Applying the channel Z¢ yields
A

ot =25, (1) = 25, (1) = =&

which proves the desired statement. O

3.2.2 Locally Private States

We began our discussion of phase orthogonality as we saw that private states exhibit this
very behaviour, however, as we saw in Example 47 there are joint phase orthogonal states
with no distillable secret key, namely, separable states. In this section we take a step back
and introduce a more general set of states, namely, locally private states, and as we shall
see the promise of local privacy is equivalent to joint phase orthogonality.
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Definition 56. Let p € D (A;pBrAsBs) and suppose da,,dp, = 2™ for m € N. Let
|W) (V| € D(ArAsBrBsE) be a purification of p. We say p is a locally private state, if

T
ze€{0,1}™

where (pz),¢ {01} is & probability distribution.
Let € > 0. More generally, we say that y' is an e-approzimate locally private state, if
p' = p for some locally private state u € D (AxBrAsBs).

To motivate the choice of terminology, we show that a locally private state at most allows
Eve to infer the correlation between Alice’s and Bob’s measurement outcomes, while she
remains oblivious to their individual measurement outcomes.

Proposition 57. Let p/ € D(A;BrA;B,) and suppose da,,dp, = 2™ for m € N.
Suppose ' is an e-approximate locally private state. For any purification |U')(¥’| €
D (AxBrAsBsE) of 1/, we have

1| A
S |[FHEE = D e @ U7\ < VE
z€{0,1}™ 1

for some probability distribution (ps),c(o13m and {¥a},cro1ym € D (E). In particular,
we have
A(AxlE) g <2Ve,  A(Bp|E)y < 2ve.

Proof. Let € > 0 and suppose p is an e-approximate locally private state, that is, u' ~. p
for some locally private state u € D (AxBrAsBs). Let |¥') be a purification of p/, and
note that due to Uhlmann’s Theorem [38] we may choose a purification |¥) of u, such that

F (i, p) = (W] 0)F.

It follows from two applications of the Fuchs-van de Graaf inequality [12] and the mono-
tonicity of the fidelity function that

\ﬁ/—\iJHI < 1—F<\13',\i1> < VI-F(W,0) < 5,

which proves the desired inequality.
Finally, we have

1

11~
A(Ak‘E)\i,:i \If,AkE*wAk(g)\IﬂE)l
12 1
§§ \I//AkE_wAk®\I/EH1+§HWA;€®\I/E_WAIC®\IJ/EH1
14 1
<3 TABE N pp B w4+ 5 Jw @ OF — wh @ v
z€{0,1}™ 1

< 2¢/e,

and an analogous proof shows the last inequality. O
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We now give a characterization of locally private states along the lines of (3.1). The
characterization (3.1) was shown in [6], and the proof of the statement below runs along
the very same lines.

Proposition 58. Let € D (AyBrAsBs) and suppose da,,dp, = 2™ for m € N. Then p
is a locally private state, if and only if

A S S
p=U{ Y o o) (puon M @ 0P| U,
z,2'€{0,1}™

for some unitary U = }_, .co1ym [2 (2 + 2)){(z (z + 2)| ® Uy, with Uyz € U (AsB;), and
some operators 0, € L (AsBs).

Proof. Suppose p is a locally private state, and let |¥) be a purification of 4 with purifying
system E. We may write out |¥) as

‘\I'>AkBkAsBsE = Z Ay ‘$y>AkBk ® “I':cy>AsBsEa
z,ye{0,1}™

where ¢z > 0 for all 2,y € {0,1}"™, and so the key-attacked state is given by

VA, BLABE = Z q?cy |zy) <xy’AkBk ® |\Ilwy><\pwy’AsBSE
z,ye{0,1}™

= Y Pt N @ Das, © [Vaern ) Vater
z,2€{0,1}™

AsBE

By assumption of local privacy, it follows that the key-attacked state satisfies
- 1
z,z€{0,1}™

which in turn implies that for all z, z € {0,1}"" we have

ABE 1
= o

E

E
qf:(z+z) \I,x(x+z) = q:%(achz) TrAsBs pz\I’z .

Uat2)){ Yaaot)

Evidently, we must have qi(x 42 = zimpz, and furthermore we may infer the existence of

unitaries U, € U (A;Bs) such that

AS S
|\I/z(w+z)> = Z V Az,iUzz |77Z)z,i> b ® ’§Z,i>Ea
where {|¢.)},, {|¢2,)}, are sets of orthonormal vectors. If we denote by o.., € L (AsBs)

the operator
Ozz = Z \/m | <£Z’i | fZlvil>
i

I

2 sz,i> <¢z’,i’
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then we obtain

1
p=TpU) ¥ = > oVpepy

z,z,x,2'€{0,1}™

z(z+2)(2 (¢ +7)|® Umazz/U;L,Z,

=U Z vV PPz |9020m><802’0m| & 02z UT’

z,2'€{0,1}™
where U = 3_, croym [% (2 + 2)){(@ (# + 2)|®@Uzz. This proves the desired statement. [

Having established a canonical form of locally private states, we proceed to one of our
main results of this chapter, namely, a tight connection between local privacy and joint
phase orthogonality. Before doing so we prove two results, which will serve as building
blocks toward our final result. First, we generalize the observation that for a private state
we have v =7 to the more general setting of locally private states.

Lemma 59. Let p € D (A,ByAsB;) and suppose dg,,dp, = 2™ for m € N. Then p is a
locally private state, if and only if 7 is a locally private state.

Proof. Suppose p is a locally private state, and note that by Proposition 58 we have

p=U{ D P lpaom ) (puom| P @ 0P | UT,
z,2'€{0,1}™

for some unitary U = }_, co1ym [2 (2 + 2))(z (z + 2)| ® Uy, with Uyz € U (AsB;), and
some operators o,,, € L (As;Bs). But then

E=U| S pylpsom)ipom| P @ ol | UT,
z€{0,1}™

and again due to Proposition 58 we may infer that & is a locally private state.
For the converse implication, let u € D (A BrAsBs) be given by

H= Z |02i) (Pysl @ paiyj, Haiy; € L (AsBs) .
I7Z7y7j€{071}m

Let wp = 5= >acfoym [@){al, where {|a)} (o 13m is an orthonormal basis of system F'.
If we denote by U € U (AyBiF') the unitary given by

ae{0,1}™

then we have T = Trp uy, where puy = Up @ wUT. Now suppose 7 is an m-bit locally
private state, and note that any purification |V ) (Vy| € D (A BrAsBsEF') of py is also a
purification of . This implies that ug is also a locally private state. For any purification
|U)(¥| € D (ArBrAsBsE) of u, we may note that

W) =1 © = > |aa)™@

ae{0,1}™
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is a purification of 4 ® wp, and so U |¥’) is a purification of py. Finally, it follows that

PARBRE _ Tra, B, U= Tra,p.ra V= Tra,p.ra <U\11,UT) = Z pxgﬁkak & \I’f,
z€{0,1}™
where the last equality follows as u is a locally private state. O
The next result is a natural generalization of the observation that a Bell key-correlated
state is in fact a private state whenever the states of the shield system are orthogonal [1].
Lemma 60. Let i € D (A;BAsB,) and suppose dga,,dp, = 2™ for m € N. Suppose p is
given by
1
H = 27m Z Dz |80xa><90xa| & Uzaza, Hzaza € D (AsBs)
z,ae{0,1}™
where fizaza L fypyp for all z,y € {0,1}™ and distinct «, 5 € {0,1}™. Then p is a locally

private state.

Proof. Let pizaza = Y; Azayi |¥zasi) (Yza,il be a spectral decomposition for z, o € {0,1}",
and consider the purification |U,o)(Vya| € D (AsBsE) of pizaza given by

|\I’za> = Z \V/ Axa,i "l;bxa,i) & |ixa> )

where {|iza)}, o, is an orthonormal basis of E. Now consider the purification |V)(¥| €
D (ApBrAsBsE) of p given by

W= X VBl @),

z,ae{0,1}"™

It follows from the orthogonality assumption, namely, fizaza L flzrarzor for all z,2" €
{0,1}™ and distinct o, o’ € {0,1}™, that the key-attacked state is given by

. 1 N R 1
ARE = o Y eV = L mptTre o Y U,
z,ae{0,1}"™ ze€{0,1}"™ ae{0,1}™

which shows p is a locally private state. O

We are now ready to prove the main result of this section, namely, a generalization of
the following observation: If p is an m-bit key-correlated state, and p L ng (p) for all
B € {0,1}™, then pyq is an m-bit private state [1].

Theorem 61. Let u € D (A,BrAsB;) and suppose da,,dp, = 2™ for m € N. Then p is
an m-bit joint AjBj-phase orthogonal state, if and only if ji44 is an m-bit locally private
state.

Proof. Consider first p14q = Egen (1) € D (A} B} ApBrAsBs), and note that fi44 is an m-bit
locally private state, if and only if 1, is a locally private state by Lemma 59. Now note
Tiqq 1 given by

1
Fgq = om E : Pz |za) (Pzal ® E : |<Px(i+a)><¢x(j+a)‘ © Haiaj;
z,ae{0,1}"" i,7€{0,1}™"

-~
o
Kz
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and by Lemma 60 it is locally private if and only if p$, L ,ugx for all distinct o, 8 € {0,1}™.
Finally, this is equivalent to 1 being an m-bit joint Ay Bj-phase orthogonal state by Lemma
53. This proves the desired statement. ]

The content of Theorem 61 gives an understanding of the implication of joint phase or-
thogonality in terms of privacy. It is clear that with the added assumption of u being
key-correlated, then we may infer that 1144 is in fact a private state.

3.3 The Hiding Rate in a Bipartite Setting

In this last section of the chapter, we will extend the notion of a rate of distillable hiding
states in Chapter 2 to a generic state shared between two parties Alice and Bob sharing
the quantum system AB. In Example 47 we saw that it is possible to hide classical data
in a separable state of a quantum system. This means that whenever Alice and Bob are
allowed to perform local operations and classical communication, they can produce states
for hiding classical data with no prior resource. Thus we will restrict ourselves to local
operations on Bob’s system B and explore to what extent Bob can encode data into the
state of their shared system that remains hidden as long as Alice and Bob are spatially
separated.

Definition 62. Let p € D(AB), and let » > 0. We say that r is an achievable hiding
rate, if r = 0 or the following condition holds: Let € > 0. For sufficiently large n € N and
m = |rn/, there exists an instrument A € Z,; (B™)X B’) such that

A(p*") =peD(XA"B'),

where X is a 2™-dimensional quantum system, and g is an m-bit e-hiding state with
respect to a M,y (A™)-restricted eavesdropper on A"B’.
The hiding rate Hy (p) is the supremum over all achievable hiding rates.

Even with the restriction to local operations on Bob’s system, it is not completely trivial,
though not surprising, that the hiding rate of a generic state is indeed finite. We begin by
proving this elementary fact.

Proposition 63. Let p € D(AB). Then
Hp (p) < logda

Proof. Let ¢ > 0 and n € N. Let A € Z,; (B")XB’) and suppose A (p®") = p €
D (XA™B’) is an m-bit e-hiding state with respect to M (A™). It follows from Fano’s
inequality (see Lemma 84 in Appendix A) that

H (X\A"B’)M <em+h(e),
and similarly that

H(X|B), = Hyn (X[A"B), = m —2em —g ().
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Thus, it follows that

m <H (X[B'), ~H(X|A"B') +3em+g(c) + I (e)
=H(XB'), -H(B), —H(XA"B) +H(A"B') +3em+g(c) +h(e)
=1(A": XB), —1(A": B') +3em+g(e) +h(e)
<nlogda+3em+g(e)+ h(e).

If we divide by n on both sides of the inequality, it follows that the hiding rate cannot
exceed logdy. O

We now proceed to show a lower bound on the hiding rate of key-correlated states. Inspired
by our previous work, a natural approach for Bob to encode data into the state of the
shared system is to apply phase gates Z to his key system.

Proposition 64. Let p € D (A, B AsB;) and suppose d4,,dp, = 2" for some m € N. If
p is an m-bit key-correlated state, then

H miaonn (XIARBLALB,), — H(X|AuByABy),. < Hp (p).

Proof. Let A € T, (Bg)X By) by given by

AO)=gn X IBBX 250,

m
Bef{o,1}™

and note that A (p) = peg. As Bob may further perform classical processing of the state
in system X, this implies that

Hp,a(peq) < Hp (p),
and so Theorem 40 yields the desired lower bound. O

Recall the statement of Proposition 46, and note that with this extended definition of the
hiding rate of hiding rate we have Hp 4 (peq) < Hpy (p), but the two quantities can, of
course, be distinct. We do note, however, that contingent on the statement in Conjecture
10 being true, the hiding rate is an upper bound on the difference between distillable key
and distillable entanglement of key-correlated states whenever the key-attacked state is
separable.

The particular instrument applied to Bob’s key system in Proposition 64 can never
yield more hidden data than the amount of distillable secret key when p is a key-correlated
state. This is an easy consequence of the observation that

HD7A (pcq) < I(X : AkAsBkBS)pcq < KB (p) )

where the last inequality was shown in Proposition 64. As we saw in Example 47 the
presence of entanglement is not necessary to achieve a non-zero hiding rate, so we cannot
hope to find any measure of entanglement to be an upper bound in general. We pose it
as a very open question to place bounds or impose further restrictions on the set of free
channels on the quantity H; (-) beyond the elementary observations above.
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Chapter 4

Quantum Advantage in
Randomness Extraction

Among the central aspects of cryptography, we find the information-theoretic task to ob-
tain secret key from some only partially secret classical data. An adversarial eavesdropper
may have encoded some side information about the partially secret data, and so one may
engage in randomness extraction to ensure the side information gives no information about
the final data [39]. Trivially, encoding information in an n-level quantum system allows
an adversarial eavesdropper to have at least as much information as when storing a letter
from an alphabet £ of size |£| = n. In this chapter, we will consider a particular protocol
for randomness extraction, which is in fact exceedingly vulnerable to a quantum eaves-
dropper, while remaining secure against a classical eavesdropper! [2] This is closely related
to the topic of Chapter 2, and in fact, this matter of concern was already briefly discussed
in Example 32. If we think of the classical eavesdropper as a quantum eavesdropper with
no quantum memory and being restricted to the set of measurements M) (F)Y'), where
dy = n, then the scenarios are essentially equivalent. We present our efforts to make this
quantum advantage realizable on current hardware along with preliminary results on the
performance of classical and quantum computers in this scenario.

4.1 The Cryptographic Scenario

Let X be an alphabet, and suppose Xavier samples a letter x € X with respect to some
probability distribution (p;),c,. Suppose an adversarial eavesdropper Eve has an n-
dimensional quantum system FE, and she is allowed access to the string x. She encodes
some side information into her system E by preparing some state p, € D (E) depending
on the observed value of x. Next, Eve’s access to the string is taken away, and she forgets
everything about her observations except what is encoded in her quantum system. This
situation is described by the cq-state

X
poZ =D pala)(zl™ @ pF. (4.1)
zeX

We are now in the scenario of Eve having partial knowledge about the data encoded in
the state of system X, and so Xavier must engage in randomness extraction in order to
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obtain a secret string, such that access to Eve’s system yields only negligible information
about the secret string. In the following, we describe a particular protocol for privacy
amplification, which we shall refer to as the matching protocol.

4.1.1 The Matching Protocol

The matching protocol is parameterized by some o« € (0, %], and in following it is under-

stood that an is an integer, that is, a = % fork=1,..., % We will restrict ourselves
to considering alphabets given by X, = {0,1}", X/, = {0,1}*" for some n € N.

We will now describe the family F, , of functions f: X, — X} used in the matching
protocol. To do so, we introduce a distribution of the 2an indices among {1,...,n} into
an disjoint pairs, which corresponds to choosing an a-matching of n indices as is defined
below.

Definition 65. Let n € N and « € (0, 3]. An a-matching of n indices is a list of pairs of
distinct indices i1, j1, .-, lan, jan € {1,...,n}, that is,

M= ({i17j1}7{i27j2} ye ‘7{ian7jan})7 (4‘2)

and whenever o = % we simply refer to M as a matching of n indices.

We denote by M, ,, the set of all a-matchings of n indices.
Remark. Whenever n € N is clear from the context, we will simply refer to M as an
a-matching.

With the notion of a-matchings in place, we can proceed to define the functions f: X, —
X!,. Given a string x € X,, and a matching M € M, ,, we may compute a new string
x’ € X/, comprised of the letters

Ty, = T, + T, kEe{l,...,an},
where addition is carried out modulo 2. For each a-matching M this procedure corresponds
to a function f3; used in the matching protocol, which we will now define.

Definition 66. Let n € N and a € (0, %] For each a-matching of n indices M given by
(4.2) we define an a-matching function of n letters fur: Xy — Xan by

v (@) = (i, ®x5y) - (Tiy,, D T5y,)

where it is understood that the parenthesized expressions above are concatenated into
a string of zeros and ones of length an. We denote by F,, the set of all a-matching
functions of n letters.

Remark. Whenever n € N is clear from the context, we will simply refer to fy; as an
a-matching function.

For n € N and « € (0, %] we refer to the proces of sampling a function f € F, , uniformly
at random and applying it to x € X" as the a-matching protocol. For a cq-state p € D (X E)
given by (4.1) the state resulting from applying a particular a-matching function f € F,
is given by

flpe) =D pelf @@ ®@pe= Y la)a'l@ D popas

zeX x'eX’! zef~1({z'})
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and so the state resulting from the a-matching protocol is

S e I

J a,n (ch) =
’ |-; a,n
" feFan

Throughout this chapter, our primary concern will be the security of the a-matching
protocol with respect to an eavesdropper, in particular how the security is dependent on
whether the eavesdroppers information encoded into the state of a quantum system FE or
it is stored classically. More precisely, we will consider a setting concerning two parties
Xavier and Eve. Suppose they engage in a protocol with parameter a € (0, %] and n € N
described by the following steps:

e Xavier samples a string x € X, uniformly at random and encodes the outcome into

the state of his system X. The resulting state is

1 X
pX = on Z |z) (x|,

where {|z)},cy, is an orthonormal basis of system X.

e Eve is allowed temporary access to system X, and upon observing x she prepares the
state p, in her system E. Eve’s access to system X is then taken away. The resulting

state is 1
P = 5n D )l @ pr,
reX),
e Xavier samples an a-matching function f € F, , uniformly at random, and transmits
the choice of f to Eve. Furthermore, Xavier computes f (z) and stores the outcome
in a system X’. The resulting state is

Foon (peg) = o S @Y @ elfif”

2" [Faunl fE€EFan,w€EXy

where {|2')} e, . {|f)} e, are orthonormal bases of X', F, respectively.

e Eve tries to guess one bit of f (x) based on access to system EF. She outputs a bit
b€ {0,1} and a corresponding index k € {1,...,an}.
e We say that Eve has successfully guessed one bit of f(x), if f (z), = b, that is, the
kth bit of f (x) is equal to b.
Before Eve tried to guess one bit of the string in the protocol above, the state describing
the situation is given by Fu 1, (peq), and we denote the probability of success in the protocol

above by

Prguess—l—bit (X/ ‘ EF) Fa,n (pcq) ’

To make this interesting, we have to restrict the information encoded in the system F;
when given access to the system X, Eve may simply choose to read of z € A, encode x
into the state of her own system E. In this case, Eve is trivially able to infer the value
of f(z) once she is informed of Xavier’s choice of f € F,,. This shows that with no
restrictions Eve has a perfect classical strategy. In order to identify a scenario, where a
quantum strategy outperforms any classical strategy, we will have to refine our approach
- for one we will have to exclude the strategy of storing the entire string. We will return
to this point shortly.
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Xavier’s W Pz

Xpndx —— {Eve’s system E

system X J 3
Fon>f a-matching W f 3 ( Guessing
o protocol } Strategy
| b {01},
f (@) 1 ke{l,...,an}

Figure 4.1: The diagram depicts the operational task, where first Xavier samples a string
x € X, uniformly at random. Allowing Eve access to read of z, she encodes her information
in the state p, of her system E. Afterward, Eve is denied access to system X, and Xavier
engages in the a-matching protocol. Finally, given the a-matching function f € F,, and
the information encoded in the state p, of system FE, Eve outputs a guess on one of the
bits of f (z).
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4.2 Lower Bound on Quantum Strategies

We approach the task of lower bounding the performance of a quantum strategy for guess-
ing one bit of the string 2/ = f (z) given access to a quantum system E in state p, and a
matching function f by describing a perfect quantum strategy. More precisely, we identify
which quantum states to prepare in system E and what measurement strategy to employ
in order to determine one bit of 2’ = f (x). We shall see that when Xavier samples a string
x € {0,1}" uniformly at random, it suffices for Eve to have an n-level quantum system F
at her disposal.

4.2.1 An Optimal Quantum Strategy

We now describe a quantum strategy for guessing one bit of the resulting string from the
matching protocol, where the initial string x is sampled from X, of size 2", and Eve’s
system is an n-level quantum system. Suppose Xavier samples a string x € X,, = {0,1}"
uniformly at random. On observing x, Eve prepares the pure state |p,){p.| € D (F) given
by

- .y
|pz) = \/ﬁ;(—l) DF (4.3)

where {]i)};", constitutes an orthonormal basis of system E. We will now see that the
information encoded in this n-level quantum system is sufficient to extract one bit of
x' = f (z) with certainty for some matching function f.

Proposition 67. Let o € (0, %] and suppose n € N is even. Consider pX¥ € D(XE)
given by

n

. N 1 U
PXE o Z ) (¥ @ pE, where p, = - Z (—1)%5 13 (]
TEX, 43=1
Then

1
Prguess—l—bit (X/|EF).7'—a,n( - 5 ta

p)
Remark. This is essentially shown in [2], but we supply the proof here in order to support
the proof of an implementation of an optimal guessing strategy.

Proof. Let fyr € Fon be an a-matching function. If we extend M to a matching Myt
by adding disjoint pairs of the remaining indices, we also have a corresponding matching
function f = fu,,. Denote by A’ the quantum instrument given by

n/2

N () =R @ N - N, Nie= lid (il + L) Gl
k=1

where {iy,jr} is the kth pair of the extended matching corresponding to the matching
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function f = fp;. For x € X,, we have
n/2
N (pe) = D k) (k| © Nipe N
k=1
= = ST IRY k] @ (1) Jig) + (= 1) [5)) ((—1)" (i + (=1)% (Gil) -

Next, denote by A’Jﬁ the measurement with POVM representation Py for b € {0,1},
ke {1,%} given by

Pey = )kl ® (Jix) + (=) in)) ({iel + (~1)" Gi)

Letting Ay = A7 o A}, we obtain

n/2 n/2
Ar(pe) = 75 DO IRRI® fas, @ ) o, © 2] = 25 S IH © 17 @) (@
k=1 k=1

which shows that there exists a measurement Ay € M (E), which allows us to infer 1 bit
of f (z) with probability 1. As this one bit is also a bit of fjs (x) with probability 2« this
proves

1
Prguess—l—bit (X,’EF)]:a,n(p) = 5 + o

as desired. O
The assumption that n € N is even makes sure that a matching includes all indices. When

this is not the case, that is, n € N is odd, then the probability of success of the quantum
strategy above only drops slightly as described below.

Corollary 68. Let a € (0, f] and suppose n € N is odd. Consider pX¥ € D (XE) given

by
1 n
= Y e e, wherepo= - 3 ((1FLi) ]
TEXn ij=1
Then ) )
!
Prguess-1-bit (X ‘EF)]:%’”(p) > 5 +a— m
Proof. This is shown analogously to Proposition 67. 0

Observe that even with a significant restriction on the size of the quantum system FE, a
quantum eavesdropper is still able to retrieve one bit of the extracted string 2/ = f (x) with
high probability. This motivates the following proposal for a restriction, which ensures
that the quantum protocol above is superior to any classical protocol: The eavesdropper’s
side information must be encoded in the state of an n-level quantum system or in an
n-letter alphabet &£, that is, || = n.
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4.2.2 Implementation of Optimal Quantum Strategy

We proceed to describe an actual implementation of the two subprotocols in the quantum
strategy above, namely, 1) the preparation of the state p, € D(E) for x € X, and 2)
the measurement strategy Ay given a matching function f € F L As we will present the
performance results of running this protocol on current quantum hardware, the description
of the implementation of the protocol is adapted to quantum systems consisting of multiple
qubits, that is, 2-level quantum systems and unitary transformations are described in terms
of a set of elementary gates.

In the following, we present two approaches to the desired state preparation and mea-

surement subprotocols.

A protocol based on permutations of computational basis

Let m € N. In the following we will consider a 2™-level quantum system E with compu-
tational basis given by {[z)},c(013m- As we will alternate between representing natural
numbers ¢ € N in the decimal system and as strings of zeros and ones, we introduce the
functions

dec: {0,1}™ = {0,...,2" =1},  dec(x):= ) z;-2"",
=1

bin: {0,...,2™ — 1} — {0,1}™, bin (k) := dec™! (k).

For a decimal representations of n € N, we will write |n) := |bin (n)). We now present the
first step towards preparing |p,) defined by (4.3).

Lemma 69. Let n € N, and let k£ € Ng be the integer satisfying 251 < n < 2*. Then
there is a unitary U, x such that

n—1
_ 1 ‘
Uni [0)°570 = 23 1
=0

where U,y is constructed from one qubit gates and controlled Hadamard gates.

Proof. We proceed by the principles of mathematical induction. First, note the base case
of our induction is trivial, so consider k € Ny and n € N satisfying 2¥ < n < 281, For
0 € [0,27) we denote by

o= (ol ) ()

and note that there exists a 6 € [0, 27) such that

(B, (6) @ iag*) j0)206+0) = ( 2oy /1 |1>> © 10)°* .

Denote by N = n — 2¥ € N and choose K € Ng such that 261 < N < 2K, Conditional
on the first qubit being in state |0), we apply an Hadamard gate to each of the remaining
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k qubits. Conditional on the first qubit being in state |1), we apply Uy k to the last K
qubits. This produces the resulting state

1 2k —1 1 N-1 n—1
—= 0 ) l+—7=1)e ) [H=—7) I,
e X e X = e
which proves the desired statement. O

As a side note, we may observe that for m,n € N satisfying n = 2™, a straight-forward
calculation yields

H®m|0 IZ|

which in this special case gives an exceedingly simple way to do this first step towards
preparing |p,) of (4.3). With Lemma 69 in place, we simply need to encode the bits of
z € {0,1}" as a relative phase. In order to do so, we take a step back and consider an
arbitrary permutation 7: {1,...,n} — {1,...,n}. Next, we denote by U, € U (FE) the
unitary transformation given by

U |2) = | (x)) .

As we will see now, implementing the unitary U, for a particular permutation 7 will allow
us to prepare the state |p;) in (4.3).

Lemma 70. Let n € Nand z € X,, = {0,1}". Let m,: {1,...,n} x{0,1} — {1,...,n} x
{0,1} be given by
7z (4,0) = (i,2, ® D) .

Then m, is a permutation for all z € X', and

1 LS e
Unr, (\/ﬁ;ml—))—\/ﬁ;( i) =) - (4.4)

Proof. To see m, is a permutation, we may note that

Tz (1,b) = 5 (¢,0)

if and only if i = ¢/ and z; ® b = x;; ® ', which in turn also implies b = b’. This shows 7,
is injective, and hence bijective.
Applying Uy, to each term in the sum in (4.4) yields

Un, i) ® |=) = |z (i,0)) — |mg (i, 1)) = |i) |23) — |i) [z3) = (=1)" [d) | =),
which proves the desired statement. O

It has been shown that all permutations of bit strings 7: {0,1}" — {0,1}" can be imple-
mented by NOT, CNOT and CCNOT [10], and so any quantum hardware supporting
these three quantum gates will allow us to prepare the state p, for any x € {0,1}". Fur-
thermore, it has been shown that all permutations of {0,1}” can be implemented with at
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most 8 gates, and the circuits can be found in reasonable time [40].

In the following, we shall refer to the measurement Ay for f € F 1n performed in the proof
of Proposition 67 as the matching measurement. We will show that implementing the
unitary Uy, for a particular permutation 7y of {0,1}™ is sufficient in order to implement a
protocol, which outputs measurement statistics equivalent to those output by the matching
measurement.

Lemma 71. Let n € N, and suppose n = 2™ for some m € N. For a matching measure-
ment Ay, corresponding to some matching M, let

M= (it} sl dnad)
and denote by mpr: {0,1}™ — {0,1}™ the permutation given by
7 (bin (i) = bin (k) 0, mar (bin (ji)) = bin (k) 1.

There exists a measurement implemented by Uy,,, the Hadamard gate, and a measurement
in the computational basis, which provide statistics equivalent to those of the matching
measurement Ay, .

Proof. Consider x € X,, and note

1 n—1 . / . .
) = 75 2 1" Zf( i i) + (1) wm).

1 1
Ury 1pz) = —= k) — 1)%ix |0 1)%k |1
o lo2) m;|>ﬁ(< 1% [0) + (1) 1) )
If we subsequently apply id®m-1) ®H, we obtain
1 n/2—1
D)%% k) |z, ).
5 2 (U IR oy @23)

Finally, measuring in the computational basis gives the desired result, namely,

n/2—1 n/2—1
1 1
k=0 k=0
which proves the desired statement. ]

As mentioned in the preliminaries, it is possible to implement U, for any permutation 7 of
the computational basis vectors simply by using NOT-gates, C NOT-gates, and CCNOT-
gates [10]. Just as we remarked upon previously, it is for small values of m € N feasible to
implement the unitary U, for all permutations 7 of {0,1}" [41]. Naturally, this implies
that it is feasible to implement the matching measurement, as the only additional gate
employed is a single Hadamard gate.
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A special protocol for state preparation

In the following, we shall consider an alternative implementation of the state preparation
protocol, where the demanding step is again encoding the bits of z € {0,1}" as a relative
phase in the n-level quantum system FE. As before we restrict ourselves to n = 2™ for
some m € N as this corresponds to running the protocol on m qubits.

Proposition 72. Let n € N and let « € &,,. The transformation

|
—

=Yl le) = 2= 30 U7 )
=1 ]

()

I
o

can be done with at most 2n — 1 gates, where n — 1 gates are CNOT gates and n gates
are single qubit rotations.

Proof. The diagonal unitary U € U (F) given by

" 0 ... 0
0 0 ... (—1)*™

yields the desired state, and it has been shown that this can be done with at most 2n —1
gates [42], more precisely using n — 1 CNOT gates and n single qubit rotations. O

Although the implementation above is indeed relatively simple, the number of gates re-
quired to prepare the state |p,) is exponential in the number of qubits m € N. There are
slight optimizations of the circuit in Proposition 72 allowing us to reduce the number of
gates [41], however, even with this approach will still require a number of gates exponential
in the number of qubits in most situations. We refer to Appendix B to review the code
for constructing the relevant circuit given a string x € A,.

4.3 Upper Bounds on Classical Strategies

As we saw in the previous section, sampling z € A, for n € N and restricting the eaves-
dropper to an n-level quantum system E does not impact her ability to infer at least
one bit of the string 2/ = f (z) when given f € Fi n- 10 the following we consider the
classical scenario, where Eve is allowed to store a let%,ter from an n-letter alphabet £, that
is, |€] = n, after observing the string x € X,,. The resulting state is given by a cc-state
(classical-classical state) pif € D (X E), that is,

P =D pole)(al® @) pe le)el”

TEX), ec&

where {|e)} .o is an orthonormal basis of E, and p,|, is the probability of Eve storing
e € £ conditional on observing x € X,,.
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As previously, we shall focus our attention on the situation of the alphabet X}, given by
X, = {0,1}", and the probability distribution (p,),. x, being uniform, that is, p, = 2%
The state resulting from applying a particular c-matching function f € F,,, is given by

flpee) = D 1f @) @)@ peps le)(el”

TEX, ecf
and so the state resulting from the a-matching protocol is given by
1

‘Fa,n (pcc) = |J—_-

> Flpee) @ 11T

fe}-a,n

We will now consider upper bounds on the performance of any classical strategy for infer-
ring one bit of the resulting string 2’ = f () when given f € F1
2 )

n*

4.3.1 An Asymptotic Upper Bound

We will present the matter of concern in the terminology of randomness extraction. The
purpose of randomness extraction is to obtain an almost uniformly random string given
an imperfect source of randomness using only a small amount of randomness, which we
shall refer to as a random seed. A map achieving this task is referred to as a randomness
extractor. Furthermore, we are interested in the additional property that the joint distri-
bution of the resulting string and the random seed is approximately uniformly random,
which is formalized in the definition below.

Definition 73. Let X', X’ be alphabets, let k € N and € > 0. A (k, e)-strong extractor is
a family F of functions f: X — &’ with a corresponding probability distribution (py) feF
such that

A(X'|EF)z,  <¢

PCC)
for all cc-states pee with Hpin (X|E)pcc > k.

If we interpret the definition above in a cryptographic setting, it corresponds to assuming
the eavesdropper Eve has some knowledge of the distribution of X, so the distribution of X
is not uniform from Eve’s perspective. It has been shown [2] that the family of a-matching
functions of n € N letters F,, equipped with the uniform probability distribution is a
strong randomness extractor for a € (0, ﬂ

Theorem 74. Let n € N. There exists a constant v > 0 such that for alle > 0, a € (O, i]
and any cc-state px € D (X E) with Hypp (X|E),,. =n—~ey/n/a, we have

A (X’\EF) Fan(pes) S E-

The statement in Theorem 74 above implies that the a-matching protocol gives rise to
4

we saw in the previous section that F,, is not a strong extractor against with respect

to a quantum eavesdropper with information encoded in the state of an n-level quantum

a (n — vex/n/oz,e) -strong extractor for o € (O 1]. This is particularly interesting as

system.
As mentioned above we will be particularly interested in the situation of £ being an
n-letter alphabet, that is, |€] = n. To simplify the analysis, we note that the requirement
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imposed on the conditional min-entropy above can be achieved by a simple bound on the
size of the alphabet £ that Eve uses to store her side information.

Corollary 75. There exists a constant v > 0 such that for all € > 0, o € (0, i] and any
ce-state pXF € D (XE) with pX = wX and |€] < 27V we have

<e.

A (X’\EF) Fan(pe) <

Proof. By the chain rule of the min-entropy we have

Huin (X|E),,. = H(X) —log|€] > n — vev/n/a,
and so the result follows from Theorem 74. O]

In order to adapt the upper bound established in Corollary 75 to our scenario, namely,
guessing one bit of 2/ = f (z) for f € F,, we prove the following result.

Corollary 76. There exists a constant v > 0 such that for all e > 0, a € (O, i] and any
ce-state pXF € D (XE) with pX = wX and |€] < 27V we have

Prguess—l—bit (X/’EF)]:a,n(pcc) - % <e.
Proof. Suppose the optimal strategy for correctly guessing one bit of 2/ = f(z) given
access to system FEF' succeeds with probability % + p for some p > 0. We will employ this
strategy in order to devise a strategy for distinguishing Fy, ,, (pcc) from w¥'® pEF.

Now, suppose we are presented with either Fy ,, (pcc) or wX' @ pEF with equal proba-
bility. Employing the optimal strategy for correctly guessing one bit of the state encoded
in system X’ given access to system E, we get a bit b € {0,1} and an index k € {1,...,n}
corresponding to guessing the kth bit of = is b. In system X’ we may simply read the kth
bit of #’, namely, z}. Our strategy for distinguishing Fo p (pcc) and wX' @ pEF is now the
following

o If b =z}, then our guess is Fon (Pec)-

o If b # 2/, then our guess is wX' ® pZF.
Finally, to evaluate our probability of success in distinguishing F », (pec) or wX' ® pEF,
we note that given F, 5, (pec) our probability of success is % + p, and given wX’ ® pEF our
probability of success is % As pXF and wX ® pZ are equally likely, this strategy succeeds
with probability % + %p.

As the total variational distance between two probability distributions equals the bias
when trying to distinguish them using an optimal strategy, it follows that

Lea (X'|EF)

Prguess—l—bit (X/‘EF)]-'Q,n(pcc) N 2

<
]:a,n(Pcc) =€

)

which proves the desired statement. O

In Corollary 76 we have established an upper bound on the probability of correctly guessing
one bit in the string x € &},. From a practical point of view the statement in Corollary 76
is, however, not very useful. The universal constant v > 0 in Corollary 75 can optimally
be chosen v = 0.0752 [43], and this implies that for small £ > 0 we need large values of
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Figure 4.2: The red graph corresponds to s. (m) = 2yev/2™ for € = 0.1, and the dashed
line is the graph of the function m +— m.

n € N to fulfill the assumptions of the statement, namely, || = n < 97eV/n/a Consider
m,n € N with n = 2™, that is, m is the number of bits we can use to encode classical side
information. In Figure 4.2 we illustrate for ¢ = 0.1 the length of strings n needed in order
to infer the upper bound

Prguess-l-bit (X/‘EF) < 0.60

fa,n(pcc)
for a € (0, ). The result in Corollary 76 only applies for n ~ 222, that is, Eve is using 22
bits of storage. However, we may note that for, say € = 0.025, which corresponds to

Prguess—l—bit (X/{EF)]:D”L( < 0525,

PCC)
we “only” need to consider strings of length n =~ 226, that is, 26 bits of storage. In
other words, once we reach approximately 25 (qu)bits of storage, then we can ensure the
probability of success for a classical eavesdropper decreases rapidly.

Unfortunately, it is an unrealistic expectation of current quantum hardware to run
complicated circuits on n-level quantum systems for such large values of n € N. Further-
more, it is not a trivial task to obtain efficient circuits to implement the quantum protocol
[41]. To improve upon the upper bounds on the performance of classical eavesdropper
Eve for small values of n € N, we will in the following upper bound the performance
of a classical eavesdropper for small values of n € N by simply evaluating Eve’s average
performance. For a = % an eavesdropper can always store the parity of the sum of all
x; for i € {1,...,n} and this equals the parity of the sum of all z; for j € {1,...,n/2},

so Theorem 74 does not generalize to a = % The choice of a < i in our exposition is,

however, arbitrary, and « can be chosen arbitrarily close to % Thus, the upper bounds

for a € (O, %) suggest that the probability of success of a classical eavesdropper for our
particular task is still relatively low.
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4.3.2 Upper Bounds on the Performance of a Classical Eavesdropper

Consider n € N and choose a = % in the matching protocol. We approach the task of
upper bounding the success probability of any classical strategy naively, that is, our first
effort will be to evaluate the success probability of all possible classical strategies. Recall

the task at hand is to guess one bit of the resulting string z’ = f(z) € X} ,, given the
2

matching function f and side information F.

Any classical strategy consists of two components, namely, storing information de-
pending on the observed string x € &),, and choosing a strategy for guessing one bit of the
string ' = f (x) € X,y given the stored information e € £ and the matching function f.
Due to convexity, it follows that there exists an optimal strategy, which is deterministic.
Upon observing the string = € X,,, Eve may choose to store a letter of the alphabet £; the
strategy for storage of information is thus equivalent to choosing a function s: &, — £.
Given a storage function s and a matching function f, we can actually identify an optimal
strategy for guessing one bit of the string 2’ = f (z).

Proposition 77. Let X, = {0,1}" and £ be an alphabet, and consider a cc-state pil €

D (X FE) given by
1
P =50 D ) (@]* @ pejs le) (e

where p,|, denotes the probability of Eve storing e € £ upon observing x € A,. After
applying the matching protocol the state is

S Flpe) ®IHUIT

[ Fl \fefl

g

If we denote by pyys. the probability of observing the bit b at the kth position of ' e X /

given the matching f € F1, and the side information e € &, then the probability of
2
correctly guessing one bit of z given the matching and side information is

1
Pe  MaxX  Dpg|fe-
f Z b 071 bl

| F1 n‘ JEFY oe€E ke{elf...,g/Q}

Proof. In general, a classical strategy for guessing one bit of 2’ based on the information
stored in systems F'E is given by

A= ()\bk|f6)b,k,f,e where 0 S >\bk:|fea Z Abk|fe = 1,
be{0,1},
ke{l,...,n/2}

where the operational interpretation of Ay | s is the probability of Eve making the guess
b for the kth bit of 2/, when she observes f € F1_, e € £. The maximal probability of

guessing a bit of ' correctly is thus given by

Tl’

m}z\xx )\Tp = m)fftx Z )\bkz\ feDok|fePfe-

be{071}7 k€{177n/2}7
feF, n eef
3>
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The optimal strategy for guessing one bit of 2’ given a matching function f and the
information encoded in the state of system F is to simply select the most likely observation,
which yields
1
max A\ p = —— max ,
Y p ‘Fl n‘ Z pe bG{O,l}, pbk‘|f€
FEFL €€ kefl,..n/2}
where we have additionally noted that the matching is sampled uniformly at random
independent of Eve’s information encoded in system E. O

Identifying an optimal storage strategy for small values of n € N

The observation that the optimal strategy for guessing one bit of 2’ given the matching
function f and the side information e is simply guessing for the most likely combination
of bit b and index k of 2’ naturally reduces the overall number of strategies to the number
of storage strategies. From now on we will focus exclusively on the storage functions
s: {0,1}" — {1,...,n}, and we denote by S,, the set of all such storage functions. It is

clear that the size of S, increases rapidly as n increases, more precisely |S,| = n?", and
for even small values of n € N we have

n | 2| 3 | 4

S \\ 16 | 6,561 | 4,294,967,296
Checking all possible |S,| = n?" choices of a storage function is infeasible for n > 4, but

as we shall see in the following we may reduce this number notably.

As we have identified Eve’s optimal strategy for guessing one bit of ' when the match-
ing function f and side information e is given, we note that this strategy can be heuris-
tically explained as follows: Upon observing side information e € £, Eve computes the
preimage of e under her storage function s, that is, s~ ({e}). Given the matching function
f, she computes the strings 2’ = f (z) for each x € s~ ({e}). Observing all the possible
strings 2/, she finally chooses the index k, where most strings x’ agree, and outputs as b
the typical value of x}. As this strategy utilizes only the partition of X, that a storage
function naturally gives rise to, namely,

Xo=J 1 ({e),

ecf

we only have to consider all the various partitions of X}, in at most |€| parts. Without
loss of generality, we may assume Eve’s strategy uses all letters of £, so we will consider
the number of partitions of X, into exactly |€| parts. Again, we focus on the situation of
|€| = n, we may denote by T,, the set of all partitions of X, in at n parts, and now we
have

n [2] 3 | 4 | 5

T, | 7] 966 | 171,798,901 | 193,257,076,459, 811,283,150
Evidently, this is a significant improvement, however, the number of partitions in n parts
of X, still increases rapidly as n increases. As further improvement is needed, we direct
the attention of the reader to the observation that f (z) = f (%) for all f € F1 1 where T
denotes the string resulting from flipping all bits of .

n?
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Lemma 78. Let X, and & be alphabets. There exists an optimal storage function s: X, —
£ such that

s(x) = s(7)

for all z € &,.

Proof. Suppose s: X, — £ is an optimal choice of storage function. Let y € A, and define
t: X, > EU{L} by
t@)=s(x), ty)=t@F =L

for x € X, \ {y,7}. We may think of ¢ as a storage function with the added possible
value L, and we may combine this with the optimal guessing strategy from Proposition 77
except that on observing 1 the guessing protocol aborts resulting in a failed attempt at
guessing. Suppose we use storage function ¢, and let p! denote the probability of observing
e €&, and let pikl fe denote the probability of b being the kth bit of 2’ given a matching
function f and stored information e € £. For each e € £ we may define

te () =t (z), te (zg) = e, te (7o) =L,

and choose the storage function t., with the highest probability of guessing one bit of 2.
Relative to ¢, the added probability of success in using the storage function t., is

1 » )
2 FL | 2 befol), <Hﬂf € tey ({eo}) | f (x)), = b}|
21 ST L k{1 n/2)

~Hr et {eo))| £ (@), :b}\),

where we have used that f is deterministic. Again, define for each e € £ the storage
function teye: X, — € by

teoe (.%‘) =1 (x) ) teoe (1‘0) = €p, teoe (EO) =Ee,

and note that using the storage function ¢, increases the probability of success by

be{0,1},
fe€Fam kel,. . n/2}

s 2 ymax ([oe k(e f @y =t}

—|{z et ({eo})| £ (@) —b}\).

Since f (y) = f (y) for all f € F, p, this increase is lower bounded by the previous increase,
which was chosen optimally. This implies t¢,¢, is an optimal choice of storage function
among the candidates t..r, hence at least as good as s. Repeating this process for all
x € X, yields the desired result. O

If we denote by T the set of partitions of A, into exactly n parts, where z, % are elements
of the same part for all x € &),, then Lemma 78 ensures an optimal partition is among
the elements of 7). Additionally, this limits the search space for an optimal partition
significantly as illustrated in the table below.
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n |[2]3] 4 | 5

[Tx[ | 1] 6| 1.701 | 1,096,190, 550

We may interject that the rate of growth of |T)F| for increasing n € N is, however, not
improved by much; the observation that we may assume x,T are always in the same part
of an optimal partition of X, merely reduces the counting problem of all partitions of a
set of size 2" to a set of size 2"~!. Nevertheless, this reduction does allow us to identify
optimal storage functions s,: X, — {0,1,...,n — 1} for small values of n € N.

For n = 2 the storage function sg: Xo — {0,1} given by
xz [00][01]10]11
Sg(x)‘O‘l‘l‘O

allows Eve to infer one bit of f (z) with certainty.

For n = 3 the storage function s3: X5 — {0, 1,2} given by
x| 000|001 | 010|011 | 100 | 101 | 110 | 111
ss()] 0o o[ 1] 2[2]1]0]0
is an optimal storage strategy with success probability at 83.3%.

For n = 4 the storage function s4: Xy — {0,1,2,3} given by
z_[0000j0001/0010/0011/0100[0101/0110/0111[1000[1001/1010[1011[1100[1101[1110[1111
ss@) O o011 ]2]2[3[3[3[3[2]2]1[1]0]0
allows Eve to infer one bit of f (z) with certainty.

This naive approach to analyzing the classical strategies is at the current stage insufficient
to show an upper bound on the performance of classical strategies for n > 5, which could
potentially allow us to identify an advantage using current quantum hardware. Although
our efforts have improved the computation time, we are still far from able to calculate an
upper bound on the performance of an optimal classical strategy by checking all strategies
for n = 8 corresponding to three bits. However, random sampling from all strategies has
yielded classical strategies with success probability 100% for n = 8, 16.

We note, however, that if we generalize the structure of the three examples of optimal
strategies above, then we may formulate a classical storage strategy given by the pattern
described below to challenge the performance of our quantum strategy.

Definition 79. Let n € N. We define the symmetric storage strategy
Seym: Xp = {0,1,...,n—1}

by listing the elements of &), in lexicographic order and specifying s¢ym on subsets as
follows. Choose ¢, € Ng such that 2! = ¢-n + r, where 0 < r < n. First, we divide
the numbers 0,1,...,rq + 7 into r groups of size ¢ + 1 as follows

dec(z)=0,...,q,q+1,....2¢g+1,....,(r—1)qg+(r—1),...,7¢+ (r—1).

Ssym (2)=0 Ssym (x)=1 Ssym (z)=r—1
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n—

Secondly, we divide the numbers rq +r +1,...,2" ! into n — r groups of size ¢ as follows

dec(z)=rq+r,...,r+1)g+(r—-1),....,(n—1)qg+r,...,ng+ (r—1).

Ssym (T)=" Ssym (z)=n—1

This defines sgym (x) for all z € &, with 21 = 0, so we may extend the definition to the
entire domain by letting sgym () = Ssym (7).

To benchmark the symmetric storage strategy, we may compare it to the naive strategy
of sampling log n distinct indices i € {1,...,n} and encoding the value of x; in our n-level
memory system. If both indices {ig,ji} of at least one pair of the matching M corre-
sponding to the matching function fj; are among the logn bits of z in the memory, then
Eve can infer one bit of 2’ = f); (z) with certainty; otherwise she will resort to guessing at
random. We refer to this strategy as the birthday strategy due to its reminiscence of the
Birthday Paradox [44]. We assume our classical strategies are run on error-free hardware,
and below we have calculated the theoretical (and essentially practical) performance of
both classical strategies.

Lemma 80 (Performance of classical strategies). Let m € N and denote by n = 2. Then

2m71 2m —1
Prel birthday (Success) =1 — 2" 1. < > < >

m m
and for m > 3 we have
2m—1N / om N\
Prei sym (Success) =1 — 2™ - <m n 1> <m . 1>

Proof. Let x € {0,1}". To evaluate the probability of an eavesdropper Eve guessing a bit
of far (x) given her side information sgym () and the matching M, assume without loss of
generality that sgym () = 0. Then Eve knows z is among the strings

0...00...00 1...11...11
0...00...01 1...11...10
0...01...11 1...10...00,

where the first m + 1 bits are either all Os or all 1s. If the matching M includes a pair of
indices among the first m + 1 indices, then Eve can infer a bit of fj; (z) with certainty,
and otherwise, her best strategy is to guess at random. The number of matchings with no
pair among the first m + 1 bits is

(n—m—1)! (n —2m — 2)! B (2m —m —1)!
(n—2m—2)l 2n/2=m=1.(p/2 —m —1)! 227" '-m-1.(om-1 _ 4, _ 1)’

N, rand —

where we have used m > 3 to ensure the positivity of the expressions in factorials. Fur-
thermore, the total number of matchings is
n! 2m|

Niotal = /2 (n/2)! 227 . gm-1|’
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With this in mind, it follows by straightforward computation that

1 Nr nd
Prelsym (Success) =1 — = —2
o ( ) 2 Ntotal
. 2m—11 2m —m —1)! (m +1)!
=1-2".
2m=1 —m—1)!(m+1)! 2m|
2m71 om -1
=1-92m. .
m+1/\m+1
The performance of the birthday strategy is determined analogously. O

4.4 Comparison of Quantum and Classical Strategies

In the previous sections, we have seen that restricting Eve to an n-level storage system
barely limits a quantum eavesdropper’s ability to infer one bit of the string 2’ € X} .
2

when given the matching function f € F1 n while an eavesdropper with classical memory
must essentially resort to random guessfng for large values of n € N. For small values
of n € N, we saw that there exists an optimal storage strategy, namely, the symmetric
storage strategy, and in the following, we will compare the performance of the symmetric
storage strategy with an actual implementation of an optimal quantum strategy. To fit
the quantum hardware architecture made available by IonQ, we will restrict ourselves to
n = 2" for some m € N, that is, we compare the performance of the quantum and classical
strategies with memory restricted to m (qu)bits.

4.4.1 Implementation of Quantum Protocol

In the following, we will describe the circuits to be run on IonQ’s device in order to analyze
the performance of an eavesdropper Eve with quantum memory and quantum processing.
We will use the result in Proposition 72 to device a circuit that prepares the desired state,
and for n = 2™ where m = 1, 2 we will use the result in Lemma 71 to extract the relevant
statistics from a measurement in the computational basis for given matching functions.
For n = 2™ with m = 3,4,5,6, we will restrict ourselves to analyzing the situation of a
single, simple matching function. The code to generate a circuit for preparing the relevant
state p, € D (F) given z € {0,1}" is given in Appendix B.

Implementation of quantum protocol on one qubit, n = 2" with m =1

For x € {0,1}? there are only two states to prepare, namely,

o) =5 (0)+11). o) = —=(0) = |1).

which can be done by running the circuits
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T : |0 T : |01
q0 : —H- q0 : —HZ-
T : |0 T : |O]L]

There is only one matching function f: {0,1}* — {0,1}, and implementing this such that
a final measurement in the computational basis corresponds to Eve’s guess of 2/ = f (x)
corresponds to adding an Hadamard gate.

To estimate the performance on 1 qubit, we have implemented the two combinations
of the preparation of |p,) for = 00,01 and measurement Ay, for M = ({1,2}). Each
implementation is run 500 times.

Implementation of quantum protocol on two qubits, n = 2™ with m = 2

For = € {0, 1}2 there are eight states to prepare. For example, the circuit for preparing
|pz) with = 0010 is given by

T - fof | 1 | 2 | 3 | 4

q0 : —H-Rz(—-1.57)—-C C—

| |
ql : —H-Rz(1.57)——X-Rz(—1.57)—X—

T 0 | 1 | 2 | 3 | 4

and the circuits for preparing the remaining |p,) are of similar structure [42, 41]. The
code for generating the relevant circuits can be found in Appendix B.
There are three choices of a matching function fj; with matchings M given by

My = ({07 1} ) {273})7 M, = ({072} ) {173})7 My = ({073} ) {172}) .

Inspired by Lemma 71, we implement the corresponding measurements by permuting the
computational basis elements, such that after a measurement in the computational basis,
then the first bit of the measurement outcome tells Eve which bit of 2’ = f (x) to make a
guess at, and the second bit tells her what to guess for. This is implemented by the three
circuits below

T : |0] T : |0 | 1 T : |0]1]

q0: q0:—SWAP—— q0: —X—
| |

ql: —H- ql:—SWAP—H- ql: —CH-

T : |0] T: [0 | 1 T : 0|1
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To estimate the performance on 2 qubits, we have implemented the four combinations of
the preparation of |p,) for = 0001,0111 and measurement Ay, for

M= ({L 2} ) {37 4}) ) ({L 4} ’ {2a 3}) .
Each implementation is run 500 times.

Implementation of quantum protocol on multiple qubits, n = 2™ for m = 3,4,5,6

For = € {0,1}™ there are 2" ! states to prepare. For example, the circuit for preparing
|pz) with = 00000001 is given by

T:0 | 1 | 2] 3 | 4/5/ 6 | 7 | 8 | 9| 10| 11|
q0:—H Rz(—0.79)C CC C

ql:PPRz(O.?Q))’(Rz(OJQ))’(“ C ‘| o
q2:—H Rz(—0.79) >|<Rz(0.79) >|<Rz(0.79) )‘(Rz(0.79) f>‘<v
T:o | 1 | 2 3 | 45| 6 | 7 | 8 | 9| 10| 11|

and the circuits for preparing the remaining |p,) are of similar structure [42, 41]. This can
also be done on four, five, and six qubits. The code for generating the relevant circuits
can be found in Appendix B.

For m = 3, we can within reasonable computing time identify an optimal circuit for
implementing the measurement as in Lemma 71. Most of such implementations, however,
make use of the Tofolli gate, which is not supported by IonQ, and so we will only evaluate
the performance of the quantum protocol for the matching function fj; with M given by

M = ({17 2} ) {374} ) {5’ 6} ) {778}) .

We make a similarly simplified analysis of the performance of the quantum protocol for
m = 4,5,6. Each implementation is run 500 times.

4.4.2 Comparison of Performance

Collecting the results of the implementations of the previous section, we are now in a
position to compare the performance of a classical and quantum eavesdropper Eve. The
table in Figure 4.3 shows that we were not able to show a real-life advantage for the
eavesdropper using current quantum hardware in this particular setup.



n 2 4 8 16 32 64
Prel sym (Success) 100% | 100% | 88.57% | 79.49% | 71.72% | 65.32%
Prel birthday (Success) | 50.00% | 66.67% | 71.43% | 69.23% | 65.29% | 61.32%
Prej optimal (Success) 100% 100% 100% 100% ? ?

Prq real (Success) 99.8% | 97.35% | 96.93%" | 94.07%" | 79.45%" | 64.3%"
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Figure 4.3: For n = 2,4,8,16,32 and n = 64 the table shows the performance of the
symmetric storage strategy, the birthday strategy, and the optimal classical strategy and
the real performance of the quantum strategy from Section 4.2, respectively. For n =
8,16,32 and n = 64, we have tested the implementation of the quantum strategy against
the most simple choice of a matching function and for only a few randomly sampled strings
z € {0,1}".

As we note that there exist perfect classical strategies for m < 4, and we see that
the performance of our quantum strategy, when implemented on IonQ’s hardware rapidly,
drops as the number of qubits m exceeds 4, it seems that we are still far from being able
to apply the asymptotic bounds on success probability when using a classical memory [2].
Actually, we note that the symmetric storage strategy outperforms the quantum strategy
for m = 6. One further point is that we have only analyzed the performance of the
quantum algorithm when the matching function is chosen to minimize the demands of
the quantum implementation. In addition, it is computationally heavy [41] to generate
circuits for applying the correct measurements corresponding to arbitrary matchings using
the approach we presented here, and this will add significantly to the circuit depth of this
implementation.
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Conclusion

Let us reflect upon what we have learned and what we would still like to learn from our
acquaintance with our friends Xavier, Alice, and Bob, and the eavesdropper Eve.

We began in Chapter 2 by considering a two-party setting involving Xavier and Eve
sharing a quantum system with classical data encoded into Xavier’s system, while Eve held
some quantum side information. Here, we saw that with no restrictions on the capabilities
of Eve, the amount of secure information to be extracted per copy is exactly given by the
conditional von Neumann entropy of the state. In the more general setting of Eve having
some imperfection in her quantum memory, we saw that it is indeed possible for Xavier
to extract more secure information per copy even with a deterministic strategy in certain
cases. This allowed us to motivate the introduction of hidden information, and we saw that
it is possible to hide information at non-zero rates. However, two questions concerning
the distillation of secure information and hidden information remain open. Firstly, the
exact rate at which Xavier can extract secure information with respect to a restricted
eavesdropper remains undecided, since the proof of the quantum asymptotic equipartition
property (QAEP) does not directly generalize to our setting; more precisely, the original
proof of the QAEP [16] relies on the smoothed min-entropy being lower bounded (with
some error term) by a Rényi-like conditional entropy, which is additive. When Eve is
allowed to act jointly on multiple copies of the state, the additivity property is lost. Recent
generalizations of the QAEP [45, 46] are similarly very restrictive when it comes to the
correlations between individual rounds, and so we expect that different tools are necessary
in order to prove Conjecture 10. The second question that remains open is whether the
rate at which secure states can be distilled by a deterministic strategy is equal to the
optimal rate using probabilistic strategies. The question arises from the adaptation of
the leftover hash lemma (LHL) [17] to our setting, where the optimal strategy of Eve
is suddenly no longer evident; when Eve has perfect quantum memory, it is of course
optimal for her to do nothing. The proof of the LHL relies on the interplay between the
trace norm, the Hilbert-Schmidt norm, the pretty good measurement, and the conditional
min-entropy. Unfortunately, there is no natural analog of the pretty good measurement
in a generic set of channels, so the adaptation of the deterministic LHL to our setting
remains open. Both of these questions would be interesting to pursue further.

We changed gears in Chapter 3 in order to study the connections between privacy,
entanglement, and data hiding. Here, we proved Proposition 45, which provides a simple
lower bound on the amount of distillable key analogous to a previously shown lower bound
on the distillable entanglement [1]. Combining these two results gave an indication that the
amount of classical data that can be hidden in a key-correlated state may be related to the
difference between the rates of distillable key and distillable entanglement. Furthermore,
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the lower bound in Proposition 45 gives a simple tool to lower bound the rate of a quantum
key repeater in certain special cases. Taking a step back, we introduced a notion of joint
phase orthogonality and saw in Theorem 54 that the properties of joint phase orthogonality
and key-correlation cannot occur simultaneously without entanglement. Inspired by this,
we saw an easy generalization of Proposition 45 to arbitrary states, which indicates how
the amount of distillable key is lower bounded by the amount of correlation and joint
phase orthogonality. Finally, we introduced a rate of data hiding of a bipartite state with
direct connections back to the notion of the rate of hiding state distillation introduced
in Chapter 2. We do, however, remain curious and unknowledgeable about this quantity
beyond elementary observations such as it being finite. Our work on phase orthogonality
was motivated by the conjecture that the difference between distillable key and distillable
entanglement is described by a notion of hiding [7], but we do not expect our quantity to
encapture this difference exactly. At the current level of our understanding, the potential
to hide data may be necessary to see a gap between distillable private key and distillable
entanglement, but it may not be sufficient.

Finally, in Chapter 4 we explored to what extent the difference in the rates of se-
cure state distillation with respect to an unrestricted and a restricted eavesdropper is
of practical relevance using current quantum hardware. On IonQ’s quantum device, we
have analyzed the relative performance of an eavesdropper with quantum memory and
an eavesdropper with classical memory in the very particular task of guessing a bit of
a certain partially secure string. As this was discussed from a theoretical perspective in
Chapter 2, we saw in Example 32 that a gap between the respective performances exists
theoretically, however, current quantum hardware is noisy. The theoretical advantage of
a quantum eavesdropper is large for long strings, however, this is also when the quantum
device becomes exceedingly noisy. Our analysis of short strings shows that even though
a quantum eavesdropper may have a theoretical advantage, we cannot verify that this
translates to a practical advantage using IonQ’s quantum device. For further research
into this particular setup as an example of a relevant task with an advantageous quantum
strategy, we propose two directions. Clearly, it is necessary to improve the upper bounds
on the performance of a classical eavesdropper for longer strings than was possible here.
Furthermore, an efficient implementation of the unitaries that permute the computational
basis vectors in terms of native gates may give sufficiently short circuits in order to achieve
quantum advantage.

Looking back at the contents of Chapters 2-4, we note that understanding the advan-
tage in securing classical data with respect to a restricted eavesdropper plays a role in
understanding the difference between key distillation and entanglement distillation. More
precisely, we have seen lower bounds on key distillation (resp. entanglement distillation)
in terms of correlation and state discrimination (resp. local state discrimination). Finally,
we saw Chapter 4 that the theoretical advantage of a quantum eavesdropper does not
carry over to a practical advantage - yet!
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Appendix A

Miscellaneous

Theorem 81. Let ¢ > 0 and a € (1,2]. For p € D (AB) we have

| 2
og —.
1 g52

1
Hoin (A1), 2 Ha (AB),, — —

min
Proof. This was shown in [16]. O
Theorem 82 (Quantum Asymptotic Equipartition Property). Let pA% € D (AB). Then

1
lim lim ~ Hui (A"[B") e = H(A|B), .

e—>0n—ocon

Proof. This was shown in [16]. O

Lemma 83 (Leftover Hash Lemma). Consider a cg-state pX¥ € D(XFE). Let &’ be
an alphabet and let F be a family of functions f: X — X’ with associated probability
distribution (py) fer- Denote by

Fl)y=> a1 e> pr Y. pepl @17
z'eX! feF  zef-'({a'})

For all € > 0 we have

A (X'|EF) 1, < 2+ V2o T Ho (XIE),
Proof. This was shown in [17]. 0

Lemma 84 (Fano’s Inequality). Let A’ be an alphabet and consider an ensemble {p;pz},c v
D (A). For € > 0 suppose we have Prgyess (X|A) > 1 — . Then

H(X]A), <elog|X[+h(e).

Proof. This was shown in [47]. O
Theorem 85. Let p,p’ € D(A), and suppose € > 0 is given by
1 /
e=5lle=r.
Then
H(A4),—H(A),| <elogda+h(e).
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Proof. This was shown in [20]. O
Theorem 86. Let ¢ > 0 and p,p’ € D(AB). If

1 /
sllo=rl<e

then

H(A|B),—H(A) By| < 2clogda+g(e).

Proof. This was shown in [20]. O
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Appendix B

Implementation of State
Preparation Protocol

For a given x € {0, 1}2m for m € N the code generate a circuit implementing a unitary U

satisfying
2m_1

V0" = Zgm 2 (D7 [bind),

where bin (i) € {0,1}" denotes the binary representation of ¢ € N. Without any further
ado, we present the generating code.

import math
import copy

def innerProd(xs,ys):

n = len(xs)
innerProd = 0
for i in range(0,n):
innerProd = innerProd + xs[i]*ys|[1i]

return innerProd

### STATE PREPARATION: Gray Circuits #4#
def findGrayCode (m):
grayCode = [[0] ,[1]]
for i in range(l,m):
grayCodeTemp = grayCode. copy ()
grayCode0 = [bs + [0] for bs in grayCodeTemp ]
grayCodeTemp . reverse ()
grayCodel = [bs + [1] for bs in grayCodeTemp ]
grayCode = grayCode0 4+ grayCodel
return grayCode



def

def

def

def

bitChanges (m):
if m = 0:
return []
prior = bitChanges(m—1)
return prior + [m—1] + prior

findPhases (m, xs):

phases = []

for bs in someList (m):
Arow = []
for cs in allBinary (m):

Arow.append ((—1)*xinnerProd (bs,cs))
phase = 2xmath. pixinnerProd (Arow, xs)/(2%xm)
phases.append (phase)

return phases

someList (m):
if m = 1:
return [[0] ,[1]]
lastHalf = findGrayCode (m—1)
for code in lastHalf:
code.append (1)
firstHalf = someList (m—1)
for code in firstHalf:
code . append (0)
return firstHalf + lastHalf

grayCircuit (m, phases ):
if m = 1:
return [[’RZ’,0,phases[1]]]
halfCircuit0 = grayCircuit (m—1,phases)
halfCircuitl = []
grayCode = [[1] + index for index in findGrayCode(m—1)]
cs = bitChanges(m-1) + [m—2]
for i in range(0,2%%x(m—1)):
c = cs[i]
halfCircuitl.append ([ 'RZ’ ,m—1,phases[i + 2xx(m—1)]])
halfCircuitl .append ([ 'CX’ ,[c],m—1])
return halfCircuit0 + halfCircuitl

104
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def stateCircuit (m,xs):
phases = findPhases (m, xs)
gates = grayCircuit (m, phases)
circuit = Circuit ()
for i in range(0,m):
circuit .h(1i)
for gate in gates:
if gate[0] = 'RZ’:
t = gate[1]
theta = gate [2]
circuit .rz(t,theta)

if gate[0] = 'CX’:
c = gate[1][0]
t = gate[2]

circuit .cnot(c,t)
return circuit
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Appendix C

Rate of Distillable Key from a
Platypus State

The resulting state from the protocol in Example 50 is given by

1
(W) = NG 00) 4, B, |91) 4,5 100) g o +P[11) 4, g, 10000) 4 mp_ F

+q[11) 4 g, [01)AF (\/1 N [10) + fA|01>)B i

s

Tracing out the purifying systems E'F' yields the state shared by Alice and Bob, that is
- 1
Wy = b+ 5 00) (1] @ (#100)(00] + gv/T =X [10(01])
1
+ 5 11100 @ (p100)(00] + gv/T = X[01)(10])
where Uy € D (AxBrAsBs) is the key-attacked state given by
. 1 1
W = 100)(00] @  (|0){0] + [1){1]) @ 0){0] + p* [11){11] & [00){00]
+¢* [11){11] @ [0){0] @ (A0)(0] + (1 — A) [1)(L]).
It follows from Lemma 44 that

Kp (Vy) =D (‘I’AH‘P,\) =H (ApAsBiBs)y, — H(ApAsBiBs)y,
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Figure C.1: We plot K7 (V) as a functions of the parameter ¢ € [0, ﬁ} )

which reduces the problem to finding the eigenvalues of ¥y and U,. This yields

K5 (0 =1 (5 - 0= 02 og (5 - (1= 0¢?)

—(1=X)g*) log ((1 - ¢?

1 1
+ <4+(1—>\)q2) log (4+(1—)\)q2> .
For \ = % we have shown in Figure C.1 how the rate of distillable key changes with the
. 1
choice of parameter ¢ € [O, ﬁ}
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