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Abstract

This is a PhD thesis within the sub-field of mathematical physics that pertains to quan-
tum information theory. Most of its results can be interpreted in the mathematical language
of category theory, and may as such be of interest also outside of quantum information the-
ory.

In high-level terms, I present a framework in which one can argue mathematically about
aspects of the following fundamental question: How do two given implementations of the
same physical process compare to each other? Though of independent interest, the main
motivation for this question comes from the area of quantum self-testing ([MY98, MY04]),
where one desires to understand all the different ways in which a given set of measurement
statistics can be produced by an implementation of local measurements on a multipartite
quantum state. The problem which motivated the thesis is that although the traditional
envision of quantum self-testing is mathematically precise, the language in which it is cast
has no clear operational interpretation.

According to the framework proposed in the thesis, a collection of measurement statis-
tics is regarded as the input-output behaviour of an information channel, and the various
implementations of this channel correspond to causally structured computations which may
be secretly executed in the environment of the channel during our interaction with it. The
main contribution of the thesis is to introduce a formalism which makes the previous sen-
tence precise, and to provide its relation to the usual definition of quantum self-testing. The
relation is essentially that quantum self-testing corresponds to the existence of an imple-
mentation from which all others can be derived, and which moreover holds no pre-existing
information about the outputs of the channel. This constitutes a first step towards recasting
quantum self-testing in purely operational (theory-independent) terms.

Chapter 1 reviews a variation on a category-theoretic model for physical theories. This
model includes quantum information theory and classical information theory, but also more
mathematical examples such as any category with finite products (e.g. the categories of sets
or groups), and any partially ordered commutative monoid, when suitably interpreted. The
key feature of the model is that it facilitates the notion of marginals (as known from e.g.
classical probability theory), and the dual notion of dilations.

Dilations are the topic of Chapter 2. The results presented there are conceptually in-
dependent of quantum self-testing, but rather initiate a systematic study of dilations and
constitute an original proof of concept, by demonstrating that several features of informa-
tion theories can be derived from a handful of principles which reference only the structure
of dilations.

Chapter 3 contains some initial thoughts as to how to make an approximate (metric) ver-
sion of the theory of dilations, and a new metric for quantum channels, the purified diamond-
distance is introduced. It generalises the purified distance of Refs. [TCR10, Tom12].

Chapter 4 lays out a formalism for arguing about information channels whose outputs
are causally contingent on their inputs. This can be seen as a generalised alternative to the
framework of quantum combs ([CDP09]), but can also be viewed as generalising the abstract
notion of traces in symmetric monoidal categories ([JSV96]). The formalism allows us to
make precise the notion of a causal dilation, which captures the above-mentioned causally
structured side-computations.

Finally, in Chapter 5, the connection to quantum self-testing is established. This chapter
also contains simple proofs of a few general results about self-testing, and a novel rechar-
acterisation of the set of quantum behaviours in terms of non-signalling properties of their
Stinespring dilations.



Resumé

Dette er en ph.d.-afhandling inden for den gren af matematisk fysik der vedrører kvantein-
formationsteori. De fleste af dens resultater kan fortolkes i et matematisk kategori-teoretisk
sprog og kan som sådan være af interesse også uden for kvanteinformationsteorien.

I overordnede træk præsenteres en teoretisk ramme, i hvilken man matematisk kan tale
om aspekter ved følgende grundlæggende spørgsmål: Hvad er forholdet mellem to givne
implementeringer af den samme fysiske proces? Spørgsmålet er af uafhængig interesse,
men dets vigtigste motivation kommer fra feltet ‘quantum self-testing’ ([MY98, MY04]),
hvor man ønsker at forstå alle de forskellige måder, hvorpå et givent sæt af fordelinger for
måleresultater kan fremkomme ved lokale målinger på en kvantetilstand delt mellem flere
parter. Det problem der motiverede afhandlingen er, at omend den traditionelle opfattelse
af ‘quantum self-testing’ er matematisk præcis, så har det sprog i hvilket fænomenet er
defineret ikke nogen klar operational fortolkning.

Ifølge den teoretiske ramme der udlægges i afhandlingen betragtes et sæt af fordelinger
for måleudfald som input-output-opførslen for en informationskanal, og de mulige imple-
menteringer af denne kanal svarer til kausalt strukturerede processer som hemmeligt udføres
i kanalens omgivelser i løbet af vores interaktion med den. Afhandlingens hovedbidrag er
at indføre en formalisme der gør forudgående sætning præcis, samt at bestemme formalis-
mens relation til den sædvanlige definition af ‘quantum self-testing’. Relationen er essentielt
set, at ‘quantum self-testing’ svarer til eksistensen af en implementering, hvorfra alle andre
kan udledes, og som desuden ikke indeholder forhånds-eksisterende information om kanalens
outputs. Dette udgør et første skridt i retning af en omarbejdning af ‘quantum self-testing’
til rent operationelle (teori-uafhængige) termer.

Kapitel 1 gennemgår en variation af en kategori-teoretisk model for fysiske teorier.
Modellen inkluderer kvanteinformationsteori og klassisk informationsteori, men også mere
matematiske eksempler, såsom enhver kategori med endelige produkter (f.eks. kategori-
erne bestående af mængder eller grupper), og ethvert partielt ordnet kommutativt monoid,
passende fortolket. Nøgleegenskaben ved modellen er, at den tillader begrebet marginalis-
ering (som det kendes eksempelvis fra sandsynlighedsteorien) og det duale begreb udvidelse
(eng. ‘dilations’ ).

Udvidelser er emnet for Kapitel 2. Resultaterne, der præsenteres dér, er konceptuelt
uafhængige af ‘quantum self-testing’, men indleder snarere en systematisk undersøgelse af
udvidelser og udgør et originalt ‘proof of concept’ ved at demonstrere, at flere informations-
teoretiske egenskaber kan udledes fra kun en håndfuld af principper, der alene refererer til
strukturen af udvidelser.

Kapitel 3 indeholder nogle indlende tanker om, hvordan man kan lave en approksimativ
(metrisk) teori for udvidelser, og en ny metrik for kvantekanaler, ‘purified diamond-distance’,
introduceres. Denne generaliserer ‘purified distance’ fra Ref. [TCR10, Tom12].

Kapitel 4 udlægger en formalisme, hvori man kan tale om informationskanaler hvis out-
puts er kausalt betingede af deres inputs. Denne kan ses som et generaliseret alternativ
til ‘quantum combs’ ([CDP09]), men kan også anskues som generalisering af abstrakte spor
(eng. ‘traces’) i symmetriske monoidiale kategorier ([JSV96]). Formalismen giver os mu-
lighed for at præcisere forestillingen om en kausal udvidelse (eng. ‘causal dilation’ ), der
netop indfanger de ovennævnte kausalt strukturede sideprocesser.

Afslutningsvist etableres forbindelsen til ‘quantum self-testing’ i Kapitel 5. Dette kapitel
indeholder også simple beviser for et par generelle resultater om ‘quantum self-testing’,
samt en ny karakterisering af mængden af ‘quantum behaviours’ i termer af ‘non-signalling’-
egenskaber ved deres Stinespring-udvidelser.
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Composition A by Piet Mondrian (1923)

Galleria Nazionale d’Arte Moderna e Contemporanea

A Note to the Reader

Everyone who has written down something for anyone to read is familiar with the trivial
but crucial condition that statements must be structured sequentially, one sentence following
the other, paragraph by paragraph, chapter after chapter.

A novelist can use this to advantage, by introducing characters and revealing plot twists
according to a carefully crafted schedule. The author of an academic dissertation essentially
has to do the same, but as a general rule this circumstance is hindering rather than advan-
tageous. The reason is, of course, that abstract ideas are not connected in a linearly ordered
fashion.

An additional dare is posed for academic writing because a reader cannot be counted
upon to read every single sentence from the beginning to the end. Few (if any) readers of
a fictional novel start by reading the first pages, then read the last, and then sporadically
glance through the chapters – in contrast, the order of things which a PhD student envisions
for a thesis might in the end not be the one most suitable to any given reader.

In writing this document, I have strived for the storyline to emerge clearly from the
general introduction and the individual introductions to the five chapters, so as to guide
you as much as possible. This is, however, my first PhD thesis, and so I hope for forgiveness
in cases where I have not succeeded in coping sublimely with structural challenges.
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Introduction

For Everyone
A friend once told me that if you ask people whether they would rather be born in 100 years
than live today, the vast majority say no. Ironically, if you then ask that majority whether
they would prefer having lived in the world 100 years agoagoagoagoagoagoagoagoagoagoagoagoagoagoagoagoago, they shake their heads again.
Some of them probably realise their risk aversion.

Most people assess living standards in terms of health and wealth, freedom of choice, se-
curity to education, and the like; as such, the state of humanity has indeed been on a steady
rise during the last centuries, if not millennia ([R+18, Pin18]). When gauging their lives,
few might think of humankind’s enterprises within mathematics and the natural sciences.
Nonetheless, these too have undergone tremendous improvements during the same time.1

Popular consensus has it that modern natural science began less than 500 years ago,
owing to the impact of significant figures like the notorious stone-dropping Galileo Galilei
(1564—1642), a main proponent and pioneer of the paradigmatic conviction that knowledge
about the physical world should be acquired by experimental observation and formulated in
mathematical terms ([Mac17]).2 As this program unfolded over the centuries, it instilled in
its practitioners the aspiration to identify a small set of valid principles, laws of Nature, which
were not to be further explained themselves, but from which all other observed phenomena
could be logically derived. (For example, Newton’s laws of motion and gravitation are simple
and universal, yet allows us to derive information sufficient to safely send members of our
species away from our planet and land them 380.000 km away on the Moon.)

The idea of compressing all truth to a small set of postulates is an imprint from the
mathematical science, which itself dates back more than 2000 years as the very institution-
alisation of logical inference, similarly personified by the iconic geometry-obsessed Euclid of
Alexandria (ca. 300 BC). In contrast to the natural sciences, mathematics refuses exter-
nal physical inputs for certification of its initial axioms and for justification of its desired
conclusions; this shifts the emphasis from the actual content of statements to the logical
interdependencies among statements themselves. (For example, it is known ([BT24]) that
the so-called axiom of choice3 formally implies the absurd statement that a solid ball can
be dissected into finitely many pieces which can be reassembled into two solid balls each
identical to the original.)

1Pondering the relationship between these two developments is left as an exercise to the reader.
2It goes without saying that these paragraphs represent gross simplifications of the history; proper ac-

counts could easily fill hundreds of pages. The entry [AH16] in the Stanford Encyclopedia of Philosophy
gives a decent overview of the history of ‘the scientific method’.

3A formal version of the seemingly obvious statement that given any non-zero number of bags each of
which contains at least one marble, it is possible to form a collection containing precisely one marble from
each bag.
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It is difficult to find a word befitting of the scale of advancement that physics and mathe-
matics have experienced since their conceptions – the study of their evolution is a science in
itself. All scientific activities are bound to progress in a trivial sense simply because knowl-
edge is accumulative over time, at least insofar as it is recorded; as such, advancement would
seem only a matter of speed. However, as articulated by the science philosopher Thomas
Kuhn (1922-1996) ([Kuh12]), transitions of a much more disruptive character occasionally
occur in the sciences, and they cause profoundly new mentalities to ascend.

Roughly 100 years ago, bothbothbothbothbothbothbothbothbothbothbothbothbothbothbothbothboth physics and mathematics found themselves at such bewil-
dering points of disruption, after many years of marching steadily and obliviously towards
them.

In mathematics, the continued process of rigorously formalising its concepts in the lan-
guage of set theory had approached a landscape inhibited by more and more intriguing
entities; objects such as Peano’s space-filling curve ([Pea90]), Weierstraß’ nowhere differ-
entiable but everywhere continuous function ([Wei72]), and Cantor’s uncountable infinities
([Can84]) were proved to formally exist by abstract arguments, though their interpretation
stretched the intuition of contemporaries. This growing balloon of peculiarities was building
up tensions that forced mathematicians to question the very foundations of mathematical
thinking, and exhibits such as Russell’s paradox around 1903 ([Rus]) eventually became
so incriminating that the balloon cracked wide open. It was exposed that mathematics
ultimately did not rest on solid formal grounds, and the so-called Foundational Crisis of
Mathematics was burning at its fullest.

In physics, a revolution of remarkably similar significance was playing out. The physicist
Albert A. Michelson4 had barely uttered the words ([Mic]) "[...] it seems probable that most
of the grand underlying principles [in Physics] have been firmly established" in 1894, before,
as if orchestrated by the Goddess of Irony, chaos began to sprout – among other things,
Maxwell’s equations for the successful theory of electromagnetism seemed to display a con-
flict with the principle of Galilean relativity, the so-called ‘ultraviolet catastrophe’ plagued
statistical mechanics, and Nature appeared to exhibit a weird discretized behaviour with
respect to the emission of light from atoms. The tendency of these beauty flaws to resist
elimination and rather conspire to unite in opposition was stressing and aggravating the
physical community.

Eventually, thanks to exceptional thinkers in both disciplines, these tensions were un-
ravelled and new paradigms arose in mathematics and physics alike.

Physicists had understood that we needed to profoundly revise some of our dearest
conceptions about how the world works. Albert Einstein realised that the notions of space
and time behaved in surprising and malleable ways defying thousands of years of human
intuition, resolving not only in 1905 the problem from Maxwell’s equations ([Ein05]), but
also providing over the years 1907–1915 a new and radically different theory of gravitation
([Ein16]). Today, his theory of general relativity remains a landmark in physics. Similarly, a
list of people too long to reproduce – but including (Einstein and) Max Planck, Niels Bohr,
Werner Heisenberg, Louis de Broglie and Erwin Schrödinger – progressively and collectively
grasped through the period 1900–1930 that the discrete, quantised behaviour of Nature
was covering over an underlying reality inherently different from the one we experience
in our daily lives. This theory, which became known as quantum physics, was not only

4A similar quote is often falsely attributed to William Thomson (Lord Kelvin).
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puzzling because it seemed best phrased in unexpectedly sophisticated mathematical realms
of complex linear algebra and Hilbert spaces – it also challenged the very idea that questions
about the properties of a physical object are meaningful.

Mathematicians, meanwhile, came to terms with their own crisis. They managed to re-
pair the axioms of set theory and to make precise what formal reasoning in general is, thus
effectively making the analysis of reasoning partpartpartpartpartpartpartpartpartpartpartpartpartpartpartpartpart ofofofofofofofofofofofofofofofofof mathematicsmathematicsmathematicsmathematicsmathematicsmathematicsmathematicsmathematicsmathematicsmathematicsmathematicsmathematicsmathematicsmathematicsmathematicsmathematicsmathematics itselfitselfitselfitselfitselfitselfitselfitselfitselfitselfitselfitselfitselfitselfitselfitselfitself. Two of the most
striking insights were due to Kurt Gödel around 1930, who demonstrated that a formal
statement can be given a finite, checkable proof provided that it is true under every possible
interpretation of its content (the Completeness Theorem, [Göd29]), but also that any potent
system of reasoning will spawn formal statements which are true under some interpretations
and false under others, and thus cannot be settled by checkable mathematical proofs (the
Incompleteness Theorem, [Göd31]).5 In the primeval soup of these ideas about ‘checkable’
procedures – as contemplated also by contemporaries such as Alonzo Church, Alan Turing
and Emil Post – eventually emerged the formal notions of algorithms and computability,
which previously had only intuitive meaning. Not long after this, Claude Shannon in 1948
([Sha48]) conceived of a mathematical theory of information, and on these two pillars – the
theories of computation and information – was built the field of computer science. Amus-
ingly, the desire to rigorously treat an abstract mathematical universe of infinite sets had
led us to create the finitistic framework of computation, to which we now owe the existence
of every digital computer on Earth (and in space).6

It may very well have been accidental that the two crises of the sciences raged at the
same time. There is, however, a poetic glow to the fact that quantum theory and computer
science were conceived and born simultaneously, and, as it turns out, destined to meet again
later in life. Information is physical, said the physicist Rolf Landauer in 1961 ([Lan61]),
and he thereby ushered an era devoted to the thesis that the theory of computation and
information processing cannot be separated from physics, since the processing is ultimately
executed by physical entities. The specific cocktail of quantumquantumquantumquantumquantumquantumquantumquantumquantumquantumquantumquantumquantumquantumquantumquantumquantum information theory was given
shape in the early 1980s, when various people apprehended that quantum physics may affect
the efficiency of computation (Richard Feynman [Fey82] and David Deutsch [Deu85]), that
it fundamentally prohibits certain standard information-theoretic tasks such as duplicating
information (William K. Wootters and Wojciech H. Zurek [WZ82]), and that it provides the
means for cryptographic schemes not conceivable in classical information theory (Stephen
Wiesner [Wie83], Charles Bennett and Gilles Brassard [BB84]).

Over the years, the field of quantum information theory grew larger, and though it is
today still relatively young, it is a well-established area of research, tri-disciplinary between
physics, computer science and mathematics. Whether we will ever be able to build an op-
erational quantum computer which outperforms the most powerful digital computers is a
question of intense dispute, but regardless of this a vast number of insights has been gained
in information theory from the influence of quantum theory, and in quantum theory from
the influence of information theory ([NC02]).

5For example, even some statements about the natural numbers 1, 2, 3, . . . and the arithmetic operations
+ and · cannot be decided– they simply have different truth values under different interpretations of what
these entities mean. No matter how well we try to contain them by specifying how they interact with one
another (by axioms such as for all a, b, c, it holds that (a + b) · c = a · c + b · c), we will not succeed in
eliminating undecidable statements.

6If nothing else, let this be a testament to the fact that basic research in mathematics should always be
supported.
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Now, one of the subfields of quantum information theory, known as quantum foundations,
seeks to better understand what are the core principles of quantum information theory, and
how can they be phrased in general, abstract terms. Research within this subfield attempts
to define a mathematical universe of physical theories and to understand what makes quan-
tum theory special among them.

This PhD thesis confines to that line of thought, and aims to recast a specific phe-
nomenon in quantum information theory, quantum self-testing, in general, abstract terms.
In doing so, it presents a new theory of so-called dilations, a concept which is well known
in the field but has not been studied systematically before. Intuitively, a dilation of an
information channel (an information channel being for example a device which accepts an
input, computes the value of a function, and then returns an output) can be thought of as
encoding ‘secret computations’ which take place in the course of our interaction with the
information channel. The main conclusions of this thesis are that quantum self-testing can
be understood in the language of such dilations, and that in fact many features of quantum
information theory itself can be derived from principles phrased exclusively in terms of dila-
tions. In developing the formalism necessary for these conclusions, it uses the mathematical
language of category theory, a field which arose in the 1940s ([ML13]) and today has wide
applicability. As such, it is my hope that some of the ideas and results presented here may
find application also in pure mathematics, or other fields outside of quantum information
theory.

No one can say with certainty what the future of science is like. Physics and mathematics
– and computer science, the newcomer – will probably again face critical and disruptive
periods. I am thankful for having lived 100 years after the groundbreaking work that led to
the exciting scientific landscape of today, and I hope that this landscape will be even more
exciting to those who gaze upon it 100 years from now.

For Someone
In order to understand what quantum self-testing is, and how it came to be, we must first
return to the turbulent early years of quantum physics.

Though Einstein had played a major role in establishing quantum theory,7 he was fa-
mously non-pleased with the philosophical inclinations it seemed to require. One of the
strange features of quantum theory is that it is probabilistic: When we measure the same
property in two physical systems prepared identically, we might get different results. Quan-
tum theory predicts the probability distributions which the measurement results follow, but
generally cannot predict the exact values obtained. When quantum theory was still young,
there were (at least) two different opinions about how to interpret this circumstance.8

According to the realist position, as held by Einstein, a measurement of a physical system
reveals a property which the system already possessed in advance; though we may not know
e.g. what the velocity (momentum) of a particle is before we measure it, the particle surely
hadhadhadhadhadhadhadhadhadhadhadhadhadhadhadhadhad a velocity prior to our measurement. As such, if quantum theory predicts randomness in

7In 1921, he was rewarded the Nobel prize in for his discovery of the photoelectric effect, which posited
the quantised nature of light.

8See e.g. the witty descriptions in Ref. [Gri05], from which I have borrowed the terms ‘realist position’
and ‘orthodox position’.
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measurement outcomes, it must be because the theory itself falls short of giving a complete
description of reality.

On the other hand, according to the orthodox position, as defended by others, the ran-
domness of quantum theory is fundamentalfundamentalfundamentalfundamentalfundamentalfundamentalfundamentalfundamentalfundamentalfundamentalfundamentalfundamentalfundamentalfundamentalfundamentalfundamentalfundamental and exempt from ordinary intuition. It simply
makes no sense to speak of a physical system having a particular property before we measure
it; this was the message of quantum theory, and it needed no fix. That idea was absurd to
the realists, and in 1935, Einstein and colleagues Boris Podolsky and Nathan Rosen pre-
sented a thought experiment ([EPR35]) meant to expose that it was flawed.

In high-level terms, Einstein, Podolsky and Rosen argued that in certain experimental
scenarios, the outcome of one measurement seemed to be definite (i.e. non-random), yet
quantum theory failed to predict its value.

More precisely, they imagined a source emitting pairs of particles going off to two different
sites, A and B. At each site, an experimenter is waiting for the respective particle and can
choose to measure one of two properties9 of it, corresponding to measurements M0

A or M1
A

at site A, and M0
B or M1

B at site B. Like any other physical theory, quantum theory has a
notion of state of a physical system. A ‘physical system’ is a somewhat abstract concept,
but for example the two emitted particles considered together form a physical system; as
such, quantum theory mathematically associates to this system a set of possible states, ψ.10

Einstein, Podolsky and Rosen (a trio which became known as ‘EPR’) now pointed out
that according to the mathematical formalism of quantum theory, there exists a state ψ,
and measurements M0

A, M
1
A, M

0
B and M1

B, for which the theory predicts the following: If
the two particles are in the state ψ and the measurement Mx

A (x = 0, 1) is performed at site
A and yields outcome11 yxA, then the outcome yxB of the measurement Mx

B (same x) at site
B can be inferred withwithwithwithwithwithwithwithwithwithwithwithwithwithwithwithwith certaintycertaintycertaintycertaintycertaintycertaintycertaintycertaintycertaintycertaintycertaintycertaintycertaintycertaintycertaintycertaintycertainty from yxA, i.e. there are pre-determined functions f0 and f1

such that y0
B = f0(y0

A) and y1
B = f1(y1

A).
Now, if the sites A and B are sufficiently separated, and if the measurements are per-

formed within suitable time spans, then the principle of special relativity (that no signal can
travel faster than light) ensures that the measurement at site A cannot affect the measure-
ment at site B, and vice versa. Consequently, they argued, it must be the case that the two
measurement outcomes y0

B and y1
B were really determined all along. Nevertheless, quantum

theory alsoalsoalsoalsoalsoalsoalsoalsoalsoalsoalsoalsoalsoalsoalsoalsoalso says that the state ψ does not yield definite (non-random) values for both of
measurements M0

B and M1
B – in fact, the measurements M0

B and M1
B have the property that

every quantum state whatsoever will give random outcomes for at least one of them. They
drew from this the conclusion that the quantum states ψ simply did not model all informa-
tion about the particles, and they expressed the belief that it was possible to find another
theory which resolved this problem.

However, their criticism backfired spectacularly. Three decades later, in 1964, the physi-
cist John S. Bell ([Bel64]), inspired by their paper, astounded the scientific community by
demonstrating that nothingnothingnothingnothingnothingnothingnothingnothingnothingnothingnothingnothingnothingnothingnothingnothingnothing could be done to repair the alleged incompleteness of quantum
theory. His insight was striking, because it ultimately meant that the ‘realist’ and ‘ortho-
dox’ positions towards quantum theory were not a matter of philosophical taste – quantum
theory was plainly incompatibleincompatibleincompatibleincompatibleincompatibleincompatibleincompatibleincompatibleincompatibleincompatibleincompatibleincompatibleincompatibleincompatibleincompatibleincompatibleincompatible with the former, and this incompatibility could moreover
be subjected to an experimental test.

9In their paper [EPR35], these two properties were the momentum or the position of the particle, but
this is not essential.

10In the case of two particles, the states correspond more or less to functions called wave functions, but
again this is inessential.

11For example, in the case of momentum and position, yxA is some real number.
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Bell considered a version of the EPR-scenario in which the relevant quantum state ψ
of the two particles is the so-called singlet state, and for which the quantum measurements
were measurements of so-called spins of the particles, meaning in particular that the possible
measurement outcomes were +1 or −1. More specifically, there exist according to the
formalism of quantum theory, for any unit vector v ∈ R3, a ‘spin measurement in direction v’,
M(v), and for unit vectors vA, vB ∈ R3 the spin measurementsMA(vA) at site A andMB(vB)
at site B are such that when measuring two particles in the singlet state, the probability
of obtaining measurement outcomes yA, yB ∈ {+1,−1} is given by 1

4 −
yAyB

4 vA · vB, where
vA · vB is the scalar product of vA and vB. Thus, if the four measurements M0

A, M
1
A, M

0
B

and M1
B in the EPR-scenario are chosen as spin measurements, with MxA

A = MA(vxA

A ) and
MxB

B = MB(vxB

B ) for xA, xB ∈ {0, 1} and some unit vectors v0
A, v

1
A, v

0
B, v

1
B ∈ R3, then the

probability distributions predicted by quantum theory are

P xA,xB
quant.(yA, yB) =

1

4
− yAyB

4
vxA

A · v
xB

B (1)

Now, ififififififififififififififififif there is, as Einstein, Podolsky and Rosen hoped, a complete theory meeting their
standards of realism, then the measurement outcomes merely reveal pre-existing properties
which can be described by ±1-valued random variables Y xA,xB

A (the measurement outcome
at site A) and Y xA,xB

B (the measurement outcome at site B). If moreover this assumed theory
is local, meaning that it complies to the non-signalling principle from special relativity, then,
when A and B are suitably separated, YA cannot depend on xB and YB not on xA. As such,
what we have is really fourfourfourfourfourfourfourfourfourfourfourfourfourfourfourfourfour random variables, Y xA

A for xA ∈ {0, 1}, and Y xB

B for xB ∈ {0, 1},
and their probability distributions are simply

P xA,xB

loc. real.(yA, yB) = Pr (Y xA

A = yA, Y
xB

B = yB) . (2)

What Bell then did was to derive an inequality that the probabilities (2) are bound to
obey due to the mere fact that they arise as distributions of random variables as indicated,
but which the probabilities (1) as predicted by the formalism of quantum theory, do notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot
obey (for suitable choices of the vectors vxi

i ). As such, Bell’s inequality by itself is not a
result about quantum theory; it is about any theory which meets the requirements of realism
(so as to infer the existence of random variables) and locality (so as to conclude the inde-
pendence of the outcomes at site A from the measurement chosen at site B, and vice versa).
The result about quantum theory is that it violatesviolatesviolatesviolatesviolatesviolatesviolatesviolatesviolatesviolatesviolatesviolatesviolatesviolatesviolatesviolatesviolates Bell’s inequality, and hence cannot be
both local and realistic.12

From an abstract vantage point, the collections P = (P xA,xB

loc. real.)xA,xB∈{0,1} of probability
distributions which arise from local realism (i.e. which are of the form (2)) form a convex
set,13 and Bell’s inequality corresponds to a half-space which confines this convex set. (This
is similar to the way in which a pyramid is confined by half-spaces, four half-spaces corre-
sponding to its tilted sides, and one to its horizontal bottom.) In honour of Bell, we generally
refer to such half-space inequalities as Bell-inequalities. One of the simplest derivations of

12It is known, incidentally, that quantum theory cancancancancancancancancancancancancancancancancan be given a realistic interpretation (i.e. one in which
measurable properties are described by random variables) known as de Broglie-Bohm theory, or simply
Bohmian mechanics ([Boh52]), but it is, of course, non-local.

13In the sense that if P1 = (P
xA,xB
1 )xA,xB∈{0,1} and P2 = (P

xA,xB
2 )xA,xB∈{0,1} are two such collections, and

if α ∈ [0, 1], then P = (PxA,xB )xA,xB∈{0,1} is also such a collection, with PxA,xB := αP
xA,xB
1 +(1−α)P

xA,xB
2 .

This is because the weight α can be encoded as the success probability of a {0, 1}-valued random variable
Z, which we may include into the random variables giving rise to P1 and P2.
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a Bell-inequality is not Bell’s original, but was given a few years later ([CHSH69]), by J.
Clauser, M. A. Horne, A. Shimony and R. A. Holt. They first observed that the random
variables Y xi

i must with unit probability satisfy the inequality

(Y 0
A + Y 1

A ) · Y 0
B + (Y 0

A − Y 1
A ) · Y 1

B ≤ 2. (3)

Indeed, since Y xA

A has values ±1, either the sum Y 0
A + Y 1

A or the difference Y 0
A − Y 1

A is
±2 while the other is 0, and in each case the above expression then takes one of the values
±2 (since also Y xB

B is ±1). But now, the inequality (3) must also hold for the expectation
values, that is,

E(Y 0
A · Y 0

B ) + E(Y 1
A · Y 0

B ) + E(Y 0
A · Y 1

B )− E(Y 1
A · Y 1

B ) ≤ 2. (4)

Each of these four expectation values can be re-expressed using the probabilities (2),
since

E(Y xA

A · Y xB

B ) = Pr(Y xA

A = Y xB

B )− Pr(Y xA

A 6= Y xB

B )

= P xA,xB

loc. real.(1, 1) + P xA,xB

loc. real.(−1,−1)− P xA,xB

loc. real.(1,−1)− P xA,xB

loc. real.(−1, 1),

(5)

but we may equivalently keep the inequality in the form (4). This is the so-called CHSH-
inequality. To see that it can be violated in quantum theory, note that, by Eq. (1),

P xA,xB
quant.(1, 1) + P xA,xB

quant.(−1,−1)− P xA,xB
quant.(1,−1)− P xA,xB

quant.(−1, 1) = −vxA

A · v
xB

B , (6)

so if quantum theory were locally realistic, the CHSH-inequality would read

−v0
A · v0

B − v1
A · v0

B − v0
A · v1

B + v1
A · v1

B ≤ 2. (7)

However, by choosing v0
A = (−1, 0, 0), v1

A = (0,−1, 0), v0
B = (1/

√
2, 1/
√

2, 0) and v1
B =

(1/
√

2,−1/
√

2, 0), we easily compute that each of the four terms attain the value 1/
√

2, so
that the entire expression equals 2

√
2 which is evidently larger than 2.

And nownownownownownownownownownownownownownownownownow we come to quantum self-testing.

Though Bell’s theorem was a shock, it was not a shock that extended to comatose
paralysis. On the contrary, the result stimulated a renewed interest in the set-ups from the
thought experiment envisioned by Einstein, Podolsky and Rosen. An obvious question was
the following: By how much can quantum theory violate the principles of local realism?

A precise incarnation of this question was by how much quantum theory can violate the
CHSH-inequality. This problem was solved in 1980 by the mathematician Boris Cirelson
([Cir80]), who showed that the violation is at most 2

√
2, and also coined the term behaviour

([Cir93]) about the collections P = (P xA,xB)xA,xB∈{0,1} of probability distributions producible
within a given theory. To prove that there was no quantum behaviour which exceeded the
value 2

√
2 was not simply a matter of optimising the expression (7) over unit vectors,

as the formula (1) applies only to give those quantum behaviours which result from spin
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measurements on particles in the singlet state. Rather, Cirelson’s argument was rooted in
the general formalism of quantum theory, in terms of linear operators on Hilbert spaces.14
The set of quantum behaviours can be shown to be convex like the smaller collection of
locally realistic behaviours, and Cirelson’s inequality (or Cirelson’s bound) is thus a quantum
analogue of Bell’s inequality, namely an inequality corresponding to a half-space which
confines the set of possible behaviours.

One of the questions raised by his work was the following: What are the configurations of
quantum states and quantum measurements whose behaviour reach the Cirelson bound 2

√
2?

A number of results ([SW87, PR92, BMR92, Cir93]) soon demonstrated that the value
2
√

2 could in fact, in a certain sense, only be obtained by measuring the singlet state using
the above spin measurements. While this was curious, it was mainly considered interesting
for foundational reasons.

Probably the first person to acknowledge that the scenarios considered by Bell and
Cirelson could have applications in the newly emerging field of quantum information theory
was the physicist Artur Ekert. In 1991, he pointed out ([Eke91]) that because the values
of the CHSH-expression which exceed 2 signify the lack of local realism, such values must
certify genuine randomness in measurement outcomes, randomness which may be used for
cryptographic purposes,15 since by Bell’s argument not even a potentially untrusted man-
ufacturer of the measurement devices could have known it in advance. Using the fact that
the particular value 2

√
2 more or less uniquelyuniquelyuniquelyuniquelyuniquelyuniquelyuniquelyuniquelyuniquelyuniquelyuniquelyuniquelyuniquelyuniquelyuniquelyuniquelyuniquely determines the configuration of state and

measurements, this idea was made even more explicit at the turn of the millennium, in the
papers [MY98] and [MY04] by Dominic Mayers and Andrew Yao, who gave the name self-
testing to this phenomenon, that devices could be used to ‘test themselves’. It is important
to appreciate that the idea of exploiting quantum self-testing for applications constituted
an almost paradigmatic change in mindset relative to the perspective of Bell and Cirelson.
Whereas they had been thinking about trustworthy experimenters who wished to establish
the supremacy of quantum theory over local realism, the new ideas took the point of view
that the whole experimental set-up was like a game, a potentially vicious scheme in which
untrustworthy agents had prepared an experiment whose purpose was to fool us to believe
that a certain state was being subjected to certain measurements.

The mathematical definition of self-testing (which took its modern standard form in Ref.
[MYS12]) is as follows:

In quantum information theory, the physical systems at sites A and B are modelled by
(finite-dimensional) Hilbert spaces HA and HB over the complex field C. When considering
the two systems as one (as we did above), the associated Hilbert space is the tensor product,
HA ⊗ HB. A state on this system is modelled16 by a unit vector ψ ∈ HA ⊗ HB. Finally,
the measurement Mxi

i (xi = 0, 1) is modelled17 by a so-called projection-valued measure
(PVM) on Hi, that is, by orthogonal projections Πxi

i (1), Πxi
i (−1) on Hi (one for each

14Though I will not reproduce it here, Cirelson’s proof was not particularly technical; what he did was
basically to establish an operator inequality.

15For example, it is often of interest to generate shared randomness so that one may use this to establish a
secret key for encryption. However, it is of course important that this randomness is the genuine randomness
that comes from quantum measurements, and not randomness which was known to the potentially adversarial
manufacturer of the devices in advance.

16Two comments are in place here. First of all, only the so-called pure states are modelled as such (we
will return to this shortly). Secondly, it is more correct to say that pure states are modelled by rank-one
projections (or, what is equivalent, one-dimensional subspaces of the Hilbert space), since for any α ∈ C of
unit modulus, the vectors ψ and αψ correspond to the same state.

17Again, there are more general kinds of measurements than PVMs, and we shall return to this point.
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possible measurement outcome yi = 1,−1), which sum to the identity operator on Hi,
Πxi
i (1)+Πxi

i (−1) = 1Hi . In summary, a configuration of states and measurements is defined
by a triple (ψ,ΠA,ΠB), where ψ ∈ HA ⊗HB is a unit vector, and where ΠA = (ΠxA

A )xA∈{0,1}
and ΠB = (ΠxB

B )xB∈{0,1} are collections of PVMs on HA and HB, respectively. Such a triple is
called a (tensor-product) quantum strategy, and the formalism of quantum theory stipulates
that it gives rise to the behaviour P = (P xA,xB)xA,xB∈{0,1} given by the inner products

P xA,xB(yA, yB) = 〈ψ, [ΠxA

A (yA)⊗ΠxB

B (yB)]ψ〉, xi ∈ {0, 1}, yi ∈ {1,−1}. (8)

(The quantum behaviour (1) then arises from a suitable choice of such a quantum strat-
egy. In particular, the singlet state corresponds to the vector ψ = e0⊗e1+e1⊗e0√

2
∈ C2 ⊗ C2,

where (e0, e1) is the standard basis in C2, and the spin measurements correspond to projec-
tions Πxi

i (±1) which project onto various 1-dimensional subspaces of C2.)
Now, in the case of the CHSH-inequality, quantum self-testing formally means that if

(ψ,ΠA,ΠB) is any quantum strategy for which the associated behaviour reaches the Cirelson
bound 2

√
2, then this strategy is ‘reducible’, or ‘equivalent’, in a certain sense, to a fixed,

canonical strategy (ψ̃, Π̃A, Π̃B), namely the one described by the singlet state and the spin
measurements from above. Precisely, this reducibility criterion is expressed by the existence
of so-called residual Hilbert spaces Hres

A and Hres
B , a residual state ψres ∈ Hres

A ⊗Hres
B , and

isometries Wi : Hi → H̃i ⊗Hres
i such that

[WA ⊗WB][ΠxA

A (yA)⊗ΠxB

B (yB)]ψ = [Π̃xA

A (yA)⊗ Π̃xB

B (yB)]ψ̃ ⊗ ψres, xi ∈ {0, 1}, yi ∈ {1,−1}.
(9)

In quantum theory, the local application of an isometryWi is like a change of coordinates,
so Eq. (9) is supposed to express that, up to such local changes of coordinates, the strategy
(ψ,ΠA,ΠB) is really just the canonical strategy (ψ̃, Π̃A, Π̃B), except possibly augmented by
a state ψres which is shared between the two sites A and B, but which is not acted upon by
the measurements.

Of course, the above definition generalises significantly beyond the CHSH-scenario. (In
fact, the scenario considered by Mayers and Yao was a different one.) In general, we use the
term (bipartite)18 Bell-scenario about a quadruple of finite non-empty sets (XA, XB, YA, YB),
with Xi corresponding to a set of possible measurement settings (‘inputs’) at site i, and Yi
a set of possible measurement results (‘outputs’) at site i.19 The definition of a quantum
strategy for this Bell-scenario generalises in the obvious way, as a triple (ψ,ΠA,ΠB), where
Πi = (Πxi

i )xi∈Xi is a collection of PVMs (Πxi
i (yi))yi∈Yi on Hi, i.e. orthogonal projections

on Hi summing to 1Hi
. The behaviour of such a strategy is given as in Eq. (8). More-

over, we no longer talk of a specific inequalityinequalityinequalityinequalityinequalityinequalityinequalityinequalityinequalityinequalityinequalityinequalityinequalityinequalityinequalityinequalityinequality being saturated, we will simply say that the
quantum behaviourbehaviourbehaviourbehaviourbehaviourbehaviourbehaviourbehaviourbehaviourbehaviourbehaviourbehaviourbehaviourbehaviourbehaviourbehaviourbehaviour P self-tests the quantum strategy (ψ̃, Π̃A, Π̃B), if any quantum strategy
(ψ,ΠA,ΠB) with behaviour P is reducible to (ψ̃, Π̃A, Π̃B), by means of a residual state ψres

and isometries WA and WB as in Eq. (9).

The traditional definition of quantum self-testing as laid out above is mathematically
unambiguous. The circumstance that motivated this PhD thesis is that its operational

18There is also a more or less obvious generalisation from two sites A and B to more sites, but we mostly
consider the bipartite scenario.

19Unfortunately, the symbol Yi is now used for a set, whereas we previously used it for a random variable;
hopefully this causes no confusion.
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significance is unclear. The most convincing argument for this is by observing that the
definition is intimately intertwined with the very formalism of quantum information theory:
It is carved in the stones of Hilbert spaces, linear operators and vectors, and it is not at all
obvious how one would formulate it independently of this, despite the fact that the narrative
of self-testing – namely, ‘there is essentially only one way of realising the behaviour P ’ -
suggests that a general formulation should be possible.

Not only is a reformulation desirable in order to understand the significance of the
phenomenon in otherotherotherotherotherotherotherotherotherotherotherotherotherotherotherotherother theories than quantum information theory. It is also desirable in order
to better understand its significance withinwithinwithinwithinwithinwithinwithinwithinwithinwithinwithinwithinwithinwithinwithinwithinwithin quantum information theory.

First of all, there is consensus among many that the Hilbert space formulation of quan-
tum information theory is mysteriously obscure. Grounded in this opinion, a number of
works (see e.g. Refs. [Har01, CDP11], and the book [CS16]) have demonstrated that re-
markable reformulations of the theory are possible, namely formulations which do not refer
to Hilbert spaces or linear algebra, but are cast instead in a universal language pertaining
to general theories of information processing. It is conceivable that quantum information
will eventually be best understood and studied from such an abstract point of view, and as
such it is highly relevant to have a definition of self-testing which is compatible with that
mode of abstraction.

Secondly, even within the usual formalism, the significance of a ‘quantum strategy’ is
somewhat unclear. For example, the most general kind of quantum states are not repre-
sented by unit vectors, but so-called density matrices. Similarly, the most general kinds
of quantum measurements are not represented by PVMs, but POVMs (positive operator-
valued measures). Whereas a number of mathematical results imply that general states and
POVMs can be seen as ‘arising’ in a precise way from pure states, respectively PVMs, the
meaning of these results as they apply to quantum strategies is obfuscated, at best (this
point is detailed in Chapter 5). In fact, if we really take literally the assumption that the
experimental set-up in a self-testing scenario is crafted by untrusted agents, then it seems
presumptuous to believe in the first place that the two devices establish their outputs by the
simple process of sharing a quantum state and performing measurements on it.20 Though
this worry might seem ludicrous to those who find it intuitively clear that we can always
standardise the form of more general ‘strategies’ to triple-form (ψ,ΠA,ΠB), it is not clear
how to give a formal argument for this without having an accepted notion of ‘general strat-
egy’, and at any rate the meaning of the components ψ, ΠA and ΠB certainly does not
crystallise in the process of this standardisation.

Lastly, in order for quantum self-testing to be a practical significance, it is important that
self-testing results be robust, such that if a strategy (ψ,ΠA,ΠB) gives rise to a behaviour
which is merely closecloseclosecloseclosecloseclosecloseclosecloseclosecloseclosecloseclosecloseclose to P , then it is closecloseclosecloseclosecloseclosecloseclosecloseclosecloseclosecloseclosecloseclose to being reducible to the canonical strategy
(ψ̃, Π̃A, Π̃B), in suitable senses of the word ‘close’. (The reason for this is not only that real
experiments are prone to measurement errors, but also that the probabilities P xA,xB(yA, yB)
can never be determined precisely, but only estimated based on finitely many observations.)
It seems obvious that a sensible notion of ‘closeness’ should be operational (the standard
choice from Ref. [MYS12] of using the Hilbert space norm of the difference between left
and right hand sides in Eq. (9) is not); the problem of defining such a distance measure
is left open by this thesis, but it is certainly necessary that there first exist an operational
definition in the exactexactexactexactexactexactexactexactexactexactexactexactexactexactexactexactexact case.

20For example, there could be an intricate procedure by which a sequence of local operations is first
executed to decide which of several shared states to use in a subsequent protocol, etc.
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For Anyone
In this thesis, I present a framework which offers a fundamentally different way of looking
at quantum self-testing.

Let us consider the behaviour P = (P xA,xA)xA∈XA,xB∈XB
observed in a Bell-scenario not

simply as a collection of probability distributions on the outcome set YA × YB, but as a
dynamic information channel which receives local inputs xA, xB and produces local outputs
yA, yB. We make no assumptions about the constituents of this channel, but merely assume
that it can indeed be ‘constructed’ from basic constituents, and that it adheres to the locality
assumption so as to produce at site i the output yi given only the input xi.

Now, instead of asking what the individual components of the channel might be, we ask
a different and purely operational question:

What are the possible side-computations that may secretly be executed in the environment
during our interaction with the channel?

To intuitively understand the idea of ‘side-computations in the environment’, three simple
examples of information channels are helpful. They can be pictorially displayed as

A f B , {0, 1} T {0, 1} , C2 id C2 , (10)

of which the first represents the computation of an ordinary function f : A → B, the
third represents the identity channel on the system C2 in quantum information theory, and
the one in the middle represents the ‘bit refreshment ’ channel in classical information theory,
which accepts as input any bit and outputs a uniformly random bit, regardless of the input.

(In each case, we tacitly assume that we can interact an arbitrary number of times with
independent copies of the channel, so as to establish that the input-output behaviour of the
channel is really as declared.)

Suppose we interact with the first channel, f . We do so by providing an input a ∈ A to
the input interface of the channel, and receiving the output b = f(a) at the output interface.
(For example, this is the kind of interaction we have with an ordinary digital computer.)
Now, we imagine an environment, consisting of additional interfaces which we do not see,
but which other agents – be they untrustworthy, or simply ‘Nature’ itself – can access. (For
example, when interacting with a digital computer, there might be hidden interfaces within
the computer, to and from which another party can send and receive information.) Provided
that we really see the behaviour f at our interfaces, what computations might be going on
simultaneously between these hidden interfaces?

It is quite easy to analyse this question. Of course, the environment may, simultaneously
with our use of the channel, perform a computation which is completely independent, given
by some function g : C → D. In this case, the totaltotaltotaltotaltotaltotaltotaltotaltotaltotaltotaltotaltotaltotaltotaltotaltotal channel describing the situation is the
parallel composition f × g : A × C → B × D. More interestingly, the environment might
copy our input a ∈ A, and use it to compute some function g : A → D, so that the total
channel is given by the function (f, g) : A → B × D, a 7→ (f(a), g(a)); the value f(a) is
returned to us, but the value g(a) is kept secret in the environment, possibly to be used in
other computations. Even more generally, the environment can copy our input a ∈ A in
order to decide which of several functions ga : C → D to apply on the side. In a sense, we
are describing the obvious fact that if we want someone to compute a function value f(a)
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for us, we cannot do this without sharing with them the value of a, and thereby allowing
them to keep it in memory. On the other hand, it is intuitively clear that the value of the
input a is the ‘strongest’ possible information the environment can extract from our use of
the channel; every other side-computation can be ‘derived’ from the one that corresponds
to copying the input.

The various channels that formalise side-computations in the presence of f will be called
dilations of f . The notion of dilation is dual to that of a marginal, in the sense that a
dilation of f is precisely a channel whose marginal is f .

Suppose instead we interact with the third channel, idC2 . This channel is in a sense
the quantum analogue of the identity function from {0, 1} to {0, 1}; it accepts as input a
quantum state on the 2-dimensional system C2, and does nothing to it. Again, we may
ask about the various possible side-computations, or, more precisely, the various possible
dilations of idC2 .

Readers unfamiliar with quantum information theory might think that, once again, the
environment can keep a copy of our input in memory. This, however, is notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot the case, due to
the so-called No-Cloning Theorem of quantum information theory ([WZ82]). According to
this result, quantum information, in contrast to classical information, cannot be copied; in
fact, every dilation of idC2 must factor in the same way as the independent side-computations
for f above,21 with the exception that the environment may stall its secret computations
until we feed an input to our accessible interface. Hence, there is again a ‘strongest possible’
dilation of the channel idC2 , namely the one which simply registers in the environment that
an input has been provided.

Finally, suppose we interact with the ‘bit refreshment’ channel, T . As it turns out,
every dilation will be derivable from one of two possible dilations, but those two should be
considered genuinely different. They intuitively correspond to two different implementations
of T , which can easily be described in words. (Here, I use the word ‘implementation’ in an
intuitive sense, but a fundamental point of the work in this thesis is that this intuitive notion
can be formalised by the precise notion of dilation.)

The first such implementation of T is the obvious one; our input to the channel is
discarded, and as output we are given a completely fresh random bit. This seems to be
merely the description of the input-output behaviour of the channel, so it may come as a
surprise that it could be implemented in other ways. Indeed it can, however:

In the second implementation, our input is not discarded, but instead the environment
generates a random bit and uses it to decide whether to give us back as output our original
input, or to give instead the oppositeoppositeoppositeoppositeoppositeoppositeoppositeoppositeoppositeoppositeoppositeoppositeoppositeoppositeoppositeoppositeopposite of our original input. From our point of view, the
input-output behaviour of the channel is still a bit refreshment.

The two corresponding dilations are given as follows. The first one can be pictorially
represented as

{0, 1}
id

{0, 1}
1

id
{0, 1}

Cop
{0, 1}

r {0, 1} {0, 1}

, (11)

21We will establish this result by an abstract argument in Proposition 2.5.5 in Chapter 2.
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where r denotes a uniformly random bit, where ‘Cop’ is the copy channel, where ‘1’
denotes a trivial system which is used to stall computation, and where the wiggly lines
correspond to inaccessible interfaces belonging to the environment. As such, the diagram
should be read as follows: A random bit r is generated and copied. One copy is stored in
the memory of the environment, while the other is saved to be eventually revealed as output
to us. When we provide an input to the accessible input interface, this input is recorded in
the memory of the environment, and the release of r as output at the accessible interface is
triggered.

The second implementation of the channel T corresponds to the dilation represented as

Cop
{0, 1}

{0, 1} {0, 1}
XOR

{0, 1}

Cop
{0, 1}

r {0, 1} {0, 1}

, (12)

where ‘XOR’ denotes the exclusive OR, namely the function which output 0 if its two
inputs bits are identical, and 1 if they are distinct. This time, a random bit r is generated
and copied, one copy stored in memory, and the other used to decide whether, when our
input bit comes it (and is copied to the memory of the environment), it should be given
back to us as output as it is, or first flipped.

We will ultimately see (in Chapter 4) that the two dilations (11) and (12) correspond to
formally distinct situations, but to appreciate the significance of this it is important to first
realise a sense in which the two dilations are equivalent : In equations, the channel (11) can
be written as

δb 7→
1

2
δ̃b ⊗ δ0 ⊗ δ̃0 +

1

2
δ̃b ⊗ δ1 ⊗ δ̃1 (13)

where δz denotes the classical state which is z with certainty (i.e. the degenerate proba-
bility distribution in z), and where, somewhat intermittently, we have used the symbol ˜ to
indicate information belonging to the environment. In words, on input b ∈ {0, 1}, the total
output of the channel is the uniform mixture of the states δ̃b⊗ δ0⊗ δ̃0 (corresponding to the
random bit being 0) and δ̃b ⊗ δ1 ⊗ δ̃1 (corresponding to the random bit being 1). Likewise,
the channel (12) is given equationally by

δb 7→
1

2
δ̃b ⊗ δb ⊗ δ̃0 +

1

2
δ̃b ⊗ δb⊕1 ⊗ δ̃1, (14)

where ⊕ denotes addition modulo 2. Now, if in the environment of the channel (13) one
applies the channel δ̃b ⊗ δ̃k 7→ δ̃b ⊗ δ̃b⊕k, then one effectuates the change δ̃b ⊗ δk ⊗ δ̃k 7→
δ̃b⊗δk⊗δ̃b⊕k and thereby obtains altogether the channel (14), as can be verified by comparing
the outputs for b = 0 and b = 1. Conversely, if the channel δ̃b ⊗ δ̃k 7→ δ̃b ⊗ δ̃b⊕k is applied in
the environment of (14), the channel (13) is obtained.

HoweverHoweverHoweverHoweverHoweverHoweverHoweverHoweverHoweverHoweverHoweverHoweverHoweverHoweverHoweverHoweverHowever, this apparent equivalence of the two dilations is deceiving, because the demon-
strated ‘equivalence’ ignores causality : The side-information encoded by the copies of the
bit r is available in the environment beforebeforebeforebeforebeforebeforebeforebeforebeforebeforebeforebeforebeforebeforebeforebeforebefore we feed our input to the accessible interface –
the channel needed to go from e.g. (11) to (12) needs the copy of the random bit asasasasasasasasasasasasasasasasas wellwellwellwellwellwellwellwellwellwellwellwellwellwellwellwellwell
asasasasasasasasasasasasasasasasas a copy of our input, and therefore does not reproduce the correct causal structure in
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(12), according to which the copy of r exists before our input was presented. As it turns
out, nonononononononononononononononono channel which preserves the causal structure will lead us between the two dilations
(11) and (12). They should be considered different, formalising the intuition that the side-
information in one dilation (pre-existing knowledge of which bit will be given as output)
is information about something entirely different than the side-information in the second
(pre-existing knowledge of whether or not the input will be flipped).

What I will do in the thesis is to demonstrate that quantum self-testing can be viewed
on the same footing as the above examples. The various ‘implementations’ of the observed
quantum behaviour (i.e. the various quantum strategies) appear as causally structured di-
lations (or, as we will say, simply causal dilations) of the behaviour channel, formalising
various possible side-computations. The self-testing phenomenon is then more or less22 the
existence of a strongest possible causal dilation, which moreover has the property that it
holds no pre-existing side-information about the outputs at the accessible interface (in line
with Ekert’s early observation).

Even though this connection to self-testing is one of the main contributions of thesis –
and certainly the unique problem which motivated the project – it is important for me to
stress that the emphasis in the thesis is first and foremost on initiating an abstract and
general study of dilations. This is not only because the structure of dilations in a given
theory turns out to be very interesting in its own right, but also because the fact that quan-
tum self-testing can be interpreted as a dilational phenomenon implies, in my opinion, that
the general study of dilations is necessary and valuable by extension. A systematic study
of dilations has, to the best of my knowledge, not been attempted before; I hope that the
results presented in this thesis will find interest, and that the strands left open will be even
as interesting as to attract the curiosity and contemplation of others.

22There are two caveats to this equivalence, but at this point it only makes sense to describe them in high-
level terms: First of all, some dilations of the behaviour channel will be very strange and not be derivable from
any dilation corresponding to a quantum strategy. The root of this problem is that quantum measurements
turn out to have causal dilations which go against the intuition about what a measurement is (Example 4.3.9).
We will exclude the strange dilations by introducing the notion of a classically bound dilation. Secondly,
quantum self-testing actually also implies the existence of a certain simple representative in the equivalence
class of the strongest possible dilation (this representative essentially corresponds to the canonical quantum
strategy), but I conjecture that such a representative can always be found (Conjecture 5.2.22).
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Structure of the Thesis

It is assumed that the reader of this section has already been through the general introduc-
tion. From this point onwards, the thesis contains the following elements:

• Preliminaries

• Chapter 1 – Theories

• Chapter 2 – Dilations

• Chapter 3 – Metric Theories

• Chapter 4 – Contractible Theories and Causal Dilations

• Chapter 5 – Rigidity and Quantum Self-Testing

• Conclusion

The section Preliminaries collects a few non-standard mathematical facts, mostly per-
taining to the formalism of quantum information theory. Some of them are used quite
extensively, and it is advisable for the reader to skim them in advance.

Each of the five chapters begins with a prelude, divided into two–four subsections, more
or less following the self-explanatory pattern §1. Introduction and Motivation – §2. Com-
parison to Existing Literature – §3. Contributions. Each of them moreover concludes with
a summary and the mentioning of several open ends and ideas for future work.

Below, I will briefly sketch the role of each chapter – it might afterwards be beneficial
for the reader to read in series the preludes to the individual chapters. This not only gives
a more precise idea of their content (under §1. Introduction and Motivation), but also de-
tails the relations to existing literature (under §2. Comparison to Existing Literature) and
provides overviews of the technical contributions (under §3. Contributions), which it would
not make much sense to reproduce here before the relevant concepts have been introduced.

First, we must in Chapter 1 agree on a mathematical framework in which to even
discuss physical theories, channels and dilations. This chapter reviews a variation on the
categorical framework for discussing operational aspects of theories ([CS16]). More precisely,
a theory will be modelled by a symmetric monoidal category in which the monoidal unit
is terminal (these concepts will be explained and heavily exemplified). This framework
constitutes a natural and minimal language in which to eventually make sense of the key
ingredients required for the definitions we desire.
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The role of Chapter 1 is mostly that of introductory review, and it contains only few
original observations. My advice for readers who believe themselves familiar with the con-
tent of Chapter 1, would be to start by skimming the introductory section and the summary
(Section 1.4).

In Chapter 2, dilations are introduced formally, but completely disregarding causal
structure. As mentioned in the general introduction, ignoring causality may effectively
change the relationship among dilations – for example, the two dilations of the bit refresh-
ment channel will be equivalent in the dilational ordering of Chapter 2, but not in the
causalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausal-dilational ordering of Chapter 4, which will eventually be the correct formalisation
of ‘derivability’ among causal dilations.

However, the causality-free setting of Chapter 2 turns out to be enlightening for other
reasons, namely that it allows us speak of dilational principles which a given theorytheorytheorytheorytheorytheorytheorytheorytheorytheorytheorytheorytheorytheorytheorytheorytheory might
comply to. The power of these principles will be demonstrated in Chapter 2 by deriving
from them a number of features, which previously relied on specifics of the formalism of
quantum information theory, or on probabilistic concepts.

The results of Chapter 2 for the most part play no role whatsoever in establishing the
connection of the framework to quantum self-testing. Rather, they are included because
they are interesting in their own right, and because I believe a thorough study of dilations
has to begin in the special case where causality is trivial.

Chapter 3 contains a rather general definition of metrics on a theory, and discusses
some properties which are natural to require of such metrics, with special emphasis on
compatibility with dilations. This idea leads us to introduce the purified diamond-distance,
which is a particularly well-behaved metric in quantum information theory, generalising the
purified distance of Refs. [TCR10, Tom12].

The most important thing to say about this chapter is probably that I was not sure
whether to include it in the thesis or not – the observations in Chapter 3 should be consid-
ered introductory and somewhat detached from the remainder of the thesis. Nevertheless,
I believe that it adds a further perspective to the theory of dilations in Chapter 2, and
that the open problem of extending the metric theory to the causal setting of the two later
chapters might be one of the most interesting left from the thesis.

Chapter 4 is the longest chapter of the thesis. Here, we introduce the formal apparatus
which we will use to speak about causality, in particular the notions of causal dilations
(which formalise causally structured side-computations) and the causal-dilational ordering
(which formalises the idea that some causal dilations are derivable from others). In theory,
Chapter 4 is a ‘causal version’ of Chapter 2, but in practice things are more subtle.

First of all, owing to the causal structure, a new operation among channels arises, namely
that of contraction. For example, in the channel (12) which we saw a few pages ago, the
wiggly output wire at the bottom can be ‘contracted’ with the straight input wire, thus
creating a new circuit;23 it is not clear that this operation can be defined solely in terms
of the total input-output behaviour of the channel (12) without reference to a particular
circuit-representation, but as demonstrated in Chapter 4 it often can. This is important
because we have to allow such contractions to occur in the environment when defining the
causal-dilational ordering (‘derivability’).24 As detailed later, we can view the contraction

23There is no reason why one would want to do so in the particular channel (12), I am merely using it as
example since we have not yet seen other causal channels than (11) and (12).

24The example just given is notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot a contraction within the environment, as the input interface involved in
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operation as an instance of abstract notions of contraction, which are related to so-called
traces in symmetric monoidal categories ([JSV96]).

Secondly, it is relevant to prove a number of stability results to consolidate the concept
of a causal dilation. For example, we will see the non-obvious fact that causal dilations
are actually stable under contractions in the environment as described above, and we will
see (less surprisingly) that the derivability relation is ‘composable’, e.g. in the sense that
derivability is preserved under serial and parallel composition of channels.

Finally, since the causal-dilational ordering is more complicated than the dilational or-
dering, it will not be possible to replicate the precision of Chapter 2 in its analysis. This
however gives rise to the idea of rigidity of a causal channel, which asserts the existence of
a strongest possible causal dilation. This is the concept which we will ultimately link with
quantum self-testing.

That link is established finally inChapter 5. Here, we essentially identify the traditional
quantum strategies as causal dilations from which all other (sensible) dilations are derivable.
We then establish that self-testing as ordinarily conceived implies the equivalence in the
causal-dilational ordering of all causal dilations corresponding to quantum strategies, and
thus in particular the existence of a causal dilation from which all others can be derived and
which has no pre-existing side-information about the outputs at the accessible interface.

This chapter also contains a surprising recharacterisation of quantum behaviours as
those causal channels which admit a causally structured Stinespring dilation which is non-
signalling.

The thesis ends with a common Conclusion which is kept rather short in light of the
individual chapter conclusions.

the contraction does not belong to the environment, but we will see plenty of such examples.
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Preliminaries

The thesis can in principle be read by someone with little knowledge about quantum the-
ory, whereas it requires exposition to a wide range of various elementary mathematical
constructs and ideas (graphs, metric spaces, mathematical standards of formalisation and
proof, etc.). The thesis can be read without previous acquaintance with category theory,
though superficial or intuitive understanding of the subject is beneficial.

A few notions which are needed in the thesis, but may not be covered by standard
mathematical experience, are listed below. The reader with further interest in quantum
information theory may consult the standard reference [NC02], or one of many excellent
lecture notes available online, e.g. [Wat].

§1. Dirac Notation.
Many practitioners of quantum physics fancy the so-called ‘Dirac notation’ ([Dir81]) for

vectors, whereas mathematicians tend to dislike it, perhaps in lack of a rigorous presentation.
We will not need this notation overwhelmingly, but it is used on occasion. It can easily be
introduced in a precise fashion.

Let H be a Hilbert space over C with inner product 〈·, ·〉, which we take to be linear in
its secondsecondsecondsecondsecondsecondsecondsecondsecondsecondsecondsecondsecondsecondsecondsecondsecond argument (and thus anti-linear in the first). Given a vector ψ ∈ H, let us denote
by |ψ〉 (‘ket ψ’) the linear map C→ H given by z 7→ zψ and by 〈ψ| (‘bra ψ’) the linear map
H → C given by φ 7→ 〈ψ, φ〉. One easily checks by definition of adjoints that |ψ〉∗ = 〈ψ| and
〈ψ|∗ = |ψ〉. By virtue of the Riesz representation theorem every linear functional H → C is
of the form 〈ψ| for some ψ ∈ H. The merits of these bizarre-looking conventions are now
threefold:

• In equations, we can replace vectors ψ ∈ H by their kets |ψ〉 without disturbing the
content. For example, it is easy to check that z1 |ψ1〉 + z2 |ψ2〉 = |z1ψ1 + z2ψ2〉 for
z1, z2 ∈ C, and that if A : H → K is a linear operator with Aψ = φ then A |ψ〉 = |φ〉.
As a result, we can ultimately forget about the vectors ψ and think of the kets |ψ〉 as
fundamental and ‘belonging’ to H. The corresponding bras 〈ψ| can be thought of as
simply alternative representations of the same underlying objects, ‘belonging’ to the
dual space H∗.

• The operator 〈φ|ψ〉 := 〈φ| ◦ |ψ〉 is the linear map C → C given by z 7→ 〈φ, ψ〉z,
naturally identified with the number 〈φ, ψ〉 itself. This justifies the suggestive identity
〈φ|ψ〉 = 〈φ, ψ〉 and makes explicit mentioning of an inner product on H unnecessary;
it has effectively been merged with the notation for vectors.

• We have a succinct way of writing the operator |φ〉〈ψ| := |φ〉◦〈ψ| given by χ 7→ 〈ψ, χ〉φ;
in particular, for ψ ∈ H a unit vector, we have a succinct notation for the projection
onto the subspace spanned by ψ, namely |ψ〉〈ψ|.
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Now, once the bra-ket notation gains a life of its own, it is tempting to forget so much
about the initial vectors that we insert into the symbol | 〉 an arbitrary name for the
ket rather than an actual vector; in particular, the kets in the standard basis of Cn are
customarily named |0〉 , |1〉 , . . . , |n− 1〉. (As such, |0〉 denotes not, as the previous convention
would dictate, the zero operator C→ H.)

In a similar spirit of inconsistency, we will actually from now on use letters ψ, φ, . . . from
the end of the Greek alphabet to denote rank-1 projections (i.e. orthogonal projections
onto 1-dimensional subspaces), and then write |ψ〉 , |φ〉 , . . . for vector representatives, i.e.
unit vectors in the corresponding subspaces. This convention not only overwrites the above,
but also abuses notation, since ‘|ψ〉’ is only determined from ‘ψ’ up to multiplication by a
complex number α of unit modulus; however, whenever we use in an equation the ‘vector
representative’ |ψ〉 of the projection ψ, it will be the case that the content of the equation
is insensitive to the choice of the scalar α.

§2. General CPTP Maps and Their Representations.
As we will see, systems in quantum information theory are modelled by (separable)

Hilbert spaces, and the processing of quantum information between such systems by com-
pletely positive trace-preserving (CPTP) maps on associated operator algebras. We will
mostly be interested in the case where the Hilbert spaces are finite-dimensional, but the
definitions are presented generally below.

Complete Positivity (CP). Given a Hilbert space H, recall that an operator A on H
is said to be positivepositivepositivepositivepositivepositivepositivepositivepositivepositivepositivepositivepositivepositivepositivepositivepositive, denoted A ≥ 0, if it can be written in the form B∗B for some operator
B on H, with B∗ denoting the adjoint (Hermitian conjugate) of B. Given Hilbert spaces
H and K, a linear map Λ : B(H) → B(K) from (bounded) operators on H to (bounded)
operators on K is called positive if Λ(A) ≥ 0 for all A ≥ 0.

The map Λ is called completely positive if for any Hilbert space R, the linear map
Λ ⊗ idR : B(H) ⊗ B(R) → B(K) ⊗ B(R) is positive. (Observe the isomorphisms B(H) ⊗
B(R) ∼= B(H⊗R) and B(K)⊗B(R) ∼= B(K ⊗R).)

Clearly, any completely positive map is positive, but there are positive maps which are
not completely positive, for example the map B(C2) → B(C2) which maps a 2 × 2 matrix
to its transpose.

For any linear operator S : H → K, the map B(H) 3 A 7→ SAS∗ ∈ B(K) is an example
of a completely positive map; it is called conjugation by S. We will be mostly interested in
the case where S is an isometryisometryisometryisometryisometryisometryisometryisometryisometryisometryisometryisometryisometryisometryisometryisometryisometry (i.e. satisfies S∗S = 1H).

Trace-Preservation (TP). Let B1(H) ⊆ B(H) denote the subspace of trace classtrace classtrace classtrace classtrace classtrace classtrace classtrace classtrace classtrace classtrace classtrace classtrace classtrace classtrace classtrace classtrace class
operators on H. (When H is finite-dimensional, B1(H) = B(H) = End(H), the space of
all linear operators on H.) Let us call a linear map Λ : B1(H)→ B1(K) trace-preserving if
tr(Λ(A)) = tr(A) for all A ∈ B1(H), andandandandandandandandandandandandandandandandand if Λ is continuous w.r.t. the trace norm ‖·‖1, given
by ‖A‖1 = tr(|A|) = tr

(√
A∗A

)
(when H is finite-dimensional, the continuity requirement

is void).
Every isometric conjugation A 7→ SAS∗ (restricted to B1(H)) is an example of a trace-

preserving map, since tr(SAS∗) = tr(S∗SA) by cyclicity of the trace. Another example of
a trace-preserving map is the trace itself, that is, the map tr : B1(H)→ B1(C) ∼= C.

CPTP Maps. A linear map Λ : B1(H)→ B1(K) is called CPTP if is it completely pos-
itive and trace-preserving. Both isometric conjugations and traces are examples of CPTP
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maps. Moreover, the serial composition of any two CPTP maps is CPTP, and the tensor
product of any two CPTP maps is also CPTP (observing again isomorphisms of the sort
B1(H1)⊗B1(H2) ∼= B1(H1 ⊗H2)).

Kraus Representations. It can be shown that Λ : B1(H) → B1(K) is CPTP if and
only if there exists a (countable) family (Ki)i∈I of linear operators Ki : H → K such that∑
i∈I K

∗
iKi = 1H and

Λ(A) =
∑
i∈I

KiAK
∗
i for all A ∈ B1(H). (15)

A representation such as (15) is called a Kraus representation of Λ.

Stinespring Representations. It can be shown that Λ : B1(H)→ B1(K) is CPTP if
and only if there exists a Hilbert space E and an isometry S : H → K⊗ E such that

Λ(A) = [idB1(K) ⊗ trE ](SAS
∗) for all A ∈ B1(H), (16)

where trE : B1(E) → C denotes the trace on B1(E). This statement is known as Stine-
spring’s Dilation Theorem ([Sti55]) and the isometric conjugation A 7→ SAS∗ in the rep-
resentation (16) is known as a Stinespring dilation of Λ (sometimes, the term ‘Stinespring
dilation’ refers to the isometry S itself).

Stinespring’s theorem also contains a clause of uniqueness up to isometries, that is, if
S : H → K ⊗ E and S′ : H → K ⊗ E ′ are two isometries which both define a Stinespring
dilation of Λ, and if dim E ≤ dim E ′, then there exists an isometry W : E → E ′ such that
(1K ⊗W )S = S′.

In the special case where H ∼= C, a CPTP map from B1(H) ∼= C to B1(K) is called a
state, and Stinespring dilations of the state % (which are defined by isometries C→ K⊗ E ,
i.e. by unit vectors |ψ〉 ∈ K ⊗ E) are typically called purifications of %.

§3. Special CPTP Maps and Their Representations.
Classical Systems. Given a countable (often finite) set X, the associated Hilbert space

of square-summable sequences `2(X) (which coincides with CX whenX is finite) is the quan-
tum analogue of the set X. We will call Hilbert spaces of the form `2(X) classical. Any
(separable) Hilbert space H is isomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphic to a classical one, but for classicality we require
strict equality. In effect, this is a matter of there being chosen a preferred orthonormal basis
in H, indeed `2(X) (CX) has the canonical orthonormal basis (|ex〉)x∈X , where ex is the
sequence given by ex(x) = 1 and ex(x′) = 0 for x′ 6= x. By abuse of notation, we write the
basis elements |ex〉 as |x〉. In quantum information theory, the basis (|x〉)x∈X is often called
the computational basis.

Decoherence and Classical States. Given a function25 f : X → Y between countable
sets, it can be naturally represented as a CPTP map f̂ : B1(`2(X))→ B1(`2(Y )), namely the
one defined by f̂(A) =

∑
x∈X 〈x|A |x〉 |f(x)〉〈f(x)|, which in particular satisfies f̂(|x〉〈x|) =

|f(x)〉〈f(x)|.
25Some mathematicians use the term ‘map’ in place of ‘function’, reserving the term ‘function’ for maps

which take values in R or C. We do not employ this convention.
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As such, the representation of the identity function x 7→ x on X is the CPTP map ∆X

given by ∆X(A) =
∑
x∈X 〈x|A |x〉 |x〉〈x|. We will call ∆X the decoherence map associated to

X, and a state % on `2(X) is called classical if ∆X(%) = %. It is a simple exercise to verify that
% is classical precisely if % =

∑
x∈X p(x) |x〉〈x| for some probability density p : X → [0, 1], so

classical states on B1(`2(X)) can be identified with probability distributions on X.

Quantum Measurements. If M : B1(H)→ B1(`2(Y )) is a CPTP map whose domain
is represented by a classical system, we say that M has classical outcomes if ∆Y ◦M = M .
More commonly, such a CPTP map is called a measurement on H with outcomes in Y .
Using the Kraus representation of M , it is easy to verify that if M is classical then there
exists a Positive Operator-Valued Measure (POVM) on H, i.e. a family (Ey)y∈Y of positive
operators Ey on H with

∑
y∈Y Ey = 1H, such that

Λ(A) =
∑
y∈Y

tr(EyA) |y〉〈y| for all A ∈ B1(H); (17)

conversely, any POVM (Ey)y∈Y defines a measurement. Thus, we can identity measure-
ments with POVMs.

A measurementM : B1(H)→ B1(`2(Y )) is said to be projective if the associated POVM
(Ey)y∈Y is a PVM (Projection-Valued Measure), i.e. if Ey is a projection on H for all y ∈ Y .

Naimark’s Theorem For any measurement M : B1(H) → B1(`2(Y )), there exists a
Hilbert space KNai, a projectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojective measurement MNai : B1(H ⊗ KNai) → B1(`2(Y )) and a
pure state φNai on KNai, such that

M = MNai ◦ (idB1(H) ⊗ φNai). (18)

This statement is known as Naimark’s (Dilation) Theorem ([Nai40]), and the repre-
sentation (18) is called a Naimark representation of M . (Sometimes, Naimark’s name is
transcribed as ‘Neumark’.)

Ensembles of CPTP Maps. The decoherence maps ∆X facilitate more refined notions
of classicality too. In particular, if Λ : B1(H) ⊗ B1(`2(X)) → B1(K) is a CPTP map for
which a factor of the domain is a classical system, we may say that Λ is classical on this
factor if Λ ◦ (idB1(H) ⊗∆X) = Λ. It is easy to verify that this is the case precisely if there
exists a family (Λx)x∈X of CPTP maps Λx : B1(H)→ B1(K) such that

Λ(A⊗B) =
∑
x∈X

Λx(A) 〈x|B |x〉 for all A ∈ B1(H), B ∈ B1(`2(X)). (19)

Thus, to specify a CPTP map Λ : B1(H) ⊗ B1(`2(X)) → B1(K) which is classical on
B1(`2(X)) is precisely to specify an ensembleensembleensembleensembleensembleensembleensembleensembleensembleensembleensembleensembleensembleensembleensembleensembleensemble of CPTP maps Λx : B1(H)→ B1(K), indexed
by x ∈ X. In this case we will often use the terminology that Λ ‘measures’ of ‘reads off’ the
classical value x and applies the according map Λx.

§4. Miscellaneous.
Pre-Orders. Let P be a class of objects (e.g. a set). Recall that a relationrelationrelationrelationrelationrelationrelationrelationrelationrelationrelationrelationrelationrelationrelationrelationrelation on P is a

subclass R of P × P , and that we tend to write pRq rather than (p, q) ∈ R. Recall that a
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relation R is reflexivereflexivereflexivereflexivereflexivereflexivereflexivereflexivereflexivereflexivereflexivereflexivereflexivereflexivereflexivereflexivereflexive if pRp for all p ∈ P , and transitivetransitivetransitivetransitivetransitivetransitivetransitivetransitivetransitivetransitivetransitivetransitivetransitivetransitivetransitivetransitivetransitive if for all p, q, r ∈ P the conditions
pRq and qRr imply the condition pRr. A relation R is called a pre-order if it is reflexive
and transitive.26 Pre-orders are typically denoted with directional symbols, such as ≥, �, D
etc., with the implicit convention that mirroring the symbol inverts the order (e.g. ‘p ≤ q’
means q ≥ p). If the conditions pRq and qRp imply p = q, the pre-order is commonly called
a partial order. Most pre-orders of interest to us will not have this property, but it in general
the relation ∼R defined by p ∼R q ⇔ pRq ∧ qRp is an equivalence relation on P .

Special Elements of Pre-Orders. Let ≥ be a pre-order on P . An element u ∈ P
is called a largest (greatest) element if u ≥ p for all p ∈ P . An element m ∈ P is called a
maximal element if for all p ∈ P with p ≥ m it also holds that m ≥ p (i.e. m ∼≥ p).

Any largest element is a maximal element, but not necessarily conversely. For instance, in
the pre-order on {0, 1, 2} defined precisely by the reflexive conditions and the two conditions
1 ≥ 0 and 2 ≥ 0, both 1 and 2 are maximal though neither is largest. Smallest (least)
elements and minimal elements are defined dually, by inverting the order.

Given a subclass P0 ⊆ P we can naturally restrict the pre-order to that subclass, and we
may consequently speak of largest and maximal (respectively smallest and minimal) elements
in P0 by minding this restriction. For instance, in the previous example, the element 2 is a
largest element in {0, 2}in {0, 2}in {0, 2}in {0, 2}in {0, 2}in {0, 2}in {0, 2}in {0, 2}in {0, 2}in {0, 2}in {0, 2}in {0, 2}in {0, 2}in {0, 2}in {0, 2}in {0, 2}in {0, 2}.

Dense Subclasses of Pre-Orders. A subclass D ⊆ P is called dense in P , if for any
p ∈ P some d ∈ D satisfies d ≥ p. (As such, ‘dense’ means ‘dense at the top’.) By extension,
a class D is called dense in P0 ⊆ P , if D ⊆ P0 and D is dense in P0 considered as a pre-order
on its own.

This terminology has been imported from the subject of forcing in axiomatic set theory,
cf. Ref. [Kun80].

The Schmidt Decomposition. If |ψ〉 ∈ H1 ⊗ H2 is any vector in a tensor-product
of Hilbert spaces, then there exist a family (p(j))j∈J of strictly positive numbers, and or-
thonormal systems (|ψ1(j)〉)j∈J in H1 and (|ψ2(j)〉)j∈J in H2, such that

|ψ〉 =
∑
j∈J

√
p(j) |ψ1(j)〉 ⊗ |ψ2(j)〉 , (20)

and
∑
j∈J p(j) = ‖|ψ〉‖2. An expression of the form (20) is called a Schmidt decom-

position of |ψ〉. In fact, the cardinality |J | is unique, as is the family (p(j))j∈J (up to
permutation). They are referred to as the Schmidt rank and Schmidt coefficients of |ψ〉,
respectively.

26It is worth observing that an equivalence relationequivalence relationequivalence relationequivalence relationequivalence relationequivalence relationequivalence relationequivalence relationequivalence relationequivalence relationequivalence relationequivalence relationequivalence relationequivalence relationequivalence relationequivalence relationequivalence relation is thus a pre-order which is additionally symmetricsymmetricsymmetricsymmetricsymmetricsymmetricsymmetricsymmetricsymmetricsymmetricsymmetricsymmetricsymmetricsymmetricsymmetricsymmetricsymmetric,
meaning that pRq implies qRp.
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Chapter 1

Theories

§1. Introduction and Outline.
In this chapter we set up a mathematical framework for investigating general physical the-
ories. The chapter has three sections, all of which serve mainly as review. It contains no
original observations, except for a few examples in Section 1.2, the comment about functors
in Remark 1.1.12, the failure of the Cantor-Schröder-Bernstein property as described in Ex-
ample 1.2.7, and the definition of ‘normal’ theories (Definition 1.3.7).

General Theories. The first item on the agenda is to define mathematically what is
meant by a (physical) theory. We will define a theory as a certain type of mathematical
structure (like a group, or a measurable space), and as usual the concept is abstracted from
a selection of prominent examples. One example with which every reader will be familiar is
the theory of sets and functions:

We may think of a set X as a (physical) system, and think of a function f : X → Y as a
(physical) transformation from the system X to the system Y . Functions can be composed
serially, one following the other, by forming from f : X → Y and g : Y → Z the composite
g ◦ f : X → Z. But they can also be composed parallelly, one next to the other; given
functions f1 : X1 → X2 and f2 : X2 → Y2, we have a function f1 × f2 : X1 ×X2 → Y1 × Y2

defined by (f1×f2)(x1, x2) = (f1(x1), f2(x2)). The parallel composition of functions involves
a composition of the underlying systems (sets), namely the formation of the product set
Z1 × Z2 from the individual sets Z1 and Z2.

In general, a theory will be a structure encompassing systems, transformations, and no-
tions of composing transformations serially and parallelly. Whereas the theory of sets and
functions is undoubtedly the example known to most readers, the two most importantimportantimportantimportantimportantimportantimportantimportantimportantimportantimportantimportantimportantimportantimportantimportantimportant exam-
ples for us is Classical Information Theory, CIT, and Quantum Information Theory, QIT.
The systems of CIT are (finite) sets and its transformations are so-called classical channels
(Markov kernels) between them, which can be thought of as probabilistic functions. The
systems of QIT are (finite-dimensional) Hilbert spaces and its transformations are so-called
quantum channels (CPTP maps) between them. These two theories are described in Sec-
tion 1.1 (Example 1.1.10 and Example 1.1.10), where also the general definition of a theory
(Definition 1.1.6) and some surrounding terminology is provided.

Specific Theories. Section 1.2 comprises a large collection of further examples of the-
ories. Some of these will be merely curious, helping to paint a landscape, but most will
serve to illustrate points later. I have categorised the examples into classes, and included
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among them many mathematical ones (though none of them very technical), which admit-
tedly stretch the boundaries of what one might call a ‘physical’ theory. In particular, the
example classes include all categories with finite products (Section 1.2.B), and monoid-like
structures related resource theories in the sense of Ref. [CFS16] (Section 1.2.C).

It is not necessary for the reading of the thesis to be intimately acquainted with all of
the examples presented in Section 1.2, but it likely yields an elevated reading experience to
familiarise oneself with one example from each class.

Pictorial Syntax. The mathematical structure that defines a theory is an algebraic
entity equipped with two binary operations, serial and parallel composition of transforma-
tions. This complexity can make equations difficult to interpret and consequently obscure
intuition. In the last section of the chapter, Section 1.3, we review a widely used pictorial
syntax ([Sel10]) for arguing about transformations in a theory. This replaces algebraic ex-
pressions by pictures, and may thus tremendously clarify algebraic manipulations. We shall
use the pictorial syntax in many instances throughout the thesis, and have already seen it
exemplified in the general introduction when discussing dilations of the ‘bit refreshment’
channel.

In Section 1.3.B, we formally introduce the concepts of interfaces and channels, as op-
posed to systems and transformations. The distinction between the two (which arise from
the finer points of the pictorial syntax, but which is often ignored in other presentations)
might seem at this point overly formal, but it will be important later on, in particular in
Chapter 4.

§2. Comparison to Existing Literature.
On the Definition of a Theory. Our model of ‘theories’ does not aim to capture

every single construct that a physicist might call a theory (for example, Einstein’s theory of
special relativity [Ein05] is not a theory in that sense). Rather, it aims to capture operational
aspects of theories, in line with a ‘pragmatist’ tradition of physics (cf. Ref. [CS16]): The
interest is not in the ultimate explanation about what or why Nature is, but instead in what
intelligent beings can and cannot do with the physical systems and physical transformations
handed to them.

Roughly speaking, there are two pillars of mathematical frameworks which intend to
capture operational aspects of theories. One is the categorical pillar (pioneered by Refs.
[AC04, Sel04, Bae06]), according to which the fundamental objects of interest are systems
and transformations which can be serially and parallelly combined, as outlined above. It
uses symmetric monoidal categories ([ML13]) as a model for theories. The second pillar is
the convex or probabilistic framework, often in the incarnation of generalised probabilistic
theories ([BW16]). In this framework, an underlying categorical structure is often implicitly
present ([Bar07, BW11]), but the emphasis is on probabilities and convexity, and the study
of how state spaces morph under the composition of systems. There has been work which
quite explicitly merges the categorical and probabilistic pillars (e.g. Refs. [CDP10, Har10]),
and the book [CS16] gives a fairly recent overview of various tendencies within the field.

In developing the theory presented in this thesis, I have made an effort to stay within
a purely categorical framework. This is not (only) because it is more general than merged
frameworks, but also because almost all defined concepts are completely independent of
probabilistic structure. Precisely, the definition chosen here for a theory (Definition 1.1.6) is
that of a symmetric monoidal category in which the unit object is terminal. As such, theories
in our sense are more restricted than those modelled by arbitrary symmetric monoidal
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categories ([CDKW16]), but on the other hand do not assume additional structures like
dagger compactness or ∗-autonomy, which were and still are instrumental ingredients in
some works (e.g. Refs. [AC04, KU17]).1

It is well-established that symmetric monoidal categories with terminal unit object can
be interpreted as theories in which future events cannot signal to the past, and as such these
are often termed causal theories ([CDP10, CL13, Coe14]). In fact, our notion of theories
exactly coincides with that of a causal deterministic theory in the words of Ref. [CDP10].
However, in other treatments the terminality assumption is mostly accompanied by further
standing assumptions, and in practice this renders the scope of those treatments smaller
than the one presented here. Accordingly, many of the examples in Section 1.2 would be
ruled out in other works (for example in Ref. [CDP10] the assumption of ‘non-determinism’
rules out our cartesian theories, and the assumption that transformations are determined
by their action on states rules out our thin theories).

In the mathematical literature our notion of theories are commonly referred to as (sym-
metric) semi-cartesian categories, or monoidal categories with projections (see [Sem], and
the comments between Remarks 2.3 and 2.4 in Ref. [Fri20]), but here a systematic study of
the class also seems to be absent.

On the Use of the Pictorial Syntax. Ref. [Sel10] reviews a large class of picto-
rial syntaxes for monoidal categories, including the one for symmetric monoidal categories,
attributed to [Pen71]. Nowadays, its use and interpretation are fairly standardised, with
minor differences in the choice of layout (e.g. some prefer that diagrams be read from top to
bottom rather than left to right). As observed pedantically in Section 1.3.B, however, the
ambiguity in its representation of composite systems means that the pictures do not strictly
correspond to transformations between systems, but rather to transformations between in-
terfaces, that is, tuples of systems labelled by port names. We shall use the term channels
about such transformations. The distinction is minute and for most purposes insignificant
(which is probably why it has not been pointed out before), but we need it for the precise
definition of marginalisation and dilations (Chapter 2), and it will become even more press-
ing in Chapter 4.

1Somewhat confusingly, treatments employing dagger compactness tend to define the transformations in
quantum theory as linear operators between Hilbert spaces, rather than as CPTP maps between operator
algebras (see also Ref. [Coe11]). We shall use the symmetric monoidal categories exclusively as they pertain
to the latter depiction.
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1.1 A Mathematical Model for Physical Theories
The precise definition we choose for a theory is a symmetric monoidal category in which the
monoidal unit is terminal. These words might intimidate certain readers, but I should like to
emphasise that the concept is intuitively simple and ubiquitous, in fact intelligible to anyone
who has interacted with the real world. Readers who prefer concrete rather than abstract
mind-sets will not lose much by fixing ‘theory’ to mean either CIT (classical information
theory) or QIT (quantum information theory).

Category theory was created in the 1940s by Samuel Eilenberg and Saunders Mac Lane
([EML45]). It was developed for applications in algebraic topology, but it soon grew wildly
beyond this scope and is nowadays considered a universal language for many mathematical
ideas and constructions (the original go-to reference is [ML13]; Ref. [Awo10] offers a modern
and less overwhelming treatment).

In recent times, category theory has been successfully implemented also in areas outside
of pure mathematics, of which Ref. [BS10] provides a very readable overview. One of these
areas is the study of foundational physics, where it was realised that (symmetric monoidal)
categories can be used to model physical theories.

What is a category? Formally, it is a type of mathematical structure. Poetically, it is
the incarnation of the abstract idea of ‘serial composition’. More precisely, a category C
comprises a collection of objects, X ,Y,Z, . . ., and a collection of morphisms between these
objects, T, S,R, . . .. For example, the objects could be setssetssetssetssetssetssetssetssetssetssetssetssetssetssetssetssets and the morphisms from the set
X to the set Y could be functionsfunctionsfunctionsfunctionsfunctionsfunctionsfunctionsfunctionsfunctionsfunctionsfunctionsfunctionsfunctionsfunctionsfunctionsfunctionsfunctions from X to Y. Alternatively, the objects could be groupsgroupsgroupsgroupsgroupsgroupsgroupsgroupsgroupsgroupsgroupsgroupsgroupsgroupsgroupsgroupsgroups
and the morphisms from the group X to the group Y could be group homomorphismsgroup homomorphismsgroup homomorphismsgroup homomorphismsgroup homomorphismsgroup homomorphismsgroup homomorphismsgroup homomorphismsgroup homomorphismsgroup homomorphismsgroup homomorphismsgroup homomorphismsgroup homomorphismsgroup homomorphismsgroup homomorphismsgroup homomorphismsgroup homomorphisms from
X to Y. We write T : X → Y to signify that T is a morphism from X to Y. A category
C is defined by its collection2 of objects and morphisms, and by a notion of composition of
morphisms: Given T : X → Y and S : Y → Z, there is a morphism S ⊙T : X → Z, called
the (serial) composition of T with S. In the cases of functions or group homomorphisms
this composition is ordinary functional composition, but in general ⊙ is just an abstract
binary operation. It is subject to the associativity requirement (R ⊙S) ⊙T = R ⊙ (S ⊙T ),
and it is moreover required that to every object Z is associated a morphism idZ : Z → Z,
called identity, such that T ⊙ idX = T = idY ⊙T for any morphism T : X → Y. And that is it.

Like other mathematical structures, a category may be equipped with additional ar-
chitecture, making it a more refined object. One such additional architecture is that of a
symmetric monoidal structure, which adds one further mode of composition. Whereas the
composition inherent in every category is serial, one morphism following another, a (sym-
metric) monoidal structure facilitates a notion of parallel composition. The category of sets
and functions is an example of a category which allows such a structure – as discussed in
the introduction, the parallel composition of f1 : X1 → Y1 and f2 : X2 → Y2 is the function
f1 × f2 : X1 × X2 → Y1 × Y2, given by (f1 × f2)(x1, x2) = (f1(x1), f2(x2)). Clearly, the
category of groups sustains a similar construction. An example of a category with no ob-

2Readers who are used to defining a mathematical structure as a set equipped with certain operations
or additional material, and who know something about the axioms of set theory, might worry that it is
dangerous to define a mathematical structure whose underlying universe it too big to be a set (e.g. the
collection of all sets, which is a proper class). There are however at least two formal escape routes: One is to
use a different frame of axioms in which the notion of a (proper) class has formal meaning, for example the
set theory of von Neumann-Bernays-Gödel. Another is to consider proper classes as entities which exist in
the metalanguage, namely as predicates in first-order logic which intuitively define the class. See e.g. Ref.
[ML13] for further discussions.
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vious monoidal structure is that of Boolean algebrasBoolean algebrasBoolean algebrasBoolean algebrasBoolean algebrasBoolean algebrasBoolean algebrasBoolean algebrasBoolean algebrasBoolean algebrasBoolean algebrasBoolean algebrasBoolean algebrasBoolean algebrasBoolean algebrasBoolean algebrasBoolean algebras and homomorphisms between Boolean
algebras.

In general, amonoidal structure on a category C is a binary operation, 8, additional to the
existing serial composition. This operation has two components: For any two objects X and
Y in C, it defines an object X 8Y in C, the composite of X and Y; and for any two morphisms
T1 : X1 → Y1 and T2 : X2 → Y2 in C it defines a parallel composite T18T2 : X18X2 → Y18Y2

in C. Just as the serial composition in a bare category, the parallel composition is subject
to an associativity requirement,3 and also required to interplay sensibly with the serial
composition (for example, one requires (S1

⊙T1)8(S2
⊙T2) = (S1 8S2) ⊙ (T1 8T2)). Moreover,

one requires the existence of a special system, 1, which acts as a unit for the 8-operation on
systems: X 8 1 = X = 1 8 X . In the example of sets and functions, we can declare as unit
object any set {∗} which contains a single element.4 In the example of groups and group
homomorphisms we can take for the object 1 any trivial group.

Finally, the word symmetric in ‘symmetric monoidal’ refers to the fact that the parallel
composition is required to be in a certain sense symmetric. This is again well illustrated in
the example of sets and functions: Whereas for functions f : X → X and g : X → X the
serial compositions g ◦ f and f ◦ g are generally very different, there is a sense in which, for
f1 : X1 → Y1 and f2 : X2 → Y2, the functions f1×f2 and f2×f1 are just two different ways
of looking at the same function. Similarly, the sets X×Y and Y ×X can be easily identified.

Readers who are interested in an accessible and more detailed introduction to sym-
metric monoidal categories may consult one of many well-written expositions, e.g. Refs.
[BS10, Coe11]. Readers in want of more knowledge about mere categories may consult Ref.
[Awo10].

For the sake of completeness – and out of respect for mathematically minded readers –
I find it appropriate to reproduce below a precise definition of symmetric monoidal cate-
gories. On the other hand, any reader who feels comfortable with an intuitive impression of
symmetric monoidal categories (or is creative enough to assemble a definition based on the
many examples in Section 1.2), is invited to save eye power by skipping Definition 1.1.2 and
going now directly to Section 1.1.A.

Remark 1.1.1. (For those Intending to Read the Definition.)
To avoid as much formalism as possible, only the definition of an especially simple kind of
symmetric monoidal category is stated, namely a so-called strict one. This is essentially
means doing away with the issues surrounding the precise relation between (X 8 Y) 8 Z
and X 8 (Y 8 Z), and between X 8 1, X and 1 8 X . This approach is standard, and it is
justified by Mac Lane’s ‘Strictification Theorem’ ([ML13], Chapter XI, Section 3), according
to which any monoidal category is equivalent to a strict monoidal category (via a pair of
‘strong monoidal functors’).

In practice, this means that we need never formally consider non-strict categories. Thus,
we adopt the commonly held attitude that for Theorems and Definitions we assume
categories to be strict, whereas for Examples we have no hesitations about exposing non-
strict categories.

3Although the associativity requirement is cumbersome to state precisely. The reason is that in most
cases of interest, the composition is only ‘almost’ associative; for example, given sets X,Y and Z, the two
sets (X × Y )× Z and X × (Y × Z) are easily identifiable but not formally identical.

4Again, we do not strictly have the equalities X × {∗} = X = {∗} ×X, but the three sets are naturally
identifiable.

5



The strictification theorem does not go as far as to drown the similar problem of the
relationship between X 8Y and Y 8X . Rather, this relationship must be formalised in terms
of swapping morphisms σX ,Y : X 8 Y → Y 8 X . Unfortunately, the conditions imposed on
these morphisms take up a part of Definition 1.1.2 which in size is disproportional to their
significance. z

Definition 1.1.2. (Symmetric (Strict) Monoidal Categories ([ML13]).)
A symmetric (strict) monoidal category is a quadruple (C,1, 8, σ) comprised as follows:

1. C is a category.

2. 1 is an object in C.

3a. 8 is a map which maps pairs of objects (X ,Y) to objects X 8Y, and pairs of morphisms
(T1 : X1 → Y1, T2 : X2 → Y2) to morphisms T1 8 T2 : X1 8 X2 → Y1 8 Y2.

3b. 8 is associative on objects and morphisms, with 1 and id1 as units, in the sense that

• for any objects X ,Y and Z in C,

(X 8 Y) 8 Z = X 8 (Y 8 Z), (1.1)
X 8 1 =X = 1 8 X ; (1.2)

• for any morphisms T : X1 → X2, S : Y1 → Y2 and R : Z1 → Z2,

(T 8 S) 8R = T 8 (S 8R), (1.3)
T 8 id1 =T = id1 8 T. (1.4)

3c. 8 is functorial, meaning that

• for any objects X and Y,

idX8Y = idX 8 idY ; (1.5)

• for any morphisms T1 : X1 → Y1, T2 : X2 → Y2 and S1 : Y1 → Z1, S2 : Y2 → Z2,

(S1
⊙T1) 8 (S2

⊙T2) = (S1 8 S2) ⊙ (T1 8 T2). (1.6)

4. σ is a collection of morphisms in C called swappings, one morphism σX ,Y : X 8 Y →
Y 8 X for each pair (X ,Y) of objects in C. They are subject to the conditions

σX ,1 = σ1,X = idX , (1.7)
σY,X

⊙σX ,Y = idX8Y , (1.8)
(σZ,X 8 idY) ⊙ σ(X8Y),Z = idX 8 σY,Z (1.9)

for all objects X ,Y and Z, the latter of which is to say that if in X 8 Y 8 Z we swap
X 8 Y for Z and then Z for X , this altogether amounts to swapping Y for Z.
Moreover, it must hold for any morphisms T1 : X1 → Y1 and T2 : X2 → Y2, that

σY1,Y2

⊙ (T1 8 T2) = (T2 8 T1) ⊙σX1,X2
. (1.10)

�

As is customary in all mathematical disciplines, we shall often abbreviate the quadruple
(C,1, 8, σ) simply by ‘C’, letting its family members be implicit as they are usually clear
from the context.
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1.1.A Definition of Theories – CIT and QIT

Having defined symmetric monoidal categories, the scariest part of the section, if not the
entire chapter, is over.

We have already touched on two examples of symmetric monoidal categories, namely
sets with functions and groups with group homomorphisms. Now that formalities are in
order, let us baptise them properly:

Example 1.1.3. (Sets∗.)
The category Sets∗ has non-empty5 sets X,Y, Z, . . . as objects and functions f : X → Y as
morphisms from X to Y . Its serial composition is given by ordinary functional composition.
The symmetric monoidal structure on Sets∗ is given by X 8 Y := X × Y , the cartesian
product of sets, and f1 8 f2 := f1 × f2 for functions f1 : X1 → Y1, f2 : X2 → Y2, where
(f1×f2)(x1, x2) = (f1(x1), f2(x2)) for (x1, x2) ∈ X1×X2. As unit object 1 we may take any
set with a single element, say 1 := {∅} for concreteness. It is tedious but straightforward to
verify the conditions of Definition 1.1.2 (ignoring the formal difference between (X×Y )×Z
and X × (Y × Z), and between X × 1, X and 1 × X). The swapping functions σX,Y :
X × Y → Y ×X are given by σX,Y (x, y) = (y, x). �

Example 1.1.4. (Groups.)
In Groups the objects are groups G,H,K, . . ., and the morphisms from G to H are group
homomorphisms ϕ : G→ H. Group homomorphisms are functions after all, and so we can
define the compositions exactly as in Sets∗: Serial composition of morphisms ϕ : G→ H and
ψ : H → K is given by the ordinary functional composition ψ ◦ ϕ, and parallel composition
of ϕ1 : G1 → H1 with ϕ : G2 → H2 by ϕ1 × ϕ2 : G1 × G2 → H1 × H2, where K1 × K2

denotes the product group of K1 and K2. As unit object 1 we take some fixed trivial group.
�

Here is another example of a symmetric monoidal category, indeed historically one of
the main inspirations for the very definition of the concept:

Example 1.1.5. (Vectk.)
Let k be a field (e.g. k = R or k = C), and let Vectk denote the category whose objects are
(finite-dimensional) vector spaces over k, and whose morphisms are k-linear maps between
these spaces, with functional composition as composition. The tensor product ⊗ defines a
notion of parallel composition, making Vectk a symmetric monoidal category: The compo-
sition of objects V and W is the tensor product V ⊗W , and the parallel composition of the
linear maps A1 : V1 →W1 and A2 : V2 →W2 is the linear map A1⊗A2 : V1⊗V2 →W1⊗W2

determined by (A1 ⊗ A2)(v1 ⊗ v2) = A1(v1) ⊗ A2(v2). For unit object 1 we take the 1-
dimensional vector space k. �

Whereas we want to include Sets∗ and Groups in our club of theories, Vectk is for our
purposes an imposter. (Some authors are more accommodating; see Remark 1.1.7.) The
reason is that Sets∗ and Groups admit a well-defined notion of marginalisation, whereas
Vectk does not:

We will come to think of objects as ‘systems’ in a theory, and morphisms as ‘transforma-
tions’ between those systems. The composite X 8Y will represent the junction of two systems
into one, and the system 1 will represent the ‘trivial system’, i.e. the system corresponding
to ‘nothing’. As such, transformations trX : X → 1 correspond to various ways of discarding,

5The reason for restricting to non-empty sets will become clear later (Section 1.3.C); the problem is
essentially that the empty set is very destructive in its parallel composition with other sets.
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or trashing the system X , and by extension the transformations trX 8idY : X 8Y → 18Y = Y
correspond to ways of discarding only the system X from the composite system X 8Y. This
is precisely the process known as marginalisation, and for it to exist and be unique, we need
trX to exist and be unique.

Both Sets∗ and Groups have this property; there is a unique function fromX to 1 = {∅}
for any set X, and there is a unique homomorphism from G to 1 for any group G. In con-
trast, there are many k-linear maps from a vector space V to the vector space k (these are
precisely the functionals on V ).

In general, an object in a category is called terminal if every object admits a unique
morphism to it. We thus arrive at the following definition of a theory:

Definition 1.1.6. (Theories.)
A theory is a symmetric (strict) monoidal category Θ, such that the monoidal unit object
1 is terminal.

The following terminology is employed:

• Objects in Θ are called systems, and we denote the class of all systems in Θ by SysΘ.

• Given X ,Y ∈ SysΘ, the system X 8 Y is called the composite of X and Y.

• Given X ,Y ∈ SysΘ, the morphisms T : X → Y in Θ are called transformations from
X to Y, and the class of all such transformations is denoted by TransΘ(X ,Y). The
class of allallallallallallallallallallallallallallallallall transformations in Θ is denoted by TransΘ.

• Given transformations T : X → Y and S : Y → Z in Θ, the transformation S ⊙T :
X → Z is called the serial composition of T and S.

• Given transformations T1 : X1 → Y1 and T2 : X2 → Y2 in Θ, the transformation
T1 8 T2 : X1 8 X2 → Y1 8 Y2 is called the parallel composition of T1 and T2.

• The system 1 is called the trivial system. Given a system X ∈ SysΘ, the unique
transformation from X to 1 is denoted trX and called the trash of X .

�

Remark 1.1.7. (All Theories are Causal.)
In some line of work, theories are simply identified with symmetric monoidal categories, and
the stricter concept defined by Definition 1.1.6 is then referred to as causal theory, since the
terminality assumption on 1 can be interpreted as an impossibility of signalling from the
future to the past ([CDP10, Coe14]). Deviating from this terminology is justified on the
grounds that we shall have no interest in ‘theories’ which are not causal, and that we will
already use the work ‘causal’ to a near-excessive degree in other connections.

z

Remark 1.1.8. (Typesetting.)
Generically, we typeset theories with boldface letters (Θ,Sets, . . .), systems of a theory
with calligraphic Latin letters (X ,Y,Z, . . .), and transformations of a theory with ordinary
capital Latin letters (T, S,R, . . .).

In specific theories (such as Sets∗, Groups, and CIT and QIT defined below) we may
deviate from these conventions if tradition prescribes. More systematic deviations will be
mentioned as introduced (for example, the special transformations to be called ‘states’ will
be generically typeset with lower-case Latin letters s, t, . . .).

z
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The next two examples of theories will be our most important:

Example 1.1.9. (Classical Information Theory, CIT.)
The systems of CIT are finite, non-empty sets X,Y, Z, . . .. They compose under the carte-
sian product ×, as in the theory Sets∗, and the trivial system is some distinguished one-
element set, say 1 := {0}. A transformation T : X → Y can be thought of as a ‘probabilistic
function’. Formally, it is a Markov kernel, i.e. a collection T = (tx)x∈X of probability dis-
tributions on Y ; a genuine (‘deterministic’) function f : X → Y corresponds indeed to the
collection (δf(x))x∈X , where δy denotes the degenerate distribution in the point y ∈ Y . (Ob-
serve in particular that a transformation from 1 to Y is simply a probability distribution on
Y .) The serial and parallel composition of transformations is best described by appealing
to intuition: If we think of a transformation T : X → Y as encoding a process by which on
input x ∈ X a random y ∈ Y is produced according to the distribution tx, then the serial
composition of T : X → Y with S : Y → Z corresponds – unsurprisingly – to the process
resulting from applying S after T , assuming independence of the randomness in S and T .
Likewise, the parallel composition T1 8 T2 corresponds to the process of drawing simultane-
ously and independently outputs y1 and y2 based on the inputs x1 and x2, by means of T1

and T2 respectively. Formally,

(t1x1
)x1∈X1

8 (t2x2
)x2∈X2

= (t1x1
⊗ t2x2

)(x1,x2)∈X1×X2
(1.11)

(with t1x1
⊗ t2x2

denoting the product distribution on Y1 × Y2 of distributions t1x1
on Y1

and t2x2
on Y2), and

(sy)y∈Y
⊙ (tx)x∈X = (ux)x∈X , ux =

∑
y∈Y

tx(y)sy. (1.12)

As usual, it is tedious but easy to verify that CIT satisfies the formal conditions of
Definition 1.1.6. Note that the identity transformation on X is (δx)x∈X , and that the trash
trX : X → 1 is the X-indexed collection of degenerate distributions on the one-element set
1.

Given a channel T = (tx)x∈X we will often write T (x) or T (δx) for the probability
distribution tx, when there is no risk of confusion. �

Example 1.1.10. (Quantum Information Theory, QIT.)
The systems of QIT are finite-dimensional, non-zero Hilbert spacesH,K,L, . . . over C. They
compose parallelly under the tensor product ⊗, and the unit object is some distinguished
1-dimensional space, say 1 := C. A morphism Λ : H → K is a so-called quantum channel
from H to K, meaning a CPTP (completely positive trace-preserving) linear map from
End(H) to End(K), where End(L) denotes the space of linear operators on L. The fact
that a morphismmorphismmorphismmorphismmorphismmorphismmorphismmorphismmorphismmorphismmorphismmorphismmorphismmorphismmorphismmorphismmorphism Λ : H → K is a mapmapmapmapmapmapmapmapmapmapmapmapmapmapmapmapmap Λ : End(H) → End(K) is notationally odd-looking,
but should not imply confusion in relevant instances. The serial composition of morphisms
Λ : H → K and Φ : K → L is given by the functional composition Φ ◦ Λ, and the parallel
composition of morphisms Λ1 : H1 → K1 and Λ2 : H2 → K2 is given by the tensor product
map Λ1 ⊗ Λ2, determined by (Λ1 ⊗ Λ2)(A1 ⊗ A2) = Λ1(A1) ⊗ Λ2(A2) for A1 ∈ End(H1),
A2 ∈ End(H2). (Observe here the isomorphisms End(H1 ⊗H2) ∼= End(H1)⊗End(H2) and
End(K1⊗K2) ∼= End(K1)⊗End(K2).) The identity idH is the identity map on End(H) and
the trash trH is the trace End(H) → End(C) ∼= C (this is the only trace-preserving linear
map to End(C)). �
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We will typeset, as is customary, the transformations in QIT with Greek letters, but
often typeset linear operators which are used to define the transformations (e.g. isometries
or Kraus operators) with Latin letters. Though this clashes somewhat unfortunately with
the general convention of using Latin letters for the transformations themselves, this should
not cause confusion.

Remark 1.1.11. (On Terminology and Notation.)
The category CIT is often denoted in the literature by ‘FinStoch’ (see e.g. Ref. [Fri20];
the terminology seems to have originated in Ref. [BF14]), and referred to as the category of
finite sets and stochastic maps between them. The name and notation chosen in this thesis
is meant to reflect the emphasis on the category as a theorytheorytheorytheorytheorytheorytheorytheorytheorytheorytheorytheorytheorytheorytheorytheorytheory of classicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassical informationinformationinformationinformationinformationinformationinformationinformationinformationinformationinformationinformationinformationinformationinformationinformationinformation, and to
reinforce the physical and formal relationship with the theory QIT. (The category QIT is
rarely named in the literature.) z

At this point, we shall not entertain any physical interpretations whatsoever of the the-
ory QIT. (Realistically, most readers of these sentences will know of such an interpretation
anyway.) Suffice it to say that in the same way that CIT models the probabilistic process-
ing of classical information with which most of us are at least intuitively familiar, it has
been determined, ultimately empirically, that QIT is the correct model for the processing
of quantumquantumquantumquantumquantumquantumquantumquantumquantumquantumquantumquantumquantumquantumquantumquantumquantum information ([NC02]), and hence for information processing as it really is in our
world (to the best of our understanding).

That said, three points about QIT deserve mentioning before we continue with the
investigation of general theories:

Remark 1.1.12. (A Formal Relationship between CIT and QIT.)
First, it should be pointed out that the theory CIT is naturally contained in the theory QIT,
by means of the following construction: To a systemX in CIT we associate the Hilbert space
Γ(X) := CX (with its canonical inner product) in QIT, and to a morphism T = (tx)x∈X :
X → Y in CIT we associate the CPTP map Γ(T ) : Γ(X) → Γ(Y ) given by Γ(T )(A) =∑
x∈X,y∈Y tx(y) 〈x|A |x〉 |y〉〈y| for A ∈ End(CX), such that in particular Γ(T )(|x〉〈x|) =∑
y∈Y tx(y) |y〉〈y|. The precise sense in which this construction gives a representation of CIT

in QIT can be summarised by the observation that Γ has all the properties of a (strong)
monoidal functor ([ML13]) from CIT to QIT, exceptexceptexceptexceptexceptexceptexceptexceptexceptexceptexceptexceptexceptexceptexceptexceptexcept that Γ does not preserve identities,
i.e. Γ(idX) 6= idΓ(X). Explicitly, Γ(S ◦ T ) = Γ(S) ◦ Γ(T ), Γ(X × Y ) ∼= Γ(X) ⊗ Γ(Y ) and
Γ(T1×T2) ∼= Γ(T1)⊗Γ(T2).6 Moreover, Γ is injective. It is interesting to observe (and seems
to have been not noted before), that the failure of Γ to preserve identities cannot be fixed
by a redefinition – there simply does not exist a strong monoidal functor from CIT to QIT
which is injective. In succinct terms, the reason for this, which we will come to appreciate
in Chapter 2, is that the classical channel Cop : X → X ×X which deterministically copies
the input (i.e. corresponds to the function x 7→ (x, x)), would under such a functor Φ have
to map to a quantum channel Φ(Cop) : Φ(X) → Φ(X) ⊗ Φ(X), both of whose marginals
are idΦ(X), which is by the No Broadcasting Theorem ([BCF+96] – see also Corollary 2.5.7)
impossible, except when X ∼= 1. z

Remark 1.1.13. (Notions of Classicality.)
Secondly, the above-mentioned embedding Γ of CIT in QIT allows us to define notions of

6An earlier version of this chapter contained an entire section proposing this notion of homomorphism
between theories, defined as maps satisfying all properties of (strong) monoidal functors, except preservation
of identities. An injective such homomorphism, like Γ, can be interpreted as a generalisation from one theory
to another.
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‘classicality’ in quantum information theory. This was already reviewed in the preliminary
section of the thesis, but can now be rephrased in terms of the embedding Γ.

Specifically, we call a system in QIT classical if it is of the form Γ(X) = CX for some
set X (any system in QIT is isomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphicisomorphic to CX for some set X; being classical is thus
a matter of being equipped with a preferred basis). As already observed, the embedded
identities Γ(idX) are distinct from the actual identities idΓ(X) on CX , indeed Γ(idX) is
the decoherence channel on X, namely the quantum channel ∆X : CX → CX given by
∆X(A) =

∑
x∈X 〈x|A |x〉 |x〉〈x|. The fact that ∆X = Γ(idX) is distinct from idΓ(X) means

that the e.g. the condition Γ(idY ) ◦M = M for a quantum channel M : H → CY is non-
trivial, and it makes sense in this case to say that M has classical outcomes. The more
well-known term for this concept is that M is a measurement. There is similarly a notion
of a channel Λ : CX → K having classical inputs, which corresponds to being an ensemble
(%x)x∈X of channels 1 → K (so-called states). As mentioned in the preliminary section,
if Λ is a quantum channel between composite systems it makes sense to speak of Λ being
classical on somesomesomesomesomesomesomesomesomesomesomesomesomesomesomesomesome of the input or output systems, thus giving rise most generally to ensembles
of so-called quantum instruments.

It is easy to very that the embeddings of classical channels, Γ(T ), are precisely those
channels Λ : CX → CY which satisfy ∆Y ◦ Λ ◦∆X = Λ. However, certain compositionscompositionscompositionscompositionscompositionscompositionscompositionscompositionscompositionscompositionscompositionscompositionscompositionscompositionscompositionscompositionscompositions of
transformations in QIT could result in a transformation interpretable in CIT even though
its constituents are not. For example, for serially composable transformations Λ1 and Λ2

in QIT, the transformation Λ2 ◦ Λ1 might be classical (i.e. of the form Γ(T )) even though
neither Λ1 nor Λ2 is classical. Abstractly, this is what allows us in the first place to make
statements about quantum information which are classically intelligible. By considering a
more intricate combination of transformations, one can exhibit a total transformation which
is classical, although nonononononononononononononononono classicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassicalclassical choicechoicechoicechoicechoicechoicechoicechoicechoicechoicechoicechoicechoicechoicechoicechoicechoice ofofofofofofofofofofofofofofofofof thethethethethethethethethethethethethethethethethe constituentsconstituentsconstituentsconstituentsconstituentsconstituentsconstituentsconstituentsconstituentsconstituentsconstituentsconstituentsconstituentsconstituentsconstituentsconstituentsconstituents will reproduce this transforma-
tion. This statement is essentially the famous observation of John Bell ([Bel64]) described
in the introduction of the thesis, and the consequences are profound: QIT is a larger theory
than CIT, and this can be classically observed.

z

Remark 1.1.14. (On the Definition of QIT.)
Finally, it is very important to appreciate the fact that though QIT was defined in Exam-
ple 1.1.10 in terms of Hilbert spaces and linear operators, there could very well be ways of
defining QIT (up to a suitable notion isomorphism) without making any reference to such
entities. As demonstrated by ground-breaking works such as [Har01] and later [CDP11],
there areareareareareareareareareareareareareareareareare indeed completely different definitions of QIT, which in their formulation are
much less obscure, cast in an operational language. In fact, the quest for simple and natural
definitions of QIT is an ongoing area of research (see Ref. [CS16] for a review), and in
many ways the question that motivated the present thesis – that of finding an operational
definition of quantum self-testing – is very much inspired by this line of thought.

z

1.1.B States, Isomorphisms and Reversibles
We now proceed to discuss special kinds of transformations in a given theory: States, iso-
morphisms and reversibles. The naming of states is uncontroversial, whereas there is no
consensus on the naming of the latter two (see also Remark 1.1.21).

First, however, let us prove the following helpful result about trashes, which is used over
and over throughout the thesis:
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Lemma 1.1.15. (Properties of Trashes.)
The following holds of the trashes in a theory Θ:

1. For any transformation T : X → Y in Θ, trY
⊙T = trX .

2. For any systems X ,Y in Θ, trX8Y = trX 8 trY .

3. tr1 = id1.

Proof. Given T : X → Y, the transformation trY
⊙T is some transformation from X to 1.

Since there is only one, namely trX , we must have trY
⊙T = trX , proving the first property.

The second and third are proved similarly.

A theory Θ has a single system which is distinguished, namely the trivial system 1 – in
fact, 1 may be the only system in Θ. The system 1 represents ‘nothing’, and whereas we
have imposed that transformations to 1 are not very diverse (there is only one from each
system), transformations fromfromfromfromfromfromfromfromfromfromfromfromfromfromfromfromfrom the system 1 are very colourful. They physically correspond
to producing something from nothing:

Definition 1.1.16. (States in Θ.)
Given a system X in Θ, the transformations from 1 to X are called states on X . The class
of all states on X is denoted by St(X ). �

We generically denote states by lowercase Latin letters s, t, . . ..

Example 1.1.17. The states in a theory are usually rather easy to understand:

• In Sets∗, a state on X is a map s : 1→ X, or, what is equivalent, an element x ∈ X.
As such, some systems have many states and some have few. (If we consider instead
of Sets∗ the theory Sets in which also the empty set is included, then some systems
– namely ∅ – has no states.)

• In Groups, a state on G is a homomorphism σ : 1→ G. There is only one such, since
it must map to the identity element in G.

• In CIT, a state on X is a classical channel 1→ X, or, what is equivalent, a probability
distribution p on X.

• In QIT, a state on H is a completely positive trace-preserving linear map from End(C)
to End(H). Since End(C) ∼= C as vector spaces, such a map is characterised by a unique
element % ∈ End(H), namely the image of 1 ∈ C, and by the CPTP property this
element must be positive and of unit trace. Conversely, for any positive % ∈ End(H)
with tr(%) = 1 the map C 3 a 7→ a% ∈ End(H) is CPTP and hence defines a state
on H. In conclusion, we may identify the set of states on H with the set of density
matrices on H, namely

D(H) := {% ∈ End(H) | % ≥ 0, tr(%) = 1}. (1.13)

• In any theory Θ, there is by assumption a unique map from 1 to 1, namely tr1(= id1),
and this is a state on 1. It is possible that no other systems in Θ have states.

�
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Example 1.1.18. (States from States.)
The following hold in any theory:

• Since 1 8 1 = 1, the parallel composition of states s ∈ St(X ) and t ∈ St(Y) is a new
state s 8 t : 1→ X 8 Y, on the system X 8 Y.
Succinctly, we have a map St(X )× St(Y)→ St(X 8 Y) given by (s, t) 7→ s 8 t.

• If s ∈ St(X ) and T : X → Y is a transformation, then the serial composition T ⊙ s :
1→ Y is a state on Y.
In other words, any transformation T : X → Y induces a map St(X ) → St(Y) given
by s 7→ T ⊙ s.

�

Warning 1.1.19. (Transforming States.)
From common use of the words, it is tempting to think that a transformation is determined
by its action on states, i.e. that the abstract morphism T : X → Y in Θ can be identified
with the set-theoretic function s 7→ T ⊙ s from St(X ) to St(Y). This identification can be
done without harm in CIT and QIT (though in QIT it relies on the non-trivial fact that
any operator on H is a linear combination of density matrices). It is also unproblematic
in the theory Sets∗, where in fact it is subtle to even distinguish the original from the
impersonator, since St(X) ∼= X. The principle that transformations be determined by
their action on states is physically sound (what sense is there in two transformations being
distinct if this cannot be observed on states?), and it is enforced in much existing literature,
essentially by identifying transformations which act identically on states (e.g. as in Ref.
[CDP10]). Nevertheless, it is not a principle we shall commit to. In fact, it may very well
fail in more mathematical examples of theories, such as Groups, where each system has
only one state, whence any two transformations from G to H act identically on states. z

Leaving states for now, we proceed to two other important types of transformations:

Definition 1.1.20. (Reversibles and Isomorphisms in Θ.)

• A transformation R : X → Y is called reversible if it has a left-inverse, i.e. if there
exists a transformation R− : Y → X such that R− ⊙R = idX .

• A transformation α : X → Y is called an isomorphism if it has a two-sided inverse,
i.e. if there exists a transformation β : Y → X such that β ⊙α = idX and α ⊙β = idY .

�

Remark 1.1.21. (Terminology.)
Refs. [CDP10, CDP11] use the term ‘reversible’ differently than we – in fact, it is used
even within these references in two different ways, cf. Definitions 13 and 46 in [CDP10].
One of the uses (Def. 13) is for what we call ‘isomorphisms’. The terminology chosen in
the Definition 1.1.20 is based on the grounds that (1) the term ‘isomorphism’ has been
established in the mathematical literature on categories for more than half a century; (2)
we will need somesomesomesomesomesomesomesomesomesomesomesomesomesomesomesomesome word for transformations with left-inverses;7 (3) the Latin verb revertere
means to turn back. z

7In category theory proper, there is in fact a term for morphisms with left-inverses, namely split monomor-
phisms; however, I render this type of vocabulary slightly too esoteric for our purposes.
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Example 1.1.22. (Isomorphisms and Reversibles.)

• In Sets∗, a map f : X → Y is an isomorphism if and only if it is bijective. It is
reversible if and only if it is injective.

• In Groups, the isomorphisms are precisely the group isomorphisms. Any reversible
transformation is an injective homomorphism (though some of these are not reversible).

• In QIT, every transformation Λ : H → K which is a unitary conjugation, A 7→ UAU∗,
is an isomorphism, with two-sided inverse given by B 7→ U∗BU . It is not obvious that
any isomorphism in QIT must take this form, but we shall later see a swift argument
for this (Corollary 2.5.9) using the machinery of Chapter 2.

We shall similarly be able to characterise all reversible transformations in QIT (Corol-
lary 2.5.12). For now, let us observe that if Σ : H → K is an isometric conjugation,
A 7→ SAS∗, then it is reversible. It is tempting to provide as left-inverse the completely
positive map B 7→ S∗BS, but it is not trace-preserving since tr(S∗AS) = tr(SS∗A)
and SS∗ � 1 (unless S is unitary). Instead, pick an isometry S′ : K → H ⊗ E such
that S′S = 1H ⊗ |ψ〉, where |ψ〉 is a unit vector in some space E ; then the map
B 7→ [idEnd(H) ⊗ trE ](S

′BS′
∗
) is a completely positive trace-preserving left-inverse.

�

It is well-known (and easy to show) that if α : X → Y is an isomorphism, its two-sided
inverse β is unique. We denote it, as is customary, by α−1. Clearly, α−1 : Y → X is an
isomorphism with inverse (α−1)−1 = α. If α : X → Y and β : Y → Z are isomorphisms,
then their serial composition is an isomorphism too, with (α ⊙β)−1 = β−1 ⊙α−1. Similarly,
if α1 : X1 → Y1 and α2 : X2 → Y2 are isomorphisms, their parallel composition is an
isomorphism with (α1 8 α2)−1 = α−1

1 8 α−1
2 .

It is customary to call systems X ,Y isomorphic if there exists an isomorphism between
them. For example, systems H and K are isomorphic in QIT precisely when they have the
same dimension, and systems X and Y are isomorphic in CIT precisely when they have the
same number of elements. By the previous comments, isomorphism of systems is always an
equivalence relation, well-behaved under parallel composition of systems.

Evidently, every isomorphism in a theory Θ is reversible. As Example 1.1.22 shows,
there may however easily be reversible transformations in Θ which are not isomorphisms.
It should also be observed that, contrary to isomorphisms, reversibles need not have unique
inverses:

Remark 1.1.23. (Non-Uniqueness of Left-Inverses.)
In Sets∗, the injective inclusion map ι : {0, 1} → {0, 1, . . . , 8, 9} given by ι(x) = x has as
left-inverse any function g : {0, 1, . . . , 8, 9} → {0, 1} for which g(0) = 0 and g(1) = 1. As
such, the values g(y) for y ∈ {2, 3, . . . , 8, 9} can be set arbitrarily as 0 or 1, so there are as
many such maps g as there are subsets of the set {2, 3, . . . , 8, 9}, namely 28 = 256. z

Let me end this section by posing a curious problem.

The reversible transformations in a theory Θ facilitate a rudimentary notion of dimen-
sion. More precisely, let us define the dimensional ordering, �, on SysΘ by declaring that
X � Y exactly if there exists a reversible transformation R : X → Y. It is easy to see that
� is a pre-order, i.e. a reflexive transitive relation. (We also have X1 ⊗ X2 � Y1 ⊗ Y2 if
X1 � Y1 and X2 � Y2, and we have 1 � X if St(X ) 6= ∅.)
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In Sets∗ and CIT, the dimensional ordering reproduces the ordering in terms of car-
dinality of sets (X � Y ⇔ |X| ≤ |Y |), and in QIT it yields the usual ordering according
to dimension (H � K ⇔ dimH ≤ dimK). In general, however, the ordering � is simply
an abstract relation, not necessarily related to cardinal numbers or enjoying properties we
usually expect.

One such property would be the Cantor-Schröder-Bernstein property (named by analogy
with the Cantor-Schröder-Bernstein theorem for sets [Sch]), i.e. the principle that if X � Y
and Y � X then X and Y are isomorphic. By Example 1.2.7, however, it is demonstrated
that this property is not always satisfied.

Another expectable property would be

• Linearity: For all systems X ,Y, either X � Y or Y � X ,

or the stronger property

• Well-Foundedness: For any set of systems (Xi)i∈I , there is some i0 ∈ I such that
Xi0 � Xi for all i ∈ I.

Readers acquainted with the theory of ordinals and cardinals may appreciate that well-
foundedness is more or less equivalent to the possibility of representing the levels of �
using cardinals, as we can for Sets∗ (where the equivalence class of X is represented by
the cardinality |X|) and for QIT (where the equivalence class of H is represented by the
cardinal dimH ∈ N).8

I do not know if it is possible to construct an example in which linearity or well-
foundedness fail. In fact, I do not even know the answer to the following question:

Open Problem 1.1.24. Is every pre-order the dimensional ordering of some theory Θ?

1.2 A Reservoir of Examples
Examples in mathematics serve roughly two purposes, one soft and one hard.

The soft purpose is that examples help humans fix ideas. For instance, a person seeing
the definition of a topological space for the first time may not immediately grasp what
this concept is about. Exhibiting concrete examples will help that person form a view of
what a topological space is; some of these examples will fit smoothly in line with those that
motivated the definition in the first place, whereas others may be surprising.

The hard purpose is that examples uncover formal interdependencies of properties. Some
examples of topological spaces will show that certain properties cannot be derived – or are
undecidable – from the axioms defining a topological space. For instance, one cannot prove
that a topological space has infinitely many open sets (for this is not always true, as e.g.
the trivial topology exemplifies). In a similar vein, that a set is closed does not imply that
its image under a continuous map is closed (as exemplified by the map R 3 x 7→ 1

1+x2 ∈ R,
which maps R to (0, 1]).

In this section we go through a lot of examples of theories. In fact, the presented
catalogue might be one the largest list of theories (in the sense of Definition 1.1.6) existing

8If such a representation is possible, well-foundedness of � follows from well-foundedness of cardinals. If
on the other hand � is well-founded (and the collection of its equivalence classes is small enough to be a
set) then by a standard result ([Kun80]) that set is order-isomorphic to an ordinal γ. As such, the levels of
� are representable as an ordering among ordinals β ∈ γ, and from this we can obtain an ordering in terms
of cardinals by means of the cardinal counting map β 7→ κβ from ordinals to cardinals.
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at one place in the literature. Some of these examples serve the soft purpose, but most will
the hard as well. Some of the examples will be so mathematical that a physicist would not
call them ‘theories’ (like Groups, cf. Warning 1.1.19). Still, such examples may easily serve
the hard purpose, demonstrating that defined concepts do not always behave as expected.

1.2.A Variations of CIT and QIT

We have already seen our two most important examples of theories, CIT (Example 1.1.9)
and QIT (Example 1.1.10). Historically, much of quantum theory was conceived in a setting
of infinite-dimensional Hilbert spaces, and emphasis on the finite-dimensional setting was
only recently articulated ([NC02, CS16]).

There is indeed version of quantum information theory which allows (separable) infinite-
dimensional Hilbert spaces as systems ([Att14, Wol19]):

Example 1.2.1. (QIT∞.)
In the infinitary version of quantum information theory, QIT∞, systems are separable
Hilbert spaces H,K,L, . . ., and a transformation from H to K is a CPTP map Λ : B1(H)→
B1(K), as outlined in the preliminary section of the thesis. (Recall that B1(L) denotes the
Banach space of trace-class operators on the Hilbert space L.) When H and K are finite-
dimensional, this notion of transformation restricts to that from QIT. The composite of
systems in QIT∞ is again given by the tensor product (whose construction now requires
a metric completion of the algebraic tensor product), and the trivial system is 1 = C. Se-
rial and parallel compositions of transformations are given, as for QIT, by the functional
composition and tensor product of linear maps, respectively. States on a system X are (by
the same argument used for QIT) in natural bijective correspondence with linear operators
% ∈ B1(X ), which are positive and of unit trace. �

The theory QIT∞ does display features which QIT does not, but they also have a lot in
common and for of our purposes their differences are not profound. (One of the differences
is that in QIT∞ there exists a system H, namely any space of infinite dimension, into which
all systems admit a reversible transformation; in QIT there exists no such system.)

There is also a version of CIT which goes beyond finite sets:

Example 1.2.2. (Stoch.)
The theory Stoch (following the notation of Ref. [Fri20]) has measurable spaces X =
(X,E) for systems, and transformations from X = (X,E) to Y = (Y,K) are Markov kernels
from X to Y, that is, X-indexed collections of probability measures on Y, (λx)x∈X , for
which the function x 7→ λx(B) is measurable for any fixed B ∈ E. The composite of
systems X = (X,E) and Y = (Y,K) is the measurable spaces (X × Y,E ⊗ K), where
E ⊗ K is the product σ-algebra, and the parallel composition of transformations is defined
in the obvious way by forming product measures (see any introductory book on measure
theory, e.g. [Han09, Sch17, Fol99]). The serial composition is also defined in a rather
obvious fashion, by integrating the Markov kernels, though the construction is somewhat
shrouded in measurability technicalities. (For more details, see Ref. [Fri20], or the curiously
historical lecture notes [Law62] which apparently constitute the first categorical presentation
of Markov kernels.)

Every measurable injection (X,E) → (Y,K) is a reversible transformation in Stoch,
its isomorphisms are precisely the Borel-isomorphisms, and states on (X,E) correspond to
probability measures on (X,E). �
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It is intuitively clear that the theory QIT∞ extends QIT, and that Stoch extends CIT
(we will be more precise about this in Section 1.2.D). However, it would seem that Stoch
is in a sense ‘too big’ an extension of CIT when compared to the extension QIT∞ of QIT.
Indeed, as mentioned earlier, the theory CIT embeds into QIT, but there is no obvious
sense in which Stoch embeds into QIT∞, since there is no canonical way of associating a
Hilbert space to a measurable space (X,E). One could speculate that by taking measuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasure
spaces (X,E, µ) in place of measurable spaces (X,E) as systems (and by requiring a sufficient
compatibility of the transformations, e.g. having appropriate densities w.r.t. the ground
measures), one could massage Stoch into a theory for which such an embedding would be
possible, but I do not know of any such construction.

So far, all of our theories have had plenty of states, with the exception of Groups. It is
possible to device an ‘information’ theory which also does not have many states:

Example 1.2.3. (Oblivious Information Theory.)
In QIT, every system H has a unique invariant state, τH, described by the density matrix

1
dimH1H, and defined by the property that α ◦ τH = τH for all isomorphisms (unitary
conjugations) α : H → H. The states τH are also called fully mixed, and they are can
be interpreted as representing complete obliviousness about the system H. Let us define
oblivious quantum information theory, OblQIT, as the theory in which this obliviousness
is preserved: The systems of OblQIT are finite-dimensional non-zero Hilbert spaces, and
the transformations from H to K are the CPTP maps Λ : End(H) → End(K) for which
Λ(τH) = τK. The composition of systems and transformations is given as in QIT, and the
trivial system is again 1 := C. Importantly, the unique state tr1 = id1 on the system 1 is
invariant, and therefore all trashes trH in QIT are valid transformations in OblQIT, so 1
is indeed terminal. Note also that any state σ : 1 → H in OblQIT must be invariant, i.e.
the system H admits a unique state, namely τH.

Of course, there is nothing quantum about this idea: Classical information theory, CIT,
also has unique invariant states (namely the uniform distributions) and by restricting to
transformations that map uniform distributions to uniform distributions we similarly obtain
an oblivious classical information theory, OblCIT. An interesting exercise for the reader is
to verify that, contrary to the what is the case in CIT, every reversible transformation in
OblCIT is an isomorphism. �

Rather than restricting the class of transformations, we can enlarge it:

Example 1.2.4. (Negative Information Theory.)
Let us define NCIT (‘negative classical information theory’) as the theory whose systems
and composition of systems is the same as in CIT, but whose transformations from X to Y
are collections t = (tx)x∈X of ‘not necessarily positive probability distributions on Y ’ , that
is, of functions tx : Y → R such that

∑
y∈Y

tx(y) = 1. (1.14)

The potential usefulness of negative probabilities has been discussed in e.g. Ref. [Fey87].
We define serial and parallel composition in NCIT by the same equations as for CIT.
Importantly, the system 1 = {0} remains terminal in NCIT because δ0 is the only R-valued
function on {0} satisfying the normalisation (1.14).

Certainly, the theory NCIT seems quite distinct from CIT, e.g. in admitting on the
system {0, 1} the ‘unbounded’ set of states {tδ0 + (1 − t)δ1 | t ∈ R}, and in admitting
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‘convex combinations’ such as δ0 = 1
2 (3δ0 − 2δ1) + 1

2 (−δ0 + 2δ1). But to prove a categorical
distinction from the theory CIT we cannot refer to notions of convexity or boundedness;
we have to point out a distinction visible in terms of the serial and parallel composition. To
this end, consider in NCIT the transformations αw = (αwj )j∈{0,1} : {0, 1} → {0, 1} given
for w ∈ R by

αw0 = (1− w)δ0 + wδ1, αw1 = −wδ0 + (1 + w)δ1. (1.15)

It is easily verified that α0 = id{0,1} and that αu ◦αv = αu+v for all u, v ∈ R, so the map
w 7→ αw is an injective group homomorphism from the additive group of reals to the group
of automorphisms of {0, 1} (i.e. isomorphisms {0, 1} → {0, 1}) in NCIT. In particular, any
automorphism αw with w 6= 0 has infinite multiplicative group order; in CIT, on the other
hand, every automorphism of every system is a bijection on a finite set and hence has finite
multiplicative order. �

1.2.B Cartesian Theories
The theory Sets∗ (Example 1.1.3) has the following feature: Any transformation into a
composite system, say f : X → Y1 × Y2, is given by two components, f = (f1, f2) with
f1 : X → Y1 and f2 : X → Y2. These two component functions are the marginals of f , and
they completely determine f . Similarly, a transformation ϕ : G → H1 ×H2 in Groups is
determined by its marginals.

On the other hand, transformations in CIT (or QIT) are notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot determined by marginals;
for examples, the states k := 1

2δ0 ⊗ δ0 + 1
2δ1 ⊗ δ1 and p :=

(
1
2δ0 + 1

2δ1
)
⊗
(

1
2δ0 + 1

2δ1
)
on

the system {0, 1} × {0, 1} have identical marginals, but they are not the same; the state
k represents two copies of a uniformly random bit, whereas p represents two independent
uniformly random bits.

Let us be slightly more precise:

Definition 1.2.5. (Marginal-Determined.)
Let Y1 and Y2 be systems in a theory Θ. Let π1 : Y1 8 Y2 → Y1 and π2 : Y1 8 Y2 → Y2

denote the factor projections, idY1
8 trY2

and trY1
8idY2

, respectively. We say that the
system pair (Y1,Y2) is marginal-determined, if for any two transformations T1 : X → Y1

and T2 : X → Y2, there exists a unique transformation T : X → Y18Y2 such that π1
⊙T = T1

and π2
⊙T = T2.

�

Definition 1.2.6. (Cartesian Theories.)
A theory Θ is called cartesian if any pair of systems in Θ is marginal-determined. �

The introductory lines serve to illustrate that Sets∗ and Groups are cartesian theories,
whereas CIT and QIT are not. Readers acquainted with category theory will realise that
cartesian theories are precisely categories with finite products ([ML13, Awo10]), sometimes
referred to as cartesian categories (hence the name). This realisation immediately gives a
true bombardment of theory examples, including all sorts of categories whose morphisms
are functions on ‘structured sets’ which admit a notion of product:

• Top∗, in which the systems are non-empty topological spaces and the transformations
continuous maps;

• Rings, in which the systems are algebraic rings and the transformations are ring
homomorphisms;
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• Man∞, in which the systems are differentiable manifolds and the transformations are
smooth maps;

•
...

In all these cases, the serial composition of transformations is given by ordinary functional
composition and the parallel composition is given by means of the products that these
categories facilitate (products of topological spaces, of rings, of manifolds, ...).

Another example of this is the theory Graphs of graphs and homomorphisms. However,
in the same way that the empty set in Sets introduces some pathological features making
the theory Sets∗ nicer in the end, so do graphs with un-looped vertices cause problems in
Graphs (see Section 1.3.C). Thus, we shall consider instead the theory Graphs∗, whose
objects are (non-empty) graphs in which every vertex has a loop:

Example 1.2.7. (Graphs∗.)
The category Graphs∗ has non-empty looped graphs for objects and graph homomorphisms
for morphisms, with functional composition as serial composition. Any graph with one vertex
and its loop is terminal; we fix one and call it 1. One can consider several ‘products’ of
graphs G and H (see [Gra]), but only one kind will make Graphs∗ a cartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesian theory, and
this is the so-called direct product, G×H. It has as vertices pairs of vertices in G and H, and
it has an edge between (u1, v1) and (u2, v2) precisely if u1 and u2 are adjacent in G and v1

and v2 in H.9 Transformations compose parallelly are one would expect. The isomorphisms
in Graphs are precisely the graph isomorphisms, and a state on the graph G is simply a
vertex in G (for this it matters that every vertex has a loop).

The collection of reversible transformations allows us to exhibit a feature which we have
not encountered earlier. It can be phrased as the failure in Graphs∗ of the Cantor-Schröder-
Bernstein property discussed in Section 1.1.B, and explicitly it is the following: There are
systems G,H with the property that we can find reversible transformations g : G→ H and
h : H → G, though there is no isomorphism between G and H. It is an easy exercise to see
that this can only be the case if G and H are infinite, but we may actually take them rather
simple. Indeed, let G be the graph

• • • • • • • · · ·

· · ·

• • • · · ·

l1
c0

a0

d1

c1

a1b0 b1

and H the graph

• • • • • • • • · · ·

· · ·

• • • · · ·

d′1

r′0 c′1

a′1 b′1 ,

both extending infinitely to the right in a periodic fashion. For reversible transformation
g : G → H we take the unique injective homomorphism that maps the leftmost ‘head’,

9There is a distinct product, G�H, which quite confusingly is called the cartesian product of G and H;
it can also be seen as a funny tensor product of categories ([Gra]). The operation � makes Graphs∗ a
symmetric monoidal category in a different way. Thus, Graphs∗ can be considered a theory in two distinct
ways: Either by equipping it with the direct product ×, or by equipping it with the product �.
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a0b0c0, in G to the leftmost head, a′1b′1c′1, in H. (The image of G under g is all of H
except for the edges r′0 and d′1 and their common vertex.) Now, g has as left-inverse the
map g− : H → G which acts as the inverse of g on its image, and by collapsing r′0, d′1 and
their common vertex to the left ‘ear’ of the leftmost head in G. A reversible h : H → G
is constructed completely analogously, by mapping the structure d′1a′1b′1c′1 to d1a1b1c1. The
graphs G and H are not isomorphic, however, since H has a loop (namely l1) whose vertex
only has one other edge. �

Another example of a cartesian theory whose transformations are functions on ‘structured
sets’ can be obtained from linear algebra. We saw in Example 1.1.5 that Vectk, the category
of vector spaces over k and k-linear maps between them, can be augmented to a symmetric
monoidal category by means of the tensor product, ⊗. We also discussed, however, that this
does not constitute a theory in the sense of Definition 1.1.6, since the monoidal unit k fails
to be terminal. It turns out that we can augment Vectk with another notion of parallel
composition that does make it into a theory:

Example 1.2.8. (Vectk.)
Let k be a field and consider on the category Vectk the symmetric monoidal structure
defined by the direct sum, ⊕; the composite of systems V and W is V ⊕W , and the parallel
composition of A1 : V1 → W1 with A2 : V2 → W2 is A1 ⊕ A2 : V1 ⊕ V2 → W1 ⊕W2. For
terminal object and ⊕-unit we fix a zero-dimensional space, 1 := 0. The trashes trV : V → 0
must then be the zero-maps, and the factor projections πj : V1 ⊕ V2 → Vj are consequently
the ordinary projections Pj onto the subspaces Vj . The theory is cartesian because any
linear map A : W → V1⊕ V2 is specified by the projected maps Aj := PjA and because any
such pair of maps A1, A2 defines a map to V1 ⊕ V2 by x 7→ A1x⊕A2x.

�

We end with an example demonstrating that the systems in a cartesian theory need not
be ‘sets with structure’:

Example 1.2.9. (The Interval Theory.)
Consider the real unit interval [0, 1], and define a theory Θ as follows:

Systems of Θ are numbers x, y, z, . . . ∈ [0, 1]. For any x, y ∈ [0, 1] there is at most
one transformation from x to y, and there is one precisely if x ≥ y. (It does not matter
what the transformation actually is, but for concreteness we may choose is to be the pair
(x, y).) Serial composition of transformations can be defined uniquely, since x ≥ y and
y ≥ z implies x ≥ z, and each system has an identity transformation since x ≥ x. The
associative and symmetric composition of systems in Θ is given by x 8 y := max{x, y}, and
the system 0 ∈ [0, 1] is a unit for this operation which is terminal in Θ since x ≥ 0 always.
Parallel composition of transformations is also uniquely defined, by the observation that
x1 ≥ y1, x2 ≥ y2 imply max{x1, x2} ≥ max{y1, y2}. Finally, the theory is cartesian since
z ≥ x1 and z ≥ x2 if and only if z ≥ max{x1, x2}. �

1.2.C Thin Theories
We just saw in Example 1.2.9 that there exist theories with at most one transformation from
one system to another. We can make an entire example class out of such theories, and they
turn out to have a fairly graspable characterisation. As actual physical theories tend to have
many transformations, this class of theories is mostly interesting for purely mathematical
purposes, or for finding counterexamples.

In category theory, categories with at most one morphism from one object to another
are called thin ([Thi]), so we adopt the same terminology:
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Definition 1.2.10. (Thin Theories.)
A theory Θ is called thin if for any systems X ,Y ∈ SysΘ there is at most one transformation
from X to Y. �

Obviously, the composition of transformations – serial and parallel – in a thin theory is
unexciting. Really, it is the composition of its systemssystemssystemssystemssystemssystemssystemssystemssystemssystemssystemssystemssystemssystemssystemssystemssystems which is interesting.

In any theory Θ, the composition 8 on systems gives SysΘ the structure of a monoid,
(SysΘ, 8,1), with unit object 1. And in a thin theory, the transformation structure can be
compactly summarised as follows: Let us define on SysΘ a relation � by X � Y if and only
if there is a transformation from X to Y. By the axioms of identities and serial composition,
this relation is reflexive and transitive, i.e. it is a pre-order on SysΘ. Terminality of 1
means X � 1 for all X ∈ SysΘ, and the parallel composition of transformations means that
X1 8 X2 � Y1 8 Y2 when X1 � Y1 and X2 � Y2. Finally, the symmetry condition of the
theory implies that X 8Y and Y 8X are equivalent under the pre-order, i.e. X 8Y � Y 8X
and Y 8 X � X 8 Y.

Conversely, it is easy to see that any monoid equipped with a pre-order subject to these
conditions defines a thin theory.

In summary, we have proved the following:

A thin (strict) theory is the same thing as a pre-ordered quasi-commutative monoid,

where by this horrifying sequence of words I mean a quadruple (M,?, 1,�), such that

• (M,?, 1) is a monoid;

• � is a pre-order on M ;

• x � 1 for all x ∈M ;

• x1 � y1, x2 � y2 ⇒ x1 ? x2 � y1 ? y2 for all x1, x2, y1, y2 ∈M ;

• x ? y ' y ? x for all x, y ∈M .10

The identity transformations in Θ are the relationships x � x, and the trashes are the
relationships x � 1.

Remark 1.2.11. (Strictness.)
If we drop the strictness assumption for the theory, the strict associativity of the operation ?
and strict unitality of the element 1 are replaced by '-equivalences in the monoid (M,?, 1)
(e.g. x ? 1 ' x ' 1 ? x rather than x ? 1 = x = 1 ? x). As such, the characterisation of thin
theories by means of pre-ordered monoid-like structures is not contingent on the strictness.

z

Some of the simplest examples of thin theories are partially ordered commutative monoids:

Example 1.2.12. (One Ordering, two Compositions.)
The non-negative integers N0 = {0, 1, 2, . . .} form a commutative monoid with unit 0, both
when equipped with addition, (n,m) 7→ n+m, and when equipped with the max-function,
(n,m) 7→ max{n,m}. The usual ordering ≥ on N0 satisfies the required compatibility
conditions with these binary operations, so we have two thin theories (N0,+, 0,≥) and
(N0,max, 0,≥).

�
10Here, z ' w means z � w and w � z.
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Example 1.2.13. (One Composition, two Orderings.)
The natural numbers, N = {1, 2, 3, . . .} form a commutative monoid with unit 1 when
equipped with multiplication, (n,m) 7→ n · m. The usual ordering ≥ on N0 satisfies the
required compatibility conditions, and so does the divisibility ordering, ≥div, according to
which n ≥div m precisely if m divides n. Thus we have two thin theories, (N, ·, 1,≥) and
(N, ·, 1,≥div). �

Example 1.2.14. (Powersets.)
For any set A, the powerset P(A) is a commutative monoid with unit ∅ when equipped with
the union-operation ∪. Set-theoretic inclusion ⊇ is a compatible partial order, so we have a
thin theory (P(A),∪, ∅,⊇). �

There are also examples of thin theories in which the pre-order does not meet the con-
dition to be a partial order. The condition x ' y ⇒ x = y can break down violently, or
subtly:

Example 1.2.15. (Any Monoid is a Thin Theory.)
Let (M,?, 1) be any monoid. By putting the trivial relation � onM , which renders x � y for
allallallallallallallallallallallallallallallallall x, y ∈M , we see that (M,?, 1) is augmented to a thin theory. (This is even independent
of whether or not the monoid is commutative.) �

Example 1.2.16. (Logic.)
Let P1, P2, P3, . . . be infinitely many symbols, and consider the set of all well-formed formulas
that can be generated from these symbols along with the logical connectives ∧,∨,¬,>,⊥,→
,↔ and the parentheses ) and (. For example, ¬(P1 ∧P3) is a well-formed formula, whereas
) → P2¬ is not. The set of well-formed formulas is pre-ordered by the relation ψ � φ
asserting that formula φ is provable from formula ψ (using some standard inference system,
see e.g. Ref. [End01]), and by equipping it with the binary operation that maps the pair
ψ1, ψ2 to (ψ1∧ψ2), it becomes a thin theory Logic, with unit > (though it is neither strictly
commutative nor strictly associative). �

Remark 1.2.17. (Relation to Resource Theories [CFS16].)
In Ref. [CFS16] the authors propose ordered monoids (M,?, 1,�) as a model of resource
convertibility ; more precisely, a thin theory in our language is in their language a waste-free
theory of resource convertibility. The elements x, y, z, . . . ∈ M correspond to resources in
some universe, and the pre-order assignment x � y reflects that resource x can be converted
into resource y at no cost. The binary operation ? simply represents the junction of two
resources, and 1 ∈ M represents a void resource. (The adjective ‘waste-free’ refers to
the relations x � 1.) The scope of this interpretation is large, ranging from economy to
chemistry. It also includes the theory of resource convertibility associated to (bipartite)
quantum entanglement.

z

States, isomorphisms and reversible transformations are strange notions in thin theories:

Remark 1.2.18. (States, Isomorphisms and Reversibles in Thin Theories.)
An isomorphism from x to y in a thin theory Θ is a pair of relationships x � y and y � x,
whose two compositions yield the identities on x and y, respectively. However, since the
serial composition of the transformation x � y with y � x must yield somesomesomesomesomesomesomesomesomesomesomesomesomesomesomesomesome transformation
from x to x and since there is by assumption only one, namely the identity x � x, anyanyanyanyanyanyanyanyanyanyanyanyanyanyanyanyany pair
of relationships between two systems x, y witnesses an isomorphism. In short, for x and
y to be isomorphic is precisely the condition x ' y. The same argument implies that any
reversible transformation is necessarily an isomorphism.
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Not all systems in a thin theory have states. Actually, for x to have a state means
precisely that 1 � x, which is to say that x ' 1. z

In Example 1.2.9 we saw a cartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesiancartesian thin theory. We end this subsection by classifying
those thin theories which are also cartesian:

Proposition 1.2.19. (Thin Cartesian Theories.)
A thin theory described by the pre-ordered quasi-commutative monoid (M,?, 1,�) is cartesian
if and only if for every x, y ∈M , the element x ? y ∈M is a least upper bound for x and y
in the pre-order (M,�).

Proof. The thin theory described by (M,?, 1,�) is cartesian if and only if for any x, y, z ∈M
it holds that (z � x) ∧ (z � y) ⇔ z � x ? y. This is precisely to say that x ? y is an upper
bound for x and y which is least among all upper bounds.

It follows that for instance the theory Logic from Example 1.2.16 is also cartesian.

1.2.D Sub-Theories
Some of the above examples of theories were nested, one inside the other. For example, the
oblivious version of quantum information, OblQIT, was a sub-theory of QIT, in the sense
that all of its systems and transformations, along with their serial and parallel composition,
came from QIT. In a similar way, QIT itself was a sub-theory of QIT∞, as was CIT of
Stoch.

In fact, CIT is also a sub-theory of QIT, or, more precisely, QIT has a sub-theory
which is ‘isomorphic’ to CIT, by the construction mentioned earlier, according to which
we associate the Hilbert space X̂ := CX to the finite set X and the CPTP map T̂ :
End(CX)→ End(CY ) given by T̂ (A) =

∑
x∈X,y∈Y tx(y) 〈x|A |x〉 |y〉〈y| to the classical chan-

nel T = (tx)x∈X : X → Y . This last example, however, is different than the others in
a significant way: The identity transformations îdX in the smaller theory do notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot coincide
with the identity transformations idX̂ in the larger theory. We have already noticed in
Remark 1.1.12 that this is not an artefact of this specific embedding of CIT in QIT, but
a living condition of any such embedding. Similarly, the correct definition of ‘sub-theory’
should not require identities to agree.

Definition 1.2.20. (Sub-Theories.)
Let Θ be a theory. A sub-theory of Θ is a theory Θ0 for which

• SysΘ0
⊆ SysΘ, and the trivial system and composition of systems in Θ0 are the same

as in Θ;

• for any systems X ,Y ∈ SysΘ0
, TransΘ0

(X ,Y) ⊆ TransΘ(X ,Y) and the serial and
parallel compositions in Θ0 are the same as in Θ.

�

Remark 1.2.21. Since identity transformations (and swapping transformations) in Θ0

are not required to be the same as in Θ, a sub-theory is a weaker notion than that of a
(symmetric monoidal) sub-categorycategorycategorycategorycategorycategorycategorycategorycategorycategorycategorycategorycategorycategorycategorycategorycategory. z

The concept of sub-theory is relevant in the context of example appropriation, since
it paves the way for an explosion: Whenever we have a theory Θ, we can choose from
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it any collection of systems and transformations and consider as new example theory the
sub-theory Θ0 of Θ that this collection generates.11

Example 1.2.22. (FinSets∗.)
FinSets∗ is the the sub-theory of Sets∗ generated by the finite sets and all the functions
between them. That is, FinSets∗ has as systems finite sets X,Y, Z, . . ., composing under
the cartesian product, and the transformations from X to Y are functions f : X → Y ,
composing serially and parallelly as in Sets∗. Observe that FinSets∗ can also be regarded
as a sub-theory of CIT, generated this time by all the systems, but only the transformations
(tx)x∈X : X → Y corresponding to deterministic functions. �

Example 1.2.23. (T−REX.)
T−REX is the sub-theory of FinSets∗ with all the same systems, but consisting only of the
surjectivesurjectivesurjectivesurjectivesurjectivesurjectivesurjectivesurjectivesurjectivesurjectivesurjectivesurjectivesurjectivesurjectivesurjectivesurjectivesurjective functions. Note that the serial and parallel compositions of surjective functions
are surjective, and that the trashes and identities are surjective. Though it has the ‘cartesian
product’ for parallel composition, the theory T−REX is notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot a cartesian theory (e.g. there
is no transformation D : X → X×X with marginals equal to idX when |X| ≥ 2). In general,
the theory T−REX is extremely strange, and it will provide us with many counterexamples
throughout. One bizarre feature is that, though it is much more intricate than a thin theory,
it retains the property of having states only on those systems which are isomorphic to 1. �

Readers who know about the theory of computation and algorithms may also define a
sub-theory of Sets∗ whose systems are collections of strings and whose transformations are
algorithms (computable functions).

1.3 Pictorial Syntax
So far, we have used an algebraic syntax in terms of the symbols ‘8’ and ‘ ⊙ ’ to represent
composite transformations in a theory. Whereas this is in principle unproblematic, it is more
or less undebatable that, to the human eye, the nature of already rather simple compositions
can be obfuscated by the algebraic notation. For example, if s is a state on Z1 8 Z2 and if
T1 : X1 8Z1 → Y1 and T2 : X2 8Z2 → Y2 are transformations, then what is the appropriate
intuition about the transformation (T1 8 T2) ⊙ (idX1 8 s 8 idX2)?

1.3.A Pictures for Algebra
A viable and very effective solution is to introduce a pictorialpictorialpictorialpictorialpictorialpictorialpictorialpictorialpictorialpictorialpictorialpictorialpictorialpictorialpictorialpictorialpictorial syntax for systems, trans-
formations and the two modes of composition. The basic idea is to pictorially denote a
transformation T : X → Y as a box with incoming and outgoing wires, as such:

X T Y (1.16)

This reinforces the interpretation of T as a ‘process’ which transforms input from the
system X to outputs on the system Y. If X and Y are composite systems, say X = X1 8X2

and Y = Y1 8Y2 8Y3, we may detail the representation by drawing one wire for each factor:
11To the extent that the collections are not so bizarre that this procedure cannot be formalised in the

formal language which we use, cf. the earlier comments on sets versus proper classes.
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X1

T

Y1

Y2

X2 Y3

(1.17)

Note that the associativity (Y1 8Y2) 8Y3 = Y1 8 (Y2 8Y3) is built into this notation, and
if we moreover agree that the trivial system 1 may be represented by empty space (no wire
at all), then relations as Z 8 1 = Z = Z 8 1 are also automatic. As such, we may represent
a state s : 1→ X by a box with no incoming wires, and a trash trZ : Z → 1 by a box with
no outgoing wires, as

s X , respectively Z tr . (1.18)

The serial composition of transformations X T Y and Y S Z is represented
by indeed connecting them serially, as

X T Y S Z (1.19)

(with suitable modifications when the systems are represented as composites with several
wires). This visual representation agrees with the Western reading direction from left to
right, but disagrees with the unfortunate direction of functional composition mimicked in
the notation ‘S ⊙T ’.

The parallel composition of X1 T1 Y1 and X2 T2 Y2 is represented by vertical
juxtaposition, as

X1 T1 Y1

X2 T2 Y2

(1.20)

(again modified if there are more incoming and outgoing wires to each box). Importantly,
this notation is consistent with the convention of representing composite systems as a stack
of wires as in Eq. (1.17): The parallel composition T1 8 T2 indeed has domain X1 8 X2 and
codomain Y1 8 Y2.

An identity transformation idZ : Z → Z can be represented simply as the wire

Z , (1.21)

and when combined with the convention on representing serial composition by serial
connection, this consistently suggests the facts that idZ ⊙T = T and S ⊙ idZ = S for trans-
formations T : X → Z and S : Z → Y.

Within this pictorial syntax, the transformation T := (T1 8 T2) ⊙ (idX1
8 s 8 idX2

) from
above is now drawn as

X1
T1

Y1

s
Z1

Z1
T2X2 Y2

. (1.22)
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This picture aids the intuition about the transformation T , by providing the interpreta-
tion that a state s is shared across two different sites, at each of which a transformation is
then applied to form locally at site i a connection from Xi to Yi, using the part of the state
s which is present at site i.

We can use the pictorial syntax not only to better display the nature of composite
transformations, but also to manipulate them more transparently. For instance, we can
apply to T the trash trY1

: Y1 → 1 to the upper wire in (1.22), and in parallel apply idY2
to

the lower wire, thus computing that

X1
T1

Y1 tr

s

T2X2 Y2

=

X1
tr

s

T2X2 Y2

=

X1 tr

s
tr

T2X2 Y2

,

(1.23)

resting for the equalities on Lemma 1.1.15. (For clarity, the labels ‘X1’ and ‘X2’ on
the internal wires have been omitted, and we shall often omit wire labels when they are
irrelevant or clear form context.)

The transformation s
tr

T2X2 Y2

can now be renamed as X2 T ′2 Y2 , and the above

computation then altogether suggests that by trashing the system Y1 from T we obtain
something of the form trX1

8T ′2 for some transformation T ′2 : X2 → Y2. (Physically this
means that the output on Y2 alone is unaffected by the input to X1; we shall consider such
non-signalling properties systematically in the next section.)

The pictorial syntax laid out above is ubiquitous in the literature, and has been since
the introduction of symmetric monoidal categories. Ref. [Sel10] gives a detailed and formal
survey of general graphical calculi for monoidal categories, and therein the author essentially
attributes the boxes-and-wires representation to Roger Penrose, dating back almost 50 years
([Pen71]).

Remark 1.3.1. (On the Validity of Pictorial Reasoning.)
It is only fair for the reader to question the exact relationship between the algebraic and
pictorial syntaxes. Is it really the case that one can deduce the algebraic identity

(trY1
8idY2

) ⊙ ((T1 8 T2) ⊙ (idX1
8 s 8 idX2

)
)

= trX1
8T ′2 (1.24)

for some T ′2 : X2 → Y2 just by reference to the graphical manipulation in Eq. (1.23)? It
is instructive to consider for each step of the manipulation the translation from pictures to
algebraic symbolism, and to verify that this is indeed the case.

One might worry that in general care must be taken when translating between the
conclusions of pictorial and algebraic manipulations. It would be dangerous if graphical
manipulations suggested algebraically invalid derivations, and conversely regrettable if some
algebraic derivations had no graphical counterpart. Fortunately, it is a mathematical fact
that this does not happen (see Thm. 2.1 in [Sel10] for a formal statement, and Ref. [JS91]
for an even more precise treatment). This fact is the ultimate power – and justification – of
the pictorial syntax.
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I have only defined the pictorial syntax by examples, and I shall take the attitude of
not being uptight about the formal correspondence between derivations in the two syntaxes.
Rather, pictures will be used where they enlighten, and with the implicit understanding that
they really represent underlying algebraic arguments which can be distilled upon desire. z

1.3.B Interfaces and Channels
Though the pictorial approach to notation is intuitively superior, and equivalent to the al-
gebraic with regards to deductive power, there is a sense in which it is distinct from the
algebra it intends to represent.

The problem has to do with multiplicity of wires. According to the pictorial syntax, a
composite system X = X1 8 X2 can, when it appears as domain or codomain of a transfor-

mation, be represented equally well as X and as X1

X2

. Similarly, though we made

the convention that we can choose to represent the system 1 by empty space, we made no
convention that we mustmustmustmustmustmustmustmustmustmustmustmustmustmustmustmustmust do so. Thus, in the thin theory (N, ·, 1,≥) (Example 1.2.13), for
instance, the three pictures

2

3

5

, 6

5
,

1

1

30

1

(1.25)

are all valid pictorial representations of the system 30, and in the theory QIT the pictures

C2
idC2⊗C2

C2 ⊗ C2

C2
, C2

idC2⊗C2
C2

C2 C2
, C2 ⊗ C2 idC2⊗C2 C2 ⊗ C2

(1.26)

are all valid representations of the transformation idC2⊗C2 (there is one more). Now, this
ambiguity is notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot in conflict with the equivalence of derivations in the algebraic and pictorial
syntaxes mentioned earlier,12 but is does raise the following question:

If it is not transformations between systems, then whatwhatwhatwhatwhatwhatwhatwhatwhatwhatwhatwhatwhatwhatwhatwhatwhat exactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactly are we drawing when we
draw a picture in the pictorial syntax?

We will need the viewpoint that the various pictorial representations of the same formal
object correspond to various ways of thinking about that object. For example, in CIT, the
difference between drawing a state p : 1→ X as

p X and as 1 p X (1.27)

will be that the latter represents the viewpoint that the process under consideration
accepts an input to the trivial system, whereas the former does not. When we define

12This is essentially because the various representations of the identity transformations are isomorphisms,
and so can act as regrouping devices which collect a bunch of wires into one, much like cable collectors used
in offices.
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causal specifications in Chapter 4, the utility of this is amplified, since it will allow the
interpretation that the trivial system can act as a button that has to be pushed before the
state p materialises, whereas absence of the trivial system as input signifies that the state p
was always present.

Similarly, if X is a composite system, say X = X1 ×X2, the two drawings

p
X1

X2

and p X (1.28)

will signify that the state p is presented across two different ports (first drawing), or
that all of p is given through one single port (second drawing). Generally, we want wires to
represent ports which can be labelled by distinct namesnamesnamesnamesnamesnamesnamesnamesnamesnamesnamesnamesnamesnamesnamesnamesnames and associated with (possibly dif-
ferent) systemssystemssystemssystemssystemssystemssystemssystemssystemssystemssystemssystemssystemssystemssystemssystemssystems. None of this intuition is reflected a priori in the formal algebraic structure
of symmetric monoidal categories, so if we want we an algebraic counterpart to the pictures
we have to encode the additional structure explicitly.

We do this by introducing the concept of an interface. Intuitively, an interface in a theory
Θ is specified by a finite collection of ports distinguishable from each other by unique names,
and each of which able to transmit information of a certain type as defined by an associated
system in Θ. Formally, we can pack this information compactly by defining an interface as
a map from its set of port names to the associated systems:

Definition 1.3.2. (Interfaces in Θ.)
Let Θ be a theory. An interface in Θ is a map, X, whose domain, denoted ports(X), is a
finite set of so-called ports (or port names), and which assigns to each port p ∈ ports(X) a
system X(p) ∈ SysΘ. �

Example 1.3.3. (Simple Interfaces.)
Let us call an interface simple if it has just a single port. A simple interface X is completely
specified by the name p ∈ ports(X) and the associated system X(p) ∈ SysΘ. �

Example 1.3.4. (Pairs of Qubits.)
Let X be an interface in QIT with a single port, say ports(X) = {1}, and with X(1) = C2⊗C2.
Let X′ be an interface with two ports, say ports(X′) = {a, b} and with X′(a) = X′(b) = C2.
The interfaces X are X′ are distinct, though they both represent the same total system
C2 ⊗ C2 (i.e. a pair of qubits). The interface X represents a scenario in which this system
is thought of as a single entity, while X′ represents a bipartite situation where each factor
is separate and clearly labelled. The pictorial depictions of X and X′ are illustrated by
Eq. (1.26). �

Example 1.3.5. (Interfaces in Thin Theories.)
In a thin theory Θ, identified with the pre-ordered quasi-commutative monoid (M,?,�, 1),
the distinction between a system and an interface is not foggy at all; indeed, a system in M
is an element of M whereas an interface X corresponds to a tupletupletupletupletupletupletupletupletupletupletupletupletupletupletupletupletuple of elements in M , indexed
by the port names ports(X). �

Defining interfaces as maps allows for smooth notation in many regards:
Since maps are set-theoretically identified with their graphs, the notation X0 ⊆ X makes

sense for interfaces X0 and X, and it means that ports(X0) ⊆ ports(X) with X0(p) = X(p)
for all p ∈ ports(X0). We shall say in this case that X0 is a sub-interface of X. If X0 is
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a sub-interface of X, we can form the complementary interface X \ X0, namely the unique
sub-interface of X with ports(X \ X0) = ports(X) \ ports(X0).

Two interfaces X1 and X2 are called parallelly composable if ports(X1) ∩ ports(X2) = ∅,
i.e. if they share no port names. In this case the union X1 ∪ X2 is an interface, namely
the one given by ports(X1 ∪ X2) = ports(X1) ∪ ports(X2) and (X1 ∪ X2)(pj) = Xj(pj) for
pj ∈ ports(Xj). The interface X1 ∪ X2 is called the composite of X1 and X2. Importantly,
we do not allow the parallel composition of interfaces which have port names in
common. This has the positive consequence that all input wires in a drawing are identified
by a unique port name, as are all output systems. (We do allow, however, that an input and
output wire are labelled by the same name, as long as these correspond to the same system,
cf. the definition of a channel below.)

We define the trivial interface, denoted I, as the empty map, i.e. as the unique interface
with no port names. The difference between the two drawings in Eq. (1.27) is exactly that
the input interface of the left one is the trivial interface, whereas the input interface of the
right one has a single port with associated system 1. The trivial interface I is a sub-interface
of every interface and it is parallelly composable with every interface X, with I ∪ X = X.

Finally, it is obvious that every non-trivial interface X factors into simple interfaces (i.e.
interfaces with a single port) as X1 ∪ . . . ∪ X|X| where |X| := |ports(X)| is the size of X, and
where the interfaces X1, . . . ,X|X| are the simple sub-interfaces of X.

Having defined interfaces, we must replace transformations with entities whose domains
and codomains are interfaces rather than systems. We will call them channels.13 A channel
T from an interface X to an interface Y is more or less a transformation from X , the
total system corresponding to the interface X, to Y, the total system corresponding to
the interface Y. However, channels need to be defined in such a way that they retain the
information about how the various ports of the interfaces relate to these total systems.
For example, if ports(X) = {1, 2} and ports(Y) = {a, b}, and if T : X(1) 8 X(2) → Y(a) 8
Y(b) is a transformation, then we want to think of this transformation as identical to the
transformation T ′ : X(1) 8X(2)→ Y(b) 8Y(a) given by T ′ = σY(a),Y(b)

⊙T , provided that we
know the port sequence in each case (a-b versus b-a). Pictorially,

1 X(1)
T

Y(a) a

2 X(2) Y(b) b
and 1 X(1)

T
Y(b) b

2 X(2) Y(a) a
(1.29)

should be merely different drawings of the same thing. In general, we want to define a
channel as an equivalence class of transformations related by swappings on their input and
output systems.

Given an interface Z, a bijection ` : {1, . . . , |Z|} → ports(Z) is a choice of enumeration of
the ports in Z. Given such an enumeration `, we define the system (in Z) corresponding to
` as the composite

Z[`] := Z(`(1)) 8 Z(`(2)) 8 . . . 8 Z(`(|Z|)), (1.30)

with the natural convention that if Z = I and ` is the empty enumeration, then Z[`] = 1.
We formalise channels as follows:

13Somewhat confusingly, this conflicts with the use of the term ‘quantum [classical] channel’ for the
transformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformations in QIT [CIT], but the confusion should not cause any serious harm.
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Definition 1.3.6. (Channels in Θ.)
Let X and Y be interfaces in a theory Θ, subject to the condition that if p ∈ ports(X) ∩
ports(Y), then X(p) = Y(p). A channel from X to Y is a triple (T,X,Y), where T is family
of transformations in Θ,

T = (`YT`X : X[`X]→ Y[`Y])`X,`Y , (1.31)

indexed by the collection of enumerations `X of ports(X) and `Y of ports(Y), and subject
to the condition that for any permutations πX of ports(X) and πY of ports(Y), we have

πY◦`YTπX◦`X = σπY
⊙
`YT`X

⊙σ−1
πX
, (1.32)

where σπX : X[`X] → X[πX ◦ `X] and σπY : Y[`Y] → Y[πY ◦ `Y] denote the transforma-
tions which swap the individual factors in accordance with the permutations πX and πY,
respectively. �

We will write T : X → Y to indicate that T is a channel from X to Y, and by abuse of
notation we often write simply ‘T ’ for all of the individual components `YT`X .

What we have obtained in summary is the following:

• In a diagram, every wire corresponds to a simple interface; all incoming wires are
formally given distinct port names (whereas their systems may coincide), and likewise
so are all outgoing wires.

• Every box corresponds to a channel between the interfaces that connect to it; as such,
the order in which these are drawn from top to bottom is insignificant, as the port
names formally keep track of the matching.

• A port name may occur both as input and output, but in that case the associated
systems are identical (and we will really think of it as the same physical port).

In effect, we have replaced the theory Θ by another category, IC(Θ), namely the category
of interfaces and channels in Θ, where the objects are interfaces and the morphisms are
channels, which compose serially in an obvious (but tedious) way. This category is more-
over ‘partially’ symmetric monoidal, in the sense that somesomesomesomesomesomesomesomesomesomesomesomesomesomesomesomesome interfaces (namely those with no
overlapping port names) are deemed parallelly composable, and somesomesomesomesomesomesomesomesomesomesomesomesomesomesomesomesome channels are deemed
parallelly composable (namely those for which the interfaces are parallelly composable, and
for which the parallel composition does not result in a violation of the condition that a
repeated port name can correspond to different systems). Though this might all seem very
formal, we will almost never explicitly flesh out the formalities and so an intuitive under-
standing of these concepts suffices.

As a last convention, it is only natural to introduce an abbreviation which confuses the
reader by overwriting the above correspondence – namely, that in order to keep diagrams
visually simple we will often write

X T Y as abbreviation for TX ...
...Y , (1.33)

with T a channel from X to Y. In this way, we do not need to draw a specific number of
wires (or to draw dotted lines) when arguing about general channels.
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1.3.C Normal Theories
The pictorial syntax raises another problem which can be viewed as a discrepancy between
pictures and algebra, though in a more subtle way than before. Consider the equation

X T Y

Z S W
=

X T ′ Y

Z S′ W
. (1.34)

Is it necessarily that case that T = T ′ and S = S′? The graphical language somehow
invites the presumption that this holds, whereas the algebraic equation T 8S = T ′ 8S′ does
not enforce the same suspicion. To understand whether the conclusion is legal, it clearly
suffices (by symmetry) to know whether the identity T = T ′ is implied by T 8 S = T ′ 8 S′.
Moreover, since the identity T 8 S = T ′ 8 S′ evidently implies T 8 trZ = T ′ 8 trZ , it actually
suffices to know the answer in the case S = S′ = trZ . This motivates the following definition:

Definition 1.3.7. (Normality.)
A theory Θ is called normal if for any systems X ,Y,Z ∈ SysΘ, and for any transformations
T, T ′ : X → Y, it holds that

T 8 trZ = T ′ 8 trZ ⇒ T = T ′. (1.35)

�

Our reasons for regarding Sets and Graphs as poorer theories than Sets∗ and Graphs∗

is precisely that the latter are not normal:

Example 1.3.8. (Sets is Not Normal.)
For any sets X and Y , and for any functions f, g : X → Y , we have f × tr∅ = g × tr∅, as
both functions are empty. (Here, tr∅ is the unique empty map ∅ → 1.) �

Example 1.3.9. (Graphs is Not Normal.)
The (direct) product of graphs G and H, G×H, renders (u1, v1) adjacent to (u2, v2) if and
only if both u1 is adjacent to u2 in G and v1 is adjacent to v2 in H. In particular, if • denotes
a graph with precisely one vertex and no edges, then G×• is the graph with the same vertex
set as G, but with no edges at all. Now, if f : G→ H is any graph homomorphism from G
to some graph H, then f × tr• : G × • → H is the homomorphism which acts as f on the
vertex set. Since G × • has no edges, however, we cannot tell from f × tr• how f acts on
edges, so in particular if we choose H to be a graph for which some pair of vertices has two
distinct edges between them, we can find f, f ′ : G→ H distinct with f × tr• = f ′ × tr•. �

Luckily, we have the following:

Proposition 1.3.10. (Virtually All Theories are Normal.)
The following theories are normal:

1. All theories in which every system has at least one state.

2. All thin theories.

3. All sub-theories of a normal theory.

In fact, every single theory presented as an example in Section 1.2 is normal.
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Proof. 1. If s is a state on Z, then for any transformation T : X → Y we have T = T 8 id1 =
(T 8 trZ) ◦ (idX 8 s), so T can be recovered uniquely from T 8 trZ . Pictorially,

T =
T

s tr
. (1.36)

2. A thin theory is normal for the simple reason that anyanyanyanyanyanyanyanyanyanyanyanyanyanyanyanyany two transformations from X
to Y are identical, regardless of whether they satisfy additional constraints or not.

3. If Θ is a sub-theory of a theory Θ̃, then the normality condition for Θ concerns
a smaller class of systems and transformations than that corresponding to a normality
condition for Θ̃.

The final statement is left for the reader to ponder.

We make the following convention:

From now on, we always use the term ‘theory’ to mean normal theorynormal theorynormal theorynormal theorynormal theorynormal theorynormal theorynormal theorynormal theorynormal theorynormal theorynormal theorynormal theorynormal theorynormal theorynormal theorynormal theory.

1.4 Summary and Outlook
In this chapter, we have seen a mathematical definition of ‘physical’ theories (Definition 1.1.6),
and many examples of this concept (Section 1.2). We have also defined the special kinds
of transformations called states (Definition 1.1.16), reversibles and isomorphisms (Defini-
tion 1.1.20). Finally, we have discussed a pictorial syntax for representing the elements of a
theory, and we have defined in this context the notions of interfaces (Definition 1.3.2) and
channels (Definition 1.3.6). We also observed the notion of a theory being normal (Defini-
tion 1.3.7), and we will employ that assumption implicitly from now on.

The reign of category theory in mathematics has hatched a practice which is nowadays
standard in most of its disciplines: When defining a class of mathematical structures (for
examples: physical theories), one should define along with them the appropriate notion of
structure-preserving maps (or, homomorphisms) between them – mathematical extremists
would say that one has not even understood what is integral to a structure before one has
defined what are the structure-preserving maps.

As such, it would be natural to develop a theory of homomorphisms between theories,
as alluded to in Remark 1.1.12. It is not a priori clear that anything substantial can be
gained by this exercise, but from initial thoughts it seems to me that the notion of a theory
Θ which allows an embedding Γ : CIT → Θ is highly interesting: By virtue of such an
embedding, we can basically talk about probabilities and classicality and construct in Θ a
convex structure, in the same way as we do in QIT.14 In existing treatments (such as Ref.
[CDP10]), probabilistic and convex structure have to be separately planted on top of the
compositional structure in the theory.

14Though one apparently has to assume by axiom that there exist for any finite tuple (T1, . . . , Tn) of
transformations Tk : X → Y in Θ a unique transformation T : X 8 Γ({1, . . . , n}) → Y which reads off the
value k in the classical system Γ({1, . . . , n}) and chooses the respective transformation Tk.
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Chapter 2

Dilations

§1. Introduction and Outline.

Consider a channel
X1

L

Y1

Y2

X2 Y3

and suppose that, for some reason or another, we only

have access to the third output port, corresponding to the system Y3. By the interpretation
of trashes as discarding, the channel we really ‘see’ is the marginal

X1
TX2 Y3

:=

X1

L

Y1 tr

Y2 tr

X2 Y3

. (2.1)

For example, in the theory Sets∗, L would be a function, and T would be just the third
component of that function, with the two other components discarded. (In CIT or QIT,
the act of marginalisation may affect correlations between outputs as well.) We shall now
develop the first symptoms of an obsession, namely the quest for answering the following
question:

Knowing T , what are the possible L that T could have come from?

In fact, we will include among the possible L also some which have inputsinputsinputsinputsinputsinputsinputsinputsinputsinputsinputsinputsinputsinputsinputsinputsinputs additional to
those of X1 and X2, as long as these inputs do not signal to the interface accessible to us.
Precisely, given a channel X T Y we define a dilation of T to be a channel X

L
Y

D E
such that

X
L

Y
D E tr

=
X T Y

D tr
, (2.2)

and we thus desire to understand all possible dilations of T . In some theories, this ques-
tion will be a purely mathematical curiosity (for example in thin theories), but mostly it
has a clear physical interpretation, as in the information theories CIT and QIT: What we
will imagine is a dichotomy between interfaces X and Y which are accessible or open to us,
and interfaces D and E which are inaccessible or hidden. (This dichotomy is visually repre-
sented using wiggly wires above.) The hidden interfaces may be controlled by untrustworthy
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agents, or may represent simply parts of Nature which is not within our reach; we will often
use the word the environment as umbrella term. By interacting with the open interfaces,
we may establish that we are interacting with the channel T ,1 but the point is that T could
be ‘implemented’ in many different ways across the hidden interfaces, as formalised by its
various dilations.

In this chapter, I introduce a very general theory of dilations, applicable to all of the
theories we have seen in Chapter 1. Indeed, the singular reason for demanding in Defini-
tion 1.1.6 that the trivial system 1 be terminal, is that this requirement minimally facilitates
the notion of dilations. Whereas this is well-known ([CDP10, Chi14a]), the structure of di-
lations has, to the best of my knowledge, never been studied systematically in the literature
before, neither for specific theories nor for theories in general. As such, all the theory and
results laid out in this chapter are new.

Dilations, Non-Signalling and DiVincenzo’s Property. Naturally, we begin in
Section 2.1 by defining marginalisation and dilations. Due to the unconventional choice
of defining dilations as two-sided (i.e. with the interface D possibly non-trivial), the con-
cept of dilations will be closely related to that of non-signalling, which is also defined and
exemplified.

Some 20 years ago, D. DiVincenzo proposed a later confirmed conjecture ([BGNP01,
ESW02]) about the structure of non-signalling channels in QIT, which is here promoted to
a general property that a theory might have. In the context of dilations, the DiVincenzo

property entails that any dilation is of the form
X

L0
Y

E0
G

E
D

for some channel G

and some one-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sided dilation L0, thus effectively reducing the study of dilations to that of
one-sided dilations. In later sections it is proved that many theories enjoy this property (but
it fails for example in some thin theories and in the theory T−REX).

A Hierarchy of Dilations. The most important observation about the dilations of a
given channel X T Y is that they do not constitute just a messy class of channels; they
are naturally ordered. For example, consider in the theory CIT the state p X , with
p the uniform distribution on the set X = { , , , , , }, representing the throw of a
fair die. Among its one-sided dilations `

E

X
are the one with E = X and `(x, x′) =

p(x)δx,x′ (diagonal distribution), the one with X = {even, odd} and `(x, k) = p(x)δpar(x),k

(where par(x) denotes the parity of x), and the ones with E arbitrary and ` = p ⊗ r for
some state r on E. These dilations have clear meanings in terms of side-information: The
first corresponds to the environment keeping record of the precise outcome of die throw,
the second corresponds to the environment knowing only the parity, and the third kinds
correspond to the environment possessing information completely independent of the die
throw.

The dilational ordering introduced in Section 2.2 formalises the intuition that the second
dilation may be derived from the first, and the third in turn from the second. In general,
the dilational ordering (Definition 2.2.1) will describe how one dilation X

L′
Y
E′

might

1An operationally minded reader might inquire as to howhowhowhowhowhowhowhowhowhowhowhowhowhowhowhowhow we would determine that the channel we have
access to is T ; even in the case where T is a function between finite sets, to confirm its identity we need to
check its value on every possible input. Whereas this problem is very real, we shall completely ignore it.
One can either regard it as an assumption of mathematical character, or imagine iterated use of identical
and independent copies of the channel.
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be derivable from another dilation X
L

Y
E

by constructions taking place in the envi-
ronment, specifically, if there exists a channel G such that

X
L′

Y
E′

=
Y

L
Y

E G E′
. (2.3)

At this early point in our story, we have to require L to be one-sided for the definition
of the relation to be well-tempered (though L′ can be two-sided, cf. Definition 2.2.1); in
fact, the generalisation to arbitrary dilations cannot be executed in a satisfactory manner
without treating causality, which we postpone to Chapter 4.2 As such, there is a sense in
which the dilational ordering introduced here is provisional. Nevertheless, its study is by
no means futile – it uncovers over-arching principles which govern the structure of dilations
in many theories, and whose distillation and ramifications are the topic of the remainder of
the chapter.

Dilational Axioms. In the extreme case, the dilational ordering collapses to a sin-

gle level, namely when the channel X T Y has only the trivial dilations
X T Y

D S E
obtained by parallel composition. This phenomenon will be called dilational purity of T
(Section 2.2.A), and though it is significant we cannot (and want not) expect such astound-
ing simplicity in the structure of dilations of general channels.

However, in Section 2.3 we shall see two milder forms of collapse. They will be presented
as possible dilational axioms which a theory might or might not comply to, but as we will
see they reign in virtually all theories of physical interest:

Completeness. The first such axiom is the existence of complete dilations, which are
simply largest (greatest) elements in the dilational ordering, i.e. dilations from which any
other dilation can be derived. In the above example with the fair die, the dilation which
represented a copy of the outcome was in fact complete. In general, completeness in CIT
is obtained by copying (Theorem 2.3.21), and likewise in cartesian theories completeness
is obtained by copying (Theorem 2.3.6). In QIT, on the other hand, Stinespring dilations
serve as complete (Theorem 2.3.22).

The existence of complete dilations in a theory is ultimately an information-theoretic
principle: There is a largest amount of side-information to be had. It provides conceptual
clarity in the dilational ordering, in addition to being of technical importance in many later
considerations.

Localisability of Side-Information. The other such axiom governs not the structure
of dilations of a single channel, but how the dilational structure behaves under the two
modes of composition in the theory. As such, it actually comprises twotwotwotwotwotwotwotwotwotwotwotwotwotwotwotwotwo separate axioms:

2The essential problem can be appreciated in a concrete example: If X
L

Y
D E

is a dilation of

X T Y , and Y
M

Z
E K

a dilation of Y S Z whose hidden input interface matches the hidden

output interface of L, then the channel X
L

Y
M

Z
D E E K

is a dilation of X T S Z ; it would

seem reasonable that in the dilational ordering, this dilation should be greater than X
L

Y
M

Z
D E K

(which is also a dilation), but the operation required to realise this is that of contracting the interface E, an
operation which at this point is not feasible.
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Two channels X T Y and Y S Z in succession define a third, serially com-
posed channel X T S Z . Temporal localisability of side-information will refer to the
principle that any (one-sided) dilation of the serial composition can be derived from the
composition of (one-sided) dilations of the individual channels T and S, that is, can be
‘temporally localised’ in the composition. Specific examples will demonstrate that this ax-
iom is not automatic, but its information-theoretic interpretation certainly suggests that it
should hold in physically sensible theories: It expresses that any side-information about a
composite channel must stem from side-information about the first and second channels.
Ref. [CDP11] considers a related principle (‘Atomicity of Composition’ – see details below),
and in the words of one of the authors ([CS16], p. 194), “Although [the failure of this prin-
ciple] is logically conceivable, it raises a puzzling questions: What is the extra information
about?”

The obvious sibling to temporal localisability is spatial localisability of side-information,

which asserts that any (one-sided) dilation of a parallelparallelparallelparallelparallelparallelparallelparallelparallelparallelparallelparallelparallelparallelparallelparallelparallel composition
X1 T1 Y1

X2 T2 Y2

must

derive from a parallel composition of (one-sided) dilations. Its interpretation and motivation
is analogous to that of temporal localisability: Side-information about the independent
execution of two channels should be ‘spatially localisable’, as side-information about the
individual channels. Again, this principle is not automatic, as demonstrated by examples.

The two localisability principles hold in many theories, in particular in all cartesian the-
ories (Theorem 2.3.16), and in the two information theories CIT and QIT (Theorem 2.3.17
and Theorem 2.3.18). The principles have interesting consequences, most of which factor
through two specific consequences: Firstly, temporal localisability implies that any channel
has a reversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversible dilation, a fact that will be used in later sections over and over. Secondly,
spatial localisability implies the DiVincenzo property, demonstrating that this property is
not in any way a quantum feature but owes its validity to a different information-theoretic
principle entirely, a circumstance which has apparently not been noted before.

Universal Dilations. For some applications, it will be important that the channel G
which derives in the environment a given dilation from a complete dilation (cf. Eq. (2.3)) is
unique. This phenomenon is embodied in the notion of a universal dilation (Definition 2.4.1)
presented in Section 2.4. In the present chapter, the significance of universal dilations over
complete dilations is mainly expressed by Proposition 2.4.8. In Chapter 4, however, it will
be instrumental in the form of Lemma 4.2.5, which ultimately implies that we can introduce
a notion of contraction for channels (Theorem 4.2.6).

Cartesian theories are easily proved to have universal dilations (Theorem 2.4.5), and it
is also not hard to prove the existence of universal dilations for CIT, by cutting down the
hidden system of a complete dilation (Theorem 2.4.6). The theory QIT has universal dila-
tions too, namely minimal Stinespring dilations (Theorem 2.4.11), but this fact is non-trivial
and can be seen as a generalisation of the injectivity of the Choi-Jamiołkowski isomorphism
(Lemma 2.4.12), a result which might be of independent interest.

Purification. The two information theories CIT and QIT share the properties of com-
pleteness (even universality), and of spatial and temporal localisability. They are distin-
guished, however, by purifiability (Definition 2.5.1), which most elegantly can be described
by saying that every quantum channel has a dilation which is a complete dilation of itself,
or, equivalently, which is dilationally pure. This phenomenon very effectively separates the
natures of QIT and CIT, and Section 2.5 serves to demonstrate this separation in a se-
quence of results about purifiable theories. Purifiable theories include other creatures than
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QIT, though, for example we shall see that a thin theory (M,?, 1,�) is purifiable precisely
if it satisfies the cancellation law x ? y � x ? z ⇒ y � z.

Section 2.5.A is about isomorphisms in purifiable theories, and proves among other things
an extremely general version (Corollary 2.5.7) of the No Broadcasting Theorem ([BCF+96]).

In Section 2.5.B, we prove a structure-theorem for reversible channels (Theorem 2.5.11),
which in the case of QIT specialises to the result that a quantum channel is reversible
precisely if it is the tensoring with a state followed by an isometric conjugation.

Finally, in Section 2.5.C, I introduce a general notion of complementarity between chan-
nels, generalising the concept of complementary for quantum channels ([DS05]), and made
possible by a combination of purifiability with the other dilational principles. In particular,
this entails an abstract version of the complementarity between reversible and ‘completely
forgetful’ channels (Theorem 2.5.18). This complementarity comprises a long list of impos-
sibility (‘no go’) theorems, since it implies not only a strong version of the No Broadcasting
Theorem (and hence the No Cloning Theorem ([WZ82]) and the No Deletion Theorem
([PB00])), but also the No Hiding ([BP07]) and No Masking ([MPSS18]) Theorems.

§2. Comparison to Existing Literature.
Purity from Dilations. The most well-known notion of ‘purity’ in information theory

is arguably that of probabilistic purity, which refers simply to convex extremality. This purity
notion in general differs from that of dilational purity (Definition 2.2.9), cf. Remark 2.2.13.
The difference is qualitative too, in the sense that convex purity requires an ambient convex
structure to make sense, whereas dilational purity is well-defined in general.

The idea of defining purity categorically in terms of dilations is not new, but has been
considered also in Ref. [Chi14b]; in lack of the DiVincenzo property, the definition given
there is weaker than the one here (the latter producing the intended notion), but the ideas
behind the two definitions are identical. Other authors ([CH17]) have considered a different
categorically definable purity notion (in terms of so-called factorisation systems), but that
notion is distinct from dilational purity as it reproduces convex purity in the case of CIT.
See Remark 2.2.13 for further details.

Purification Principles. ‘Purifiability’ in the abstract has been considered in the
literature before, in the form of the Purification Postulate of Refs. [CDP10, CDP11]. The
seminal result of that work is that, within a large ground class of theories, five axioms
along with the Purification Postulate characterise the theory QIT. Whereas the Purification
Postulate is intimately related with purifiability in the sense proposed here (Definition 2.5.1),
there are differences, as detailed in Remark 2.5.4. The most important difference is that the
purifiability notion proposed in this chapter is not only less restrictive than that of Refs.
[CDP10, CDP11] within their ground class of theories – its effective scope is also larger
outside of this ground class. Indeed, in Refs. [CDP10, CDP11] the Purification Postulate is
often used in combination with a number of ‘standing assumptions’ (some of which pertain
to probabilistic structure), and this has the subtle side-effect that some theories which
accidentally satisfy the Purification Postulate, but violate the standing assumptions, are
nothing like quantum theory.3 For example, every cartesian theory (e.g. the theory Sets∗)
would comply the the Purification Principle of Refs. [CDP10, CDP11], which pertains only
to purification of states. In contrast, this does not happen for the notion of purifiability
presented here, essentially because it concerns purification of all kinds of channels.

3The authors are of course aware of this circumstance, cf. the remark following Cor. 6 on p. 16 in Ref.
[CDP10].

37



It should also be mentioned that the results derived in this chapter based on the pu-
rifiability principle (most importantly those of Theorem 2.5.11, Theorem 2.5.17 and Theo-
rem 2.5.18) do not have counterparts in the work of Refs. [CDP10, CDP11]. Furthermore,
they are all derived in the simplest possible framework, from few principles, which are prin-
ciples exclusively about dilations. Finally, it is interesting to note that (as explained in
Remark 2.5.4), the Purification Postulate of Refs. [CDP10, CDP11] implies the existence of
complete dilations, whereas the framework here separates these two phenomena.

Dilations in General and Axioms about Them. It is well-known in the literature
that general theories in the sense of Definition 1.1.6 facilitate the concepts of marginalisa-
tion and of (one-sided) dilations ([CDP10, Chi14a]). Be that as it may, the structure of
dilations has to the best of my knowledge never been studied systematically before. (Refs.
[CDP10, CDP11] has a dilational axiom in focus – the ‘Purification Principle’ mentioned just
above – but this axiom is easily stated without referring to any dilational ordering.) Whereas
a principle vaguely related to that of temporal localisability is mentioned in Ref. [CDP11]
(see details below), the dilational ordering in general, and the completeness, (spatial) local-
isability and universality axioms in particular have no counterparts in the existing literature.

Temporal Localisability and ‘Atomicity of Composition’. Ref. [CDP11] con-
siders a principle under the name Atomicity of Composition, according to which the serial
composition of two atomic transformations is atomic; the notion of an ‘atomic’ transforma-
tion has, as far as I can see, no exact counterpart in the framework of this thesis, because
its definition ultimately relies on convex structure (it can be seen as a broadening of convex
extremality), but it is meant to capture the impossibility of extracting further information
from a transformation. As such, atomicity is in spirit similar to dilational purity (formally it
subsumes it), and a thoughtless identification of the two notions would thus translate to the
serial composition of pure transformations being pure. That statement follows rigorously
from temporal localisability (Definition 2.3.11), and though it is evidently less general it
would seem that the two principles are really cut from the same stone.

The DiVincenzo Property and Spatial Localisability. The conjecture of DiVin-
cenzo about the structure of non-signalling channels in QIT has been studied extensively. It
was first mentioned publicly in Ref. [BGNP01], where it was shown to be true for a particular
class of measurement channels. In Ref. [ESW02], its validity was extended to all channels,
with a proof based on the uniqueness of Stinespring dilations; the proof was then shortened
in Ref. [PHHH06].4 Finally, in Ref. [CDP10], it was shown that the structure-theorem
holds not only in QIT, but more generally in the presence of the Purification Postulate,
using a uniqueness of dilations similar to that of Stinespring’s.

Proposition 2.3.20 in this chapter shows that, contrary to what the preceding works sug-
gest (see also p. 201 in [CS16]), the structure-theorem has nothing to do with purification.
Rather, its root is the principle of spatial localisability (Definition 2.3.10), from which the
DiVincenzo property can be derived in one sentence. It is true that in QIT the validity of
spatial localisability is best proved by an argument involving Stinespring dilations (this pro-
vides the link to the existing proofs), but the principle itself is conceptually independent of
purification – it governs many non-quantum theories, including classical information theory.

4When viewed correctly, however, the proof in Ref. [PHHH06] is conceptually equivalent to that in Ref.
[ESW02], as it too uses uniqueness of Stinespring dilations albeit in the form of purification of states as
mediated by the Choi-Jamiołkowski isomorphism.
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§3. Contributions.
The original contributions of this chapter are the following:

1. Defining the dilational ordering among dilations of a channel T in a general theory Θ
(as modelled by a symmetric monoidal category with terminal unit).

2. Identifying completeness (Definition 2.3.2) and localisability (Definition 2.3.12) as ax-
ioms about the dilational ordering which are simple to state, easy to interpret, true
in the majority of example theories, and potent in deriving consequences. Among
these consequences are the existence of reversible dilations (Proposition 2.3.19), and
the DiVincenzo property (Proposition 2.3.20), which has often before been presented
as a quantum feature resting on Stinespring’s dilation theorem.

3. Identifying the concept of universal dilations, which reveal the precise structure of
the dilational ordering (Proposition 2.4.8), have occasional technical significance (e.g.
in Theorem 2.5.11), and will be instrumental in defining in Chapter 4 a new op-
eration (contraction) generalising and connecting the works of Refs. [JSV96] and
[CDP09]. In proving the existence of universal dilations in QIT, the injectivity of
the Choi-Jamiołkowski isomorphism ([JLF13, dP67, Cho75, Jam72]) is generalised
in a non-trivial way from pure states of full rank to isometric channels of full rank
(Lemma 2.4.12). This is the most technical result of the chapter.

4. Presenting a notion of purifiability (Definition 2.5.1) which broadens the scope of the
‘Purification Postulate’ of Refs. [CDP10, CDP11], and in conjunction with other
dilational principles allows the derivation of new general results, including a structure-
theorem for reversible transformations (Theorem 2.5.11), and an abstract notion of
complementarity between channels (Theorem 2.5.17), which places the notion of com-
plementary quantum channels ([DS05]) in an general setting.

5. Proving for the first time a general version of the complementarity between reversible
and completely forgetful5 channels (Theorem 2.5.18) known from quantum information
theory. This theorem moreover comprises many of the impossibility theorems known
in the case of QIT, including the fairly recent No Hiding and No Masking Theorems
([BP07, MPSS18]), which to my best knowledge have not been proved in general
frameworks before.

Most importantly, however, all of the principles which we entertain in this chapter are
principles about dilations and nothing else. As such, the results of the chapter constitute
a proof of concept, demonstrating that a remarkable amount of features, including many
features of quantum information theory, can be derived from a small set of principles which
pertain exclusively to the nature of dilations. In particular, neither the statement of these
principles nor the proofs of their consequences depend in any way on probabilistic structure
or on ‘dagger-compact structure’ ([AC04]). In short, the framework is the most general
possible in which it even makes sense to speak of dilations.

5A completely forgetful channel is a channel which is the serial composition of a trash and a state.
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2.1 A Terminal Trinity: Marginals, Dilations and Non-
Signalling

In Definition 1.1.6 we imposed on a theory the requirement that the trivial system 1 be
terminal. This requirement supports the concepts of marginalisation, dilation and non-
signalling. These three concepts are reviewed and exemplified in this section.

Marginalisation we already saw in the form of (somewhat intermittently named) factor
projections in connection with cartesian theories in Section 1.2.B. To treat general marginal-
isation succinctly and precisely, however, we need to work in the realm of channels and
interfaces (cf. Definition 1.3.2 and Definition 1.3.6):

Definition 2.1.1. (Projections and Marginals.)
Let Y be an interface in a theory Θ, and let Y0 ⊆ Y be a sub-interface. The projection from
Y to Y0 is the channel πY→Y0

: Y→ Y0 given by idY0
8 trY\Y0

. Pictorially, πY→Y0
is

Y0

Y \ Y0 tr

abbreviating

Y0
...

tr

Y \ Y0
...

tr

 . (2.4)

For a channel T : X → Y, the Y0-marginal of T is the serial composition πY→Y0

⊙T :
X→ Y0. Pictorially, the Y0-marginal of T is

X
T

Y0

Y \ Y0 tr


abbreviating T

... Y0

X ...

tr

... Y \ Y0

tr


. (2.5)

�

A given channel T : X → Y has 2|Y| marginals, one for each sub-interface of Y. The
Y-marginal is the full channel T , whereas the I-marginal is the trash trX. The intermediate
marginals are typically more interesting.

Example 2.1.2. (Marginals in Sets∗.)
Let X

f
Y

Z
be a channel in Sets∗. Since Sets∗ is cartesian, f must take the form

x 7→ (f1(x), f2(x)) for some functions f1 : X → Y and f2 : X → Z, and these uniquely
determine f . These two functions are precisely the marginals of f corresponding to the two
simple interfaces for Y and Z. (This example generalises to any cartesian theory.) �

Example 2.1.3. (Marginals in CIT.)
In CIT, marginalisation specialises to the usual notion in terms of summing over ele-
ments of the discarded systems. In particular, the marginals of a state p X

Y
are

the states px X and py Y with densities given by px(x) =
∑
y∈Y p(x, y) and

py(y) =
∑
x∈X p(x, y), respectively. Marginals of a general channel in CIT is given by

marginalising each component. �
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Example 2.1.4. (Marginals in QIT.)
Marginalisation in QIT also specialises to the usual notion, since projections are given by
the partial trace. For example, both non-trivial marginals of the maximally entangled qubit

φ
C2

C2
with vector representative |φ〉 = |0〉⊗|0〉+|1〉⊗|1〉√

2
are given by the fully mixed qubit

state τC2 C2 . �

Example 2.1.5. (Marginals in a Thin Theory.)
Let Θ be a thin theory, identified with the pre-ordered quasi-commutative monoid (M,?, 1,�

). A channel
y1

x y2

y2

is simply the relationship x � y1 ? y2 ? y3. In addition the two

trivial marginals x � y1 ?y2 ?y3 and x � 1, there are six marginal relationships: x � y2 ?y3,
x � y1 ? y3, x � y1 ? y2, x � y1, x � y2 and x � y3. �

Now, dilations are usually defined as dual to marginals, but we shall employ a slightly
more general definition, according to which dilations of a channel T : X→ Y may not only
have outputs additional to those of Y, but also inputsinputsinputsinputsinputsinputsinputsinputsinputsinputsinputsinputsinputsinputsinputsinputsinputs additional to those of X. The reason
for this is both one of more robust interpretation (two-sided dilations model general side-
computations, whereas one-sided dilations model only escaping side-information), and one
of mathematical robustness.

Definition 2.1.6. (Dilations.)
Let T : X → Y be a channel in Θ. A dilation of T is a channel L : X ∪ D → Y ∪ E whose
Y-marginal is T 8 trD, i.e. for which

X
L

Y
D E tr

=
X T Y

D tr
. (2.6)

The interfaces D and E are called hidden or inaccessible (relative to T ), and by convention
we use wiggly lines to pictorially represent the wires corresponding to the hidden interfaces.
A dilation a called one-sided if D = I.

�

Remark 2.1.7. (On the Importance of Normality for Dilations.)
The normality condition on Θ, cf. Definition 1.3.7 (T 8 trZ = T ′ 8 trZ ⇒ T = T ′), is
crucial for the concept of dilations not to be pathological. Indeed, if Θ is not normal and
if T, T ′ : X→ Y are distinct channels with T 8 trZ = T ′ 8 trZ for some interface Z, then the
channel L := T 8 trZ = T ′ 8 trZ is a dilation of both T and T ′. In other words, one cannot
tell from the dilation L which is the channel that it dilates, although we know which are the
hidden interfaces. z

Remark 2.1.8. (On the Importance of Interfaces for Dilations.)
Consider in the thin theory (N0,max, 0,≥) from Example 1.2.12 a channel x y with

10 ≥ x ≥ y. The channel
x y

10 10
is a dilation. As a channelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannel, it determines the

channel x y that it dilates, because it formally determines its input and output
interfaces which determine x and y. As a transformationtransformationtransformationtransformationtransformationtransformationtransformationtransformationtransformationtransformationtransformationtransformationtransformationtransformationtransformationtransformationtransformation, however, it is simply the relation-
ship max{10, x} ≥ max{10, y}, i.e. 10 ≥ 10, with no recognition of the values of x and y,
that is, of the channel that it dilates. z
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To characterise the dilations of a given channel, it obviously suffices to characterise those
whose hidden interfaces are simple. Nevertheless, it is generally a challenging task to do
this (indeed, this is why it is possible to write an entire chapter about it). At this point, we
have only a few such characterisations within reach:

Example 2.1.9. (Dilations in Cartesian Theories.)
Let X T Y be a channel in Sets∗ (or indeed in any other cartesian theory). We can

determine all of its dilations. Indeed, given a dilation D
L

E

X Y
, consider the channel

D
L

E

tr

X T Y

, (2.7)

where (following Ref. [Fri20]) the channel
X

denotes the diagonal function x 7→
(x, x) (or, in a general cartesian theory, the unique channel with both marginals equal to
idX). The channel (2.7) is easily seen to have precisely the same marginals as L, so by the
cartesian property it must in fact be equalequalequalequalequalequalequalequalequalequalequalequalequalequalequalequalequal to L. (In the absence of a hidden input, this is
easy to understand intuitively in the theory Sets∗: A one-sided dilation L is determined by

its marginals; one of those is T , and the other is L
E

X tr
.) Now, this shows that any

dilation of T is of the form

D
G

E

X T Y

, (2.8)

for some channel G. Conversely, it is obvious that the channel (2.8) is a dilation for any
choice of G, so these are precisely the dilations of T .

�

Example 2.1.10. (Dilations in Thin Theories.)
Let Θ be a thin theory, described the pre-ordered quasi-commutative monoid (M,?, 1,�).
Interfaces X and Y in Θ are simply tuples of elements (x1, . . . , xn) ∈Mn and (y1, . . . , ym) ∈
Mm, and a channel X � Y is nothing but the relationship x1 ? . . . ? xn � y1 ? . . . ? ym. A
dilation of X � Y is determined by a pair of interfaces D = (d1, . . . , dk) and E = (e1, . . . , e`)
such that X∪D � Y∪E, i.e. x1?. . .?xn?d1?. . .?dk � y1?. . .?ym?e1?. . .?e`. Of course, these
can be understood by understanding the dilations with simple hidden interfaces, namely the
pairs of elements d, e ∈M which satisfy (x1 ? . . . ? xn) ? d � (y1 ? . . . ? ym) ? e. (The general
dilations then arise by ?-factorisations of d and e.)

�

In other theories, even determining all the one-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sided dilations of statesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstates is non-trivial:

Example 2.1.11. (One-Sided Dilations of States in CIT.)
Let p X be a state in CIT. What are its one-sided dilations? Taking the hidden

interface E to be simple, we are looking for states `
E

X
with `

E tr

X
= p X .

Some obvious dilations are the trivial dilations of the form
r E

p X
, corresponding to
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independent side-information; but we also have e.g. the dilation p̂
X

X
:=

X
p X

given by copyingcopyingcopyingcopyingcopyingcopyingcopyingcopyingcopyingcopyingcopyingcopyingcopyingcopyingcopyingcopyingcopying, i.e. with density given by p̂(x, x′) = δx,x′p(x). Intuitively, a copy seems
like the strongest sort of side-information we can have, and this intuition can be formalised:
Every one-sided dilation ` of p is in fact of the form

p̂
X G E

X
(2.9)

for some channel G. It is easy to see that any G yields a dilation. The converse owes to
the existence of conditional distributions: Because the X-marginal of a dilation ` is p, the
density ` : X × E → [0, 1] can be expressed as `(x, e) = gx(e)p(x) for probability densities
gx : E → [0, 1], which we may interpret as the conditional distribution (w.r.t. `) of the
E-output given the X-output. However, this precisely means that if we take G = (gx)x∈X ,
then (2.9) is satisfied. (Observe that gx is uniquely determined if p(x) > 0, whereas it can
be chosen arbitrarily if p(x) = 0.) �

Example 2.1.12. (One-Sided Dilations of States in QIT.)
Let % H be a state in QIT, and let us determine its one-sided dilations ξ

E
H

.

By a well-known result, the state % has a purification, that is, a dilation π
H
H

with π

(probabilistically) pure, and this purification is unique up to isometric conjugations on the
hidden system, cf. the paragraph on Stinespring Representations in the preliminary section
on the thesis. Like the classical copy in Example 2.1.11, the fixed purification π can help us

determine all possible dilations of %: Indeed, if ξ
E
H

is any dilation, let π′
E ′

E
H

be

a purification of ξ; then π and π′ are both purifications of %, and by the uniqueness clause

we find an isometric channel Σ such that Σ
E ′

π
H E
H

= π′
E ′

E
H

. By trashing E ′,

we find that ξ
E
H

equals

π
H Γ E
H

, (2.10)

with Γ denoting the marginal of Σ. Hence, the one-sided dilations of % H are
precisely those states of the form (2.10) for some channel Γ. �

Based on Example 2.1.9, Example 2.1.11 and Example 2.1.12, it is very natural to sus-
pect that the ‘one-dilation-to-rule-them all’-phenomenon is more than a mere coincidence.
This will be the topic of Section 2.3.A when we introduce and study complete dilations.

For now, however, we shall raise a different question, namely how we might hope to
systematically understand the two-sided dilations in CIT and QIT (and for that matter
in other theories) based on the one-sided dilations. To have a better perspective on this
question, it is beneficial to introduce an additional concept, namely that of non-signalling
([CS16]):
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Definition 2.1.13. (Non-Signalling.)
Let T : X → Y be a channel in Θ, and let X0 and Y0 be sub-interfaces of X and Y,
respectively. We say that T is non-signalling from X0 to Y0 if there exists a channel T ′ :
X \ X0 → Y0 such that

X \ X0
T

Y0

X0 Y \ Y0 tr
=

X \ X0 T ′ Y0

X0 tr
. (2.11)

�

The interpretation of non-signalling is disclosed by its very name: Non-signalling from
X0 to Y0 means that no inputs in the interface X0 affect the outputs in the interface Y0.

Example 2.1.14. (Bell-Channels and Non-Signalling.)
Consider in a theory Θ a channel of form

X1
T1

Y1

s
Z1

Z1
T2X2 Y2

, (2.12)

as in our earlier discussion of the pictorial syntax. Let us call such a channel a (bipartite)
Bell-channel, as it corresponds to the experimental set-up considered by J. Bell ([Bel64]): A
state s is shared across two sites, and locally at each site a channel Ti can be applied to part
of the state and a local input. The ground-breaking demonstration of [Bel64] (mentioned
in the general introduction, and alluded to in connection with Example 1.1.10) was that
the components T1, T2 and s can be chosen from QIT in such a way that the total channel
(2.12) is interpretable in CIT, though no choice of T1, T2 and s from CIT will reproduce
it. A key point in this argument is that it is quite easy to understand the Bell-channels in
CIT, because any randomness from the channels Ti can be extracted and moved to s, thus
effectively realising the channel (2.12) as a convex combination of products of deterministic
channels (functions).

It is not clear that the Bell-channels in QIT are similarly easy to characterise, but one
thing can be said, in fact about Bell-channels in any theory: They must be non-signallingnon-signallingnon-signallingnon-signallingnon-signallingnon-signallingnon-signallingnon-signallingnon-signallingnon-signallingnon-signallingnon-signallingnon-signallingnon-signallingnon-signallingnon-signallingnon-signalling
from X1 to Y2 and from X2 to Y1. Indeed, as demonstrated by our earlier computation,

X1
T1

Y1 tr

s

T2X2 Y2

=

X1
tr

s

T2X2 Y2

=

X1 tr

s
tr

T2X2 Y2

=
X1 tr

X2 T ′2 Y2

, (2.13)

and similarly with Y2 trashed in place of Y1.
For some time, it was unknown whether the class of Bell-channels in QIT (with classical

inputs and outputs) was restrained only by these two non-signalling conditions. The work
of Refs. [Cir80, PR94] settled this in the negative, and we now know that in fact the class
of Bell-channels in QIT is highly complex ([BCP+14, GKW+18]).

�
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Example 2.1.15. (The PR Box.)
The concrete example given by S. Popescu and D. Rohrlich in Ref. [PR94] of a non-signalling
channel in CIT, which cannot be realised as a Bell-channel in QIT, was the classical channel
{0, 1}

P
{0, 1}

{0, 1} {0, 1}
, determined by the probability distributions (P x1,x2)x1,x2∈{0,1} given by

P x1,x2(y1, y2) =

{
1
2 for y1 ⊕ y2 = x1 · x2

0 for y1 ⊕ y2 6= x1 · x2

, (2.14)

with ⊕ denoting addition modulo 2. It is easy to verify that each of the marginals equals

the channel
{0, 1} tr

{0, 1} F {0, 1}
, with F the channel given by F (k) = 1

2δ0 + 1
2δ1 for k = 0, 1,

so in particular P is non-signalling. The reader is not expected to see why P cannot be
realised as a Bell-channel, but this is the result of Refs. [Cir80, PR94]. The channel P has
since become known in the folklore as the Popescu-Rohrlich Box, or simply PR Box (though
it had in fact been identified earlier, e.g. by Cirelson himself ([Cir93])).

�

Example 2.1.16. (Non-Signalling in Logic.)
Consider the thin theory of propositional logic, Logic, from Example 1.2.16. The channel
P0 P1

Q0 Q1

asserts the relation P0 ∧ Q0 � P1 ∧ Q1 (i.e. "P0 ∧ Q0 implies P1 ∧ Q1").
To say that the channel is non-signalling from the P0-port to the Q1-port would be to say
that the marginal relation P0 P1

Q0 tr
is of the form P0 P1

Q0 tr
, or, what is actually

equivalent, that "P0 implies P1". This of course does not generally follow from "P0 ∧ Q0

implies P1 ∧Q1", so not all channels in the theory Logic are non-signalling.
�

Non-signalling as such shall not occupy us before Chapter 4, but it is relevant in the
context of dilations because, due to our choice of defining them as two-sided, dilations and
non-signalling are intimately related – indeed, T : X→ Y is non-signalling from X0 to Y0 if
and only if it is the dilation of some channel T ′ : X \ X0 → Y0. This also means that any
understanding we have of non-signalling channels can be transferred to an understanding
about two-sided dilations. We end this section by discussing one such situation.

It is obvious that a channel of the form

X \ X0
T1

Y0

H
T2X0 Y \ Y0

(2.15)

is non-signalling from X0 to Y0; trashing Y \ Y0 results in trashing X0. More than 20
years ago, it was conjectured by DiVincenzo ([BGNP01, ESW02]) that in QIT channels of
the form (2.15) are in fact the only non-signalling channels. This conjecture was proven in
Ref. [BGNP01] in a special case, and later in Ref. [ESW02] for arbitrary channels. Phrased
in terms of dilations, this means that in QIT every dilation of a channel X T Y must
take the form

X
L0

Y
E0

G
E

D
(2.16)
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for some channels L0 and G. Moreover, by trashing E we easily read off that L0 is in
this case a one-sided dilation of T . Conversely, the channel (2.16) defines a dilation of T
for any one-sided dilation L0 and any channel G. In other words, to determine the
dilations of a channel in QIT, we need only determine the one-sided dilations.
(In particular, this immediately hands us all dilations of states in QIT, cf. Example 2.1.12.)

Definition 2.1.17. (The DiVincenzo Property.)
We say that a theory Θ has the DiVincenzo property if every channel X T Y which is
non-signalling from X0 to Y0 is of the form

X \ X0
T1

Y0

H
T2X0 Y \ Y0

(2.17)

for some channels T1 and T2.
�

Remark 2.1.18. When checking for the DiVincenzo Property, it obviously suffices to con-
sider the case where X and Y are bipartite interfaces and X0 and Y0 are simple (i.e. single-
port) sub-interfaces.

z

Example 2.1.19. (Failure of the DiVincenzo Property.)
Consider the thin theory (N, ·, 1,≥) from Example 1.2.13. The channel 7 4

2 3
is non-

signalling from the 2-port to the 4-port, since 7 ≥ 4. However, it cannot be written as
7 4

z

2 3

for any z ∈ N, since 7 ≥ 4 · z forces z = 1, which violates 2 · z ≥ 3.

�

In the next section, we will see that the DiVincenzo property is very generic, and we will
understand that it is a consequence of an information-theoretic principle governing dilations.
As observed just above, this will greatly simplify the study of dilations.

We must begin, however, by giving shape to the intuition that some dilations can be
constructed from other dilations, a phenomenon which we also observed in connection with
Example 2.1.9, Example 2.1.11, and Example 2.1.12.

2.2 The Dilational Ordering
Dilations are not isolated islands – some of them are connected by bridges. Ideally, these
bridges should connect general two-sided dilations to general two-sided dilations, but it
turns out that we will not be successful in attempting such a definition before introducing
the theory of causal channels in Chapter 4. For now, we must restrict our attention to the
case where at least the initial dilation is one-sided:

Definition 2.2.1. (The Dilational Ordering.)
Let X T Y be a channel in Θ, and denote by Dil(T ) the class of all its dilations. The
dilational ordering on Dil(T ) is the relation DT on Dil(T ) given by
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X
L

Y
E
DT

X
L′

Y
D′ E′

⇔ ∃G :
X

L
Y

E
G

E′

D′
=

X
L′

Y
D′ E′

(2.18)

We say that L′ is derivable from L if LDTL′.
�

Remark 2.2.2. (On the Nature of the Relation DT .)
The domain of the relation DT is somewhat awkward (since one dilation may be two-sided
and the other not). If we restrict both dilations to be one-sided, however, DT restricts to a
reflexive and transitive relation, i.e. a pre-order. The reason that we do not confine ourselves
to one-sided dilations in the definition is that we soon wish to give meaning to the idea that
everyeveryeveryeveryeveryeveryeveryeveryeveryeveryeveryeveryeveryeveryeveryeveryevery dilation (even if two-sided), is derivable from a single fixed dilation. z

Remark 2.2.3. (Notation – On the Dependence of DT on T .)
We shall often drop the subscript from DT and write simply D. Note, however, that it doesdoesdoesdoesdoesdoesdoesdoesdoesdoesdoesdoesdoesdoesdoesdoesdoes
matter what the base interfaces X and Y are; for example, dilations L : X∪D→ Y∪E of T
(with hidden interfaces D and E) can also be seen as dilations of trI (with hidden interfaces
X ∪ D and Y ∪ E), but then of course the dilational ordering trivialises.

z

Example 2.2.4. (Large Dilations.)
Example 2.1.11 shows that for any state p X in CIT, the class of one-sided dilations
of p X has a D-largest element, namely the dilation given by copying. Example 2.1.12
demonstrates that this is also the case for states in QIT, with a D-largest element given by
purification. �

Example 2.2.5. (DiVincenzo and Derivability.)
In theories which have the DiVincenzo Property, any dilation L of T is derivable from a
one-sided dilation L0. In fact, this statement is equivalent to the DiVincenzo Property. �

Example 2.2.6. (Dilational Ordering in Cartesian Theories.)
By Example 2.1.9, every dilation of a channel X T Y is derivable from the dilation
given by copying the input. �

Example 2.2.7. (Dilational Ordering in a Thin Theory.)
Consider the channel 7 3 in the thin theory (N, ·, 1,≥). Every one-sided dila-

tion of this channel is derivable from the one-sided dilation 2

7 3
. Some dilations

of 7 3 , however, are not derivable from this dilation, for example the dilation
3 7

7 3
.

�

Remark 2.2.8. (One-Sided Dilations as a Category.)
The class of one-sided dilations of X T Y does not merely have the structure of a
pre-order; in fact, the very definition of the dilational ordering reveals that the pre-order
is the shadow of a categorycategorycategorycategorycategorycategorycategorycategorycategorycategorycategorycategorycategorycategorycategorycategorycategory whose objects are the one-sided dilations of T and whose
morphisms from L

E
X Y

to L′
E′

X Y
are the channels E G E′ such that

X
L

Y
E G E′

= X
L′

Y
E′

. We shall not have occasion to study this category

in any detail. (Also, it seems to vanish in the elaboration of Chapter 4.) z
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It turns out that the dilational ordering is rather well-behaved in the theories of interest
to us, confined by simple principles with a clear interpretation. Before we study those
principles in Section 2.3.A and Section 2.3.B, we will examine the possibility of a rather
brutal collapse of the dilational ordering.

2.2.A Dilational Purity

Any channel X T Y has some dilations, namely the trivial dilations of the form
X T Y

D S E
.

In the dilational ordering, the trivial dilations are precisely those that can be derived from
the (very trivial) dilation X T Y itself. It may happen that there are no other dilations:

Definition 2.2.9. (Dilational Purity.)
A channel X T Y is called dilationally pure if every dilation of T is of the form
X T Y

D S E
for some channel S. �

From an operational point of view, dilational purity of T signifies that any side-computation
in the environment of T must be independent from it. We will see in the next section that
all isometric channels in QIT are dilationally pure, and since identity channels are isomet-
ric this will immediately imply a rather strong version of the No Broadcasting Theorem
([BCF+96]).

Example 2.2.10. (Dilational Purity in Thin Theories.)
In a thin theory, consider the identity channel x x . Its dilations are y z

x x
,

with x ? y � x ? z. If the monoid satisfies the cancellation law x ? y � x ? z ⇐ y � z, then

these dilations factor as
y z

x x
, so the identity x x is dilationally pure.

�

In CIT we have the following characterisation of the dilationally pure channels:

Proposition 2.2.11. (Dilationally Pure Channels in CIT.)
A channel in CIT is dilationally pure if and only if it is a probabilistically pure state.

Proof. According to Example 2.1.11, a probabilistically pure state has only trivial one-sided
dilations. The fact that a two-sided dilation must also be trivial can either be verified by
a direct consideration or seen as a consequence of the DiVincenzo property for CIT, which
we shall prove in Section 2.3.B.

Assume conversely that X T Y is dilationally pure. Consider the copy channel

X from earlier. Clearly, X T Y is a dilation of T , so by dilational purity it

must be of the form
s

X T Y
for some state s. However, we now have

X id X = X T tr
=

s

X T tr
= X tr s X , (2.19)

which is only possible if the system X corresponding to X has size |X| = 1, so T must
be a state.6 It is then an easy exercise to verify that a state which is dilationally pure must
be probabilistically pure; if it is not, then we obtain a non-trivial dilation by copying the
output.

6Ignoring that we strictly speaking defined states as having the particular domain 1.
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In the next section we shall be able to also give a complete characterisation of the
dilationally pure channels in QIT. For now, we content ourselves with a confinement:

Lemma 2.2.12. (Necessary Condition for Dilational Purity in QIT.)
If a channel in QIT is dilationally pure, then it is isometric.

Proof. It suffices to consider channels with simple input and output interfaces. Assume that
X Λ Y is a dilationally pure quantum channel, and let (Ki)i∈I be a Kraus represen-

tation of Λ, i.e. a family of linear operators Ki : X → Y such that Λ(A) =
∑
i∈I KiAK

∗
i

for all A ∈ End(X ). The channel Φ
CI

X Y
given by Φ(A) =

∑
i∈I KiAK

∗
i ⊗ |i〉〈i|

is then a dilation of X Λ Y with hidden system CI , so by dilational purity we must
have Φ(A) =

∑
i∈I KiAK

∗
i ⊗ % for some state % on CI . By equality of these two ex-

pressions we conclude that Ki0AK
∗
i0

= 〈i0| % |i0〉
∑
i∈I KiAK

∗
i for any i0 ∈ I, and since

1 = tr(%) =
∑
i∈I 〈i| % |i〉 we can pick some i0 ∈ I with 〈i0| % |i0〉 > 0, for which we conse-

quently have

Λ(A) =
∑
i∈I

KiAK
∗
i =

1

〈i0| % |i0〉
Ki0AK

∗
i0 (2.20)

for all A ∈ End(X ). In other words, Λ admits a Kraus representation using the singlesinglesinglesinglesinglesinglesinglesinglesinglesinglesinglesinglesinglesinglesinglesinglesingle
Kraus operator Ki0/

√
〈i0| % |i0〉. This operator must then be an isometry, so Λ is isometric.

Remark 2.2.13. (Relation of Dilational Purity to other Purity Notions.)
Whereas dilational purity is a well-defined concept in all theories that we consider, it does
not generally make sense to speak of probabilistic purity as it requires a convex structure.
Proposition 2.2.11 shows that in theories where the concept does make sense, it may be
distinct from dilational purity: Any deterministic function whose domain has at least two
elements is probabilistically pure in CIT, but not dilationally pure according to the propo-
sition. (On the other hand, though we will not have occasion to be precise about this, it is
easy to see that dilational purity implies probabilistic purity in theories where that concept
does make sense, since to a non-trivial convex decomposition 1

2T0 + 1
2T1 we can associate

the non-trivial dilation 1
2T0 ⊗ δ0 + 1

2T1 ⊗ δ1 which keeps as side-information a memory of
which component was employed.)

The fact that these two purity notions do not coincide, also implies that dilational purity
is distinct from the purity notion of Ref. [CH17], defined in terms of weak factorisation
systems, which reduces in CIT to probabilistic purity.

If we restrict the condition in Definition 2.2.9 to one-sided dilations then we obtain the
purity notion proposed in Ref. [Chi14b], but in general there is in fact a distinction between
one- and two-sided purity.7 z

2.3 Completeness and Localisability
In this section, the completeness and localisability principles are introduced, and we prove
that they hold in many theories, in particular the two information theories CIT and QIT.

7For example, in the theory T−REX consisting precisely of the surjective functions between finite sets
(Example 1.2.23), any one-sided dilation of a bijectionbijectionbijectionbijectionbijectionbijectionbijectionbijectionbijectionbijectionbijectionbijectionbijectionbijectionbijectionbijectionbijection is trivial, though a bijection generally has non-trivial
two-sided dilations in T−REX.
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2.3.A Complete Dilations
Dilational purity of a channel is an extreme condition, under which the dilational ordering
implodes to a single level. In interesting theories, most channels will not be dilationally pure
(cf. Proposition 2.2.11 and Lemma 2.2.12). They do, however, comply to another principle
which is milder and still retains a remarkable simplicity:

Definition 2.3.1. (Complete Dilations. )
Let X T Y be a channel in Θ, and let D ⊆ Dil(T ) be a class of dilations of T . We
say that a (one-sided) dilation K ∈ D is complete for D if KDL for all L ∈ D. A dilation
K ∈ Dil(T ) is called simply complete if it is complete for Dil(T ). �

Definition 2.3.2. (Complete Theories.)
A theory Θ is called complete if every channel in Θ has a complete dilation. �

Example 2.3.3. (Completeness and Dilational Purity.)
If X T Y is a dilationally pure channel in Θ, then X T Y is a complete dilation
ofofofofofofofofofofofofofofofofof itselfitselfitselfitselfitselfitselfitselfitselfitselfitselfitselfitselfitselfitselfitselfitselfitself; in fact, self-completeness is equivalent to dilational purity. �

Example 2.3.4. (Trivial Completeness.)
In any theory Θ, the trash Z tr has a complete dilation, namely Z id Z . �

Example 2.3.5. (Completeness in Thin Theories.)
The fact that a potential complete dilation is required to be one-sided means that every
complete theory must have the DiVincenzo Property (Definition 2.1.17). Hence, it follows
from Example 2.1.19 that the thin theory (N, ·, 1,≥) is not complete. Some of its channels
do have complete dilations, however. In fact, it is not difficult to see that the channel
x y has a complete dilation if and only if x is divisible by y, in which case the

dilation x/y

x y
is complete. �

Though completeness might seem like a foolish mathematical fantasy rarely fulfilled in
theories of real interest, the truth is quite the opposite. For example, we have already seen
an argument to the effect that all cartesian theories are complete:

Theorem 2.3.6. (Cartesian Theories are Complete.)
Every cartesian theory Θ is complete. In fact, if X T Y is a channel in Θ then the
dilation given by copying the inputs,

X

X T Y
, (2.21)

is complete.

Proof. It suffices to show this in the case where the interfaces X and Y are simple, but this
is precisely what we did in Example 2.1.9.

It is also the case that CIT and QIT are complete, but the most elegant way of reaching
this conclusion is to start by proving completeness relative to one-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sided dilations, and then
lift those results in the next subsection.

To ease language, let us say that a a dilation of X T Y is one-sided-complete if it
is complete for one-sided dilations. Let us also say that a theory Θ is one-sided-complete if
every channel X T Y in Θ has a one-sided-complete dilation.
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Lemma 2.3.7. (One-Sided-Completeness in CIT.)
The theory CIT is one-sided-complete. Specifically, for a channel X T Y , the dilation
given by copying both the inputs and outputs,

X T Y
, (2.22)

is one-sided-complete.

Proof. In the case where X is trivial, this statement is exactly what was proved in Exam-
ple 2.1.11: The copy-dilation Y

p Y
is complete for one-sided dilations p Y , by

virtue of existence of conditional probabilities. A general classical channel X T Y is

simply a collection of states indexed by the input, so any one-sided dilation L
E

X Y
can

be derived from the channel (2.22), since knowing a copy of the input x essentially reduces
the problem to the case of a single state (the details are left as an exercise).

Lemma 2.3.8. (One-Sided-Completeness in QIT.)
The theory QIT is one-sided-complete. Specifically, for a channel X Λ Y , any Stine-
spring dilation (i.e. any isometric dilation)

Σ
E

X Y
(2.23)

of Λ is one-sided-complete.

Proof. Again, we proved this in the case where Λ is a state in Example 2.1.12: Purifications
are special cases of Stinespring dilations, and by the uniqueness of purifications it was
demonstrated that any purification π

E
Y

of a state % Y is a complete dilation.

For general channels, Stinespring’s Dilation Theorem ([Sti55, NC02, Wat]), which is covered
in the preliminary section of the thesis, asserts that every quantum channel has an isometric
one-sided dilation and that this dilation is unique up to a channel acting on the hidden
interface. By an argument analogous to that of Example 2.1.12, this implies that any one-
sided dilation Φ

E
X Y

of X Λ Y can be derived from a Stinespring dilation.

To conclude that the above dilations in CIT and QIT are not only one-sided-complete
but in fact complete for all dilations, we will make use of the following observation:

Lemma 2.3.9. (One-Sided-Completeness and DiVincenzo.)
Let Θ be a theory. The following are equivalent:

1. Θ is complete.

2. Θ has the DiVincenzo property and Θ is one-sided-complete.

In this case, any dilation of X T Y which is complete for its one-sided dilations is
in fact complete for all dilations.
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Proof. We have already observed that completeness implies the DiVincenzo property, so 2.
clearly follows from 1. Conversely, assuming 2., if K

E
X Y

is complete for one-sided

dilations of X T Y then, by the DiVincenzo property, it is in fact complete for all
dilations, so 1. follows, and so does the final statement in the lemma.

What remains in order to prove completeness is then only an argument to the effect that
the DiVincenzo property holds in CIT and QIT. This will be accomplished by relating
the property to the principle of spatial localisability which is introduced in the following
subsection.

2.3.B Spatial and Temporal Localisability
Completeness is a static principle, in the sense that it pertains to the dilational ordering for
a fixed channel T . It is natural to ask how dilations behave under the dynamic structure
inherent in every theory: Parallel and serial composition.

Consider for example two channels X1 T1 Y1 and X2 T2 Y2 . Clearly, for any

one-sided dilations L1
E1

X1 Y1

and L2
E2

X2 Y2

of T1 and T2 respectively, the chan-

nel

X1
L1

Y1

E1

L2
E2

X2 Y2

is a dilation of their parallel composition
X1 T1 Y1

X2 T2 Y2

. In general,

the parallel composition has other dilations than those of this form, indeed all the dilations
derivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivable from dilations of this form. Such derivable dilations will be called spatially local-
isable since, intuitively, the side-information corresponding to them can be ‘localised’ as a
combination of side-information from either T1 or T2:

Definition 2.3.10. (Spatial Localisability.)
Let X1 T1 Y1 and X2 T2 Y2 be parallelly composable channels in Θ. We say that

a dilation of the parallel composition
X1 T1 Y1

X2 T2 Y2

is spatially localisable w.r.t. T1 and T2

if it is of the form

X1
L1

Y1

GD E

L2X2 Y2

(2.24)

for some channel G and some dilations L1 of T1 and L2 of T2.
�

Obviously, there is a natural counterpart of localisability for serial compositions, which
we name temporal localisability :

Definition 2.3.11. (Temporal Localisability.)
Let X T Y and Y S Z be channels in Θ. We say that a dilation of the serial
composition X T Y S Z is temporally localisable w.r.t. T and S if it is of the form
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X
L

Y
M

Z

G E
D

(2.25)

for some channel G and some dilations L of T and M of S.
�

By a somewhat awful abuse of language, we shall moreover use the following terminology:

Definition 2.3.12. (Localisability of a Theory.)
A theory Θ is called spatially localisable if every one-sided dilation of a parallel composition
is spatially localisable. A theory Θ is called temporally localisable if every one-sided dilation
of a serial composition is temporally localisable. We say that Θ is localisable if it is both
spatially and temporally localisable.

�

Remark 2.3.13. Observe that localisability is imposed on one-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sided dilations only. This
provides a simpler interpretation of the requirement, and also makes the conditions easier to
fulfil. (It will soon be clear, however, that the conditions automatically follow for two-sided
dilations if they hold for the one-sided.)

z

It might seem a hopeless task to prove that a theory is spatially or temporally localisable.
To our luck, however, we are mainly interested in theories which are one-sided-complete,
and for those we have the following:

Lemma 2.3.14. (Recharacterisation of Localisability.)
Suppose that Θ is one-sided-complete. Then,

• Θ is spatially localisable if and only if for any channels X1 T1 Y1 and X2 T2 Y2 ,

there exist one-sided-complete dilations K1 of T1 and K2 of T2, such that

X1
K1

Y1

E1

K2
E2

X2 Y2

is a one-sided-complete dilation of
X1 T1 Y1

X2 T2 Y2

.

• Θ is temporally localisable if and only if for any channels X T Y and Y S Z ,

there exist one-sided-complete dilations K of T and C of S, such that
X

K

Y
C

Z

is a one-sided-complete dilation of X T Y S Z .

Proof. Obvious.

Remark 2.3.15. It is easy to see that if Θ is spatially [temporally] localisable, then in fact
the parallel [serial] composition of anyanyanyanyanyanyanyanyanyanyanyanyanyanyanyanyany complete dilations yields a complete dilation.

z

As if tailor-made, this lemma immediately implies that our pet theories are localisable:
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Theorem 2.3.16. Every cartesian theory is localisable.

Proof. By Theorem 2.3.6, a cartesian theory is complete, in particular one-sided-complete,
so we can use Lemma 2.3.14. However, it is obvious that the parallel compositions of the
dilations (2.21) obtained by copying the inputs from T1 : X1 → Y1 and T2 : X2 → Y2 yields
the dilation obtained by copying the input from T1 8 T2, and it is also clear that the serial
composition of the dilations obtained by copying from T : X → Y and S : Y → Z yields (a
dilation from which we can derive) the dilation obtained by copying from S ⊙T . The desired
follows.

Theorem 2.3.17. The theory CIT is localisable.

Proof. By Lemma 2.3.7, CIT is one-sided-complete, so again Lemma 2.3.14 applies. The
rest of the argument is exactly as in the previous proof, only now we have to copy the
outputs as well as the inputs, cf. Eq. (2.22).

Theorem 2.3.18. The theory QIT is localisable.

Proof. By Lemma 2.3.8 QIT is one-sided complete, so we can use Lemma 2.3.14 a third
time. The desired follows immediately, since the parallel and serial compositions of isometric
channels are obviously isometric.

The status of our dilational investigations is at this point as follows: Cartesian theories
are complete and localisable; CIT and QIT are one-sided-complete and localisable; thin
theories need not be complete.

What we shall prove now is that temporal localisability implies the existence of re-
versible dilations and that spatial localisability implies the DiVincenzo property. These
two consequences will be used repeatedly and they also provide us with counterexamples to
localisability. Moreover, as one-sided-completeness and completeness are by Lemma 2.3.9
equivalent under the DiVincenzo property, full completeness of CIT and QIT will follow.

Proposition 2.3.19. (Temporal Localisability implies Reversible Dilations.)
If Θ is temporally localisable, then every channel X T Y has a one-sided dilation

R
E

X Y
which is reversible.

Proof. By Lemma 1.1.15,

X T Y trY = X trX . (2.26)

Since X idX X is a one-sided dilation of trX, we must by temporal localisability find
one-sided dilations R of T and M of trX such that

X
R

Y
M

G
E X

= X idX X (2.27)

for some channel G. This identity implies in particular that R is reversible.
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Proposition 2.3.20. (Spatial Localisability implies the DiVincenzo Property.)
If Θ is spatially localisable, then Θ has the DiVincenzo Property. That is, every channel
X T Y which is non-signalling from X0 to Y0 is of the form

X \ X0
T1

Y0

H
T2X0 Y \ Y0

(2.28)

for some channels T1 and T2, or, equivalently, every dilation of a channel is derivable
from a one-sided dilation.

Proof. Let X T Y be non-signalling from X0 to Y0. This means that there exists a
channel T ′ such that

X \ X0
T

Y0

X0 Y \ Y0 tr
=

X \ X0 T ′ Y0

X0 tr
. (2.29)

This, however, is to say that X \ X0
T

Y0

X0 Y \ Y0

is a one-sided dilation of the parallel

composition
X \ X0 T ′ Y0

X0 tr
. By spatial localisability, we thus find dilations X \ X0

T1
Y0

E1

of T ′ and X0 M E2 of trX0
, such that

X \ X0
T

Y0

X0 Y \ Y0

=

X \ X0
T1

Y0

E1
G

X0 M E2 Y \ Y0

(2.30)

for some channel G. Merging M and G to form T2 we obtain Eq. (2.28) (with H = E1)
as desired.

As anticipated, we may now conclude full completeness of the information theories:

Theorem 2.3.21. (Completeness of CIT.)
The theory CIT is complete. Specifically, for a channel X T Y , the dilation given by
copying both the inputs and outputs,

X T Y
, (2.31)

is complete.

Theorem 2.3.22. (Completeness of QIT.)
The theory QIT is complete. Specifically, for a channel X Λ Y , any Stinespring dila-
tion (i.e. any isometric dilation)

Σ
E

X Y
(2.32)

is complete.
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Proof. In both cases, the proof is by one-sided-completeness (Lemma 2.3.7, Lemma 2.3.8)
and spatial localisability (Theorem 2.3.17, Theorem 2.3.18), using Proposition 2.3.20 in
conjunction with Lemma 2.3.9.

This also allows us to finally tie another loose end:

Corollary 2.3.23. (Dilationally Pure Channels in QIT.)
A channel in QIT is dilationally pure if and only if it is isometric.

Proof. By Lemma 2.2.12 any dilationally pure channel must be isometric, so it remains only
to prove the converse. However, any isometric channel is by Theorem 2.3.22 a complete
dilation of itself and thus dilationally pure.

Interestingly, this characterisation of the pure channels in QIT immediately implies a
rather strong form of the No Broadcasting Theorem ([BCF+96]): Any dilation L

E
H H

of an identity H id H is trivial, so in particular its E-marginal must trash the input H.

We shall return to such considerations in more detail in Section 2.5, but for now we
end this section by recalling that we have ultimately proved completeness and localisability
of CIT, QIT and all cartesian theories. We have also seen that a thin theory need not
be complete, and using Proposition 2.3.20 it need not by spatially localisable either, cf.

Example 2.1.19 (it is also easy to find a direct example e.g. of a dilation of
3 2

3 2

which cannot be derived from a parallel composition of dilations). By Proposition 2.3.19
we can similarly see that a thin theory need not be temporally localisable. The theory
T−REX also displays lack of localisability.

2.4 Universal Dilations
Completeness and localisability give us leashes on the collections of dilations, but do not
reveal what the pre-order D actually looks like among the one-sided dilations. This can be
resolved if we slightly strengthen the notion of a complete dilation, introducing the idea of
universal dilations.

All of the complete theories we have seen so far turn out to admit universal dilations,
but this has to be proved in each case, and is actually somewhat tricky for the theory QIT.
In fact, the result that QIT has universal dilations will constitute a generalisation of the
injectivity of the Choi-Jamiołkowski isomorphism ([JLF13, dP67, Cho75, Jam72]) which
apparently has not been observed before.

Besides providing a firm grip on the dilational order, the existence of universal dilations
implies a forceful contraction property which will be instrumental in Chapter 4 (in the form
of Lemma 4.2.5).

Definition 2.4.1. (Universal Dilations.)
Let X T Y be a channel in a theory Θ. A one-sided dilation X

U
Y
E0

is called a
universal dilation of T if every dilation of T is of the form
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X
U

Y
E0

G
E

D
(2.33)

for a uniqueuniqueuniqueuniqueuniqueuniqueuniqueuniqueuniqueuniqueuniqueuniqueuniqueuniqueuniqueuniqueunique channel G. �

Definition 2.4.2. (Universal Theories.)
A theory Θ is called universal if every channel in Θ has a universal dilation.

�

Example 2.4.3. (Trivial Universality.)
In Example 2.3.4, we observed that Z id Z is a complete dilation of the trash Z tr

in any theory. In fact, the dilation is obviously universal. �

Example 2.4.4. (Universality and Dilational Purity.)
We observed in Example 2.3.3 that a dilationally pure channel X T Y is self-complete,
i.e. a complete dilation of itself. In fact, it is even self-universaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversal, since by the normality
requirement (Definition 1.3.7), the channel that derives a given trivial dilation is unique.

�

We hasten to observe that cartesian theories and CIT are universal:

Theorem 2.4.5. In a cartesian theory, every channel has a universal dilation.

Proof. For any channel X T Y , the complete dilation X
X T Y

is in fact universal,

since if G

X T Y
=

G′

X T Y
then it follows by trashing Y that G

X tr

=

G′

X tr

which by normality implies G = G′.

Theorem 2.4.6. In CIT, every channel has a universal dilation.

Proof. Consider first a state p Y . The complete dilation Y
p Y

need not be

complete, since, as discussed in Example 2.1.11, the conditional distribution gx is only
uniquely determined when p(y) > 0. However, this also means that to obtain a universal
dilation, all we need to do is cut down the hidden system to the support of p, supp(p). For a
channel X T Y given by the distributions (tx)x∈X , we may similarly turn the complete

dilation
X

Y

X T Y

into a universal one by cutting down the hidden system X × Y

to the subset {(x, y) ∈ X × Y | y ∈ supp(tx)}. The details are left as exercise.

Before proving that also the theory QIT is universal, let us prove two general results
about universal dilations and universal theories.

The first result classifies all universal and complete dilations in terms of a single universal
dilation:
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Proposition 2.4.7. (One determines All.)
Let X

U
Y
E0

be a universal dilation of X T Y .

1. For any isomorphism α, X
U

Y
α

is a universal dilation of T , and every universal

dilation of T is of this form for a unique isomorphism α.

2. For any reversible R, X
U

Y
R

is a complete dilation of T , and every complete

dilation of T is of this form for a unique reversible R.

Proof. It is easy to see that the given channels are universal, respectively complete, for any
isomorphism α, respectively reversible R. It thus suffices to prove the stated existence and
uniqueness clauses. This is a standard ‘universal property in category’-argument.

The key observation is that universal dilations V have the property that if X
V

Y
E0

=

X
V

Y
E0 H E0

, thenH = idE0
; this is simply by the uniqueness clause in the definition

of universality. We can use this observation as follows:
As for item 1., let X

U ′
Y
E′0

be any universal dilation of T . By universality of U ,

we must have

X
U

Y
G

=
X

U ′
Y (2.34)

for a unique channel G. Since however U ′ is also universal, we similarly find G′ such
that

X
U ′

Y
G′

=
X

U
Y

. (2.35)

Together these two imply

X
U

Y
G G′

= X
U

Y and X
U ′

Y
G′ G

= X
U ′

Y , (2.36)

from which we by the initial observation conclude that G′ ⊙G = idE0 and G ⊙G′ = idE′0 ,
i.e. the channel G =: α is an isomorphism with inverse G′.

Item 2. is proved analogously.

The second result provides a recharacterisation of the dilational ordering in the presence
of universal dilations.

Let us denote by Dil0(T ) the class of one-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sided dilations of T with simplesimplesimplesimplesimplesimplesimplesimplesimplesimplesimplesimplesimplesimplesimplesimplesimple hidden interface
(any one-sided dilation is D-equivalent to such a dilation, simply by merging systems in the
environment). We have the following:

Proposition 2.4.8. (Structure of (Dil0(T ),D).)
Suppose that X T Y has a universal dilation for which the hidden system is E0. Then,
the pre-order (Dil0(T ),D) is order-isomorphic to (TransΘ(E0,−),�), where TransΘ(E0,−)
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denotes the class of all transformations in Θ with domain E0, and where � is the Blackwell
order given by

E0 G E � E0 G′ E ′ ⇔ ∃ E M E ′ : E0 G E M E ′ = E0 G′ E ′ .
(2.37)

Proof. If X
U

Y
E0

is a universal dilation of T as asserted, then the map TransΘ(E0,−)→

Dil0(T ) given by G 7→
X

U
Y
G

is an order-isomorphism.

Remark 2.4.9. (On Terminology.)
The name Blackwell order was pointed out to me by Tobias Fritz; I have not subsequently
been able to find a reference for this, but I have no reasons not to believe him.

z

The Blackwell order is non-trivial already in simple theories like FinSets∗. The above
result implies that intricacies of this order are mirrored in the dilational ordering. For
example, we can now prove that even for very simple channels in CIT the dilational ordering
has infinitely many inequivalent levels:

Example 2.4.10. (Infinite Descent in (Dil0(id{0,1}),D) in CIT.)
Consider the identity channel {0, 1} id {0, 1} in CIT. It has as universal dilation the

copy-channel
{0, 1}

{0, 1} id {0, 1}
whose hidden system is {0, 1}. By Proposition 2.4.8,

the pre-order of its one-sided dilations is therefore isomorphic the the Blackwell order on
TransCIT({0, 1},−).

Consider in particular the sequence of channels ( {0, 1} Gn {0, 1} )n∈N0 given by

Gn(δ0) = δ0, Gn(δ1) =

(
1− 1

2n

)
δ0 +

1

2n
δ1. (2.38)

Clearly, G0 = id{0,1} and Gn+1 = M ◦Gn, withM(δ0) = δ0,M(δ1) = 1
2δ0+ 1

2δ1. (Plainly
speaking, Gn represents n iterations of a channel which always preserves 0 but flips 1 to 0
with probability 1/2.) As such, the sequence decreases according to the Blackwell order,

G0 � G1 � G2 � . . . . (2.39)

However, each inequality must be strict: If for some n ∈ N0 we had Gn+1 � Gn, i.e.
if there were a channel N : {0, 1} → {0, 1} with Gn = N ◦ Gn+1, then by evaluating this
identity in δ0 and δ1 we would find

δ0 = N(δ0),

(
1− 1

2n

)
δ0 +

1

2n
δ1 =

(
1− 1

2n+1

)
N(δ0) +

1

2n+1
N(δ1), (2.40)

which leads to N(δ1) = 2δ1 − δ0, contradicting that N is a classical channel.
(Intuitively, it is clear that no channel N could restore the damage inflicted by the

erroneous channel M , and that is essentially what is asked for.) �
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We end this section by demonstrating that QIT is universal:

Theorem 2.4.11. In QIT, every channel has a universal dilation.

Proof. By Theorem 2.3.22, every channel X Λ Y in QIT has complete dilation given

by a Stinespring dilation Σ
E

X Y
. By Lemma 2.4.12 below, any minimalminimalminimalminimalminimalminimalminimalminimalminimalminimalminimalminimalminimalminimalminimalminimalminimal Stinespring

dilation moreover meets the uniqueness clause in the definition of universality and is thus
a universal dilation. (A minimal Stinespring dilation is one for which the system E is as
small as possible. For finite-dimensional spaces, this is simply a matter of choosing the
dimension minimal, but in general it means that Σ has full rank on E , in the sense that the
smallest closed subspace which contains all local supports of the states {Σ(%) | % ∈ St(H1)},
where H1 is the total system corresponding to the interface X, is all of E ; compactly,8∨
%∈St(H1)

supp((idE ⊗ trK1
)[Σ(%)]) = E .)

Lemma 2.4.12. (Generalised Choi-Jamiołkowski Isomorphism.)

Suppose that Σ
E

H1 K1

is an isometric channel in QIT (or QIT∞) with full rank

on system E, meaning that

E =
∨

%∈St(H1)

supp((idE ⊗ trK1)[Σ(%)]). (2.41)

If H2
Λ
K2

E
and H2

Λ′
K2

E
are quantum channels such that

H2
Λ
K2

Σ
E

H1 K1

=

H2
Λ′

K2

Σ
E

H1 K1

, (2.42)

then it holds that Λ = Λ′.

Remark 2.4.13. (Relation to Ordinary Choi-Jamiołkowski Isomorphism.)
The injectivity of the ordinary Choi-Jamiołkowski isomorphism ([JLF13, dP67, Cho75,
Jam72]) corresponds to the special case where H2 = H1 = C, so that Σ is simply a pure
state on E ⊗ K1 with full rank on E (usually taken to be maximally entangled). z

Remark 2.4.14. (On Scope.)
Since the result holds as well in the case of infinite-dimensional Hilbert spaces, the theory
QIT∞ is universal by the same chain of arguments as used for QIT. z

Proof. I will give two different proofs of this statement. Note that, in any case, we may
assume without loss of generality that H2 = C (so the H2-wire can be omitted), since if the

implication holds in that case then from Eq. (2.42) we conclude that
% H2

Λ
K2

E
=

% H2
Λ′

K2

E
for all states % on H2, which implies that Λ = Λ′ since quantum channels

are determined by their action on product states. Hence, we assume throughout that
8Here, the support supp(P ) of a positive linear operator P means the range ImP , or, equivalently, the

orthogonal complement of kerP .
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the domain of Λ and Λ′ is the simple interface corresponding to system E.

The first proof looks simple, though it actually depends on some slightly tricky argu-
ments detailed in the footnotes (one of which is invalid in the infinite-dimensional version
of the statement). This proof was found in conversation with David Pérez-García when I
visited Madrid, and it works essentially by reduction to the injectivity of the usual Choi-
Jamiołkowski isomorphism.

Let φ
H1

H1

be a pure state with marginals of full rank. If we can argue that the pure
state

φ̃

E
K1

H1

:=
Σ

E

φ
H1 K1

H1

(2.43)

has full rank on E , then the identity Λ = Λ′ follows from Eq. (2.42) by pre-composing
with φ and invoking injectivity of the usual Choi-Jamiołkowski isomorphism. To show that
φ̃ has full rank on E is to show that

supp((idE ⊗ trK1
)[Σ(τ)]) = E , (2.44)

where τ := (idH1 ⊗ trH1)(φ) is the marginal of φ. To this end, let % be any state on
H1. Since τ has full rank on H1 by assumption, there exists p > 0 such that p % ≤ τ .9 This
implies by positivity of the map A 7→ (idE ⊗ trK1

)[Σ(A)] that

p (idE ⊗ trK1
)[Σ(%)] ≤ (idE ⊗ trK1

)[Σ(τ)], (2.45)

and this operator inequality in turn implies10 that

supp(p (idE ⊗ trK1
)[Σ(%)) ⊆ supp((idE ⊗ trK1

)[Σ(τ)]). (2.46)

Since p 6= 0, the containment of supports holds also when p is omitted from the left hand
side, so as % was arbitrary we have

∨
%∈St(H1)

supp((idE ⊗ trK1
)[Σ(%)]) ⊆ supp((idE ⊗ trK1

)[Σ(τ)]), (2.47)

9This is by the spectral theorem, using that the eigenvalues of τ are lower bounded by a strictly pos-
itive constant. It generally fails in infinite-dimensional spaces; for example, if in `2(N) the state τ is∑∞
n=1

2
3n
|en〉〈en| and % is the pure state with vector representative

∑∞
n=1

1√
2n
|en〉 (here, (|en〉)n∈N de-

notes an orthonormal basis), then the operator inequality p % ≤ τ implies p 〈em| % |em〉 ≤ 〈em| τ |em〉, i.e.
p/2m ≤ 2/3m for all m, which forces p ≤ 0.

10To show this, we may equivalently show that the operator inequality A ≥ B ≥ 0 implies ker(A) ⊆ ker(B).
This can be proved in multiple ways, but the following elegant argument I owe to Lukas Schimmer: If
x ∈ ker(A), then 0 = 〈x,Ax〉 ≥ 〈x,Bx〉 ≥ 0, so 〈x,Bx〉 = 0. By the spectral theorem, B =

∑
j λjPλj

, where
λj is the jth eigenvalue of B and Pλj

the orthogonal projection onto the corresponding eigenspace, and the
identity 〈x,Bx〉 = 0 thus becomes

∑
j λj‖Pλj

x‖ 2 = 0. As the eigenvalues λj are non-negative this implies
that Pλj

x = 0 for any j with λj > 0, but this means that Bx = 0, i.e. that x ∈ ker(B).
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and the full rank assumption on Σ then yields the conclusion supp((idE ⊗ trK1
)[Σ(τ)]) =

E , as desired. This concludes the first proof.

The second proof is the one I found originally. It proceeds in three steps to reduce to the
special case where K2 = E , Λ = idE and Λ′ is a unitary conjugation E , and then handles this
special case by combining a topological argument with a consideration about the cardinality
of the spectrum of a unitary operator.

Claim 1:Claim 1:Claim 1:Claim 1:Claim 1:Claim 1:Claim 1:Claim 1:Claim 1:Claim 1:Claim 1:Claim 1:Claim 1:Claim 1:Claim 1:Claim 1:Claim 1: We may assume that Λ and Λ′ are both isometric. Indeed, suppose that Λ
and Λ′ are general channels satisfying (2.42). If Λ̂ and Λ̂′ are Stinespring dilations of Λ and
Λ′ respectively, then the channels

Λ̂
F

Σ
K2

H1 K1

and Λ̂′
F ′

Σ
K2

H1 K1

(2.48)

are Stinespring dilations of the same channel, so there exist isometric channels Γ and Γ′

such that

Λ̂
F Γ F̃

Σ
K2

H1 K1

= Λ̂′
F ′ Γ′ F̃

Σ
K2

H1 K1

. (2.49)

If the implication holds for isometric channels, it follows that Λ̂
F Γ F̃

E K2

=

Λ̂′
F ′ Γ′ F̃

E K2

, and trashing F̃ we then conclude Λ = Λ′.

Claim 2:Claim 2:Claim 2:Claim 2:Claim 2:Claim 2:Claim 2:Claim 2:Claim 2:Claim 2:Claim 2:Claim 2:Claim 2:Claim 2:Claim 2:Claim 2:Claim 2: We may assume that K2 = E ⊗R for some system R, and that Λ and Λ′ are
both isometric, with Λ of the form σ R

E
for some pure state σ. For this, first observe

that we may by the previous claim assume both channels to be isometric. Clearly, we may
also assume that K2 = E ⊗ R for some system R, by possibly isometrically embedding the
isometries into a larger space. Finally, any isometric conjugation from E to E ⊗ R is of the
form σ R

U
R

E E
for some pure state σ on R and some unitary conjugation U , so the

desired follows by moving U to the other side of the identity, invoking injectivity in the
special case, and moving U back.

Claim 3:Claim 3:Claim 3:Claim 3:Claim 3:Claim 3:Claim 3:Claim 3:Claim 3:Claim 3:Claim 3:Claim 3:Claim 3:Claim 3:Claim 3:Claim 3:Claim 3: We may assume that K2 = E, that Λ = idE , and that Λ′ is a unitary conjuga-
tion on E. Indeed, assume that the implication holds in this case. Let Λ and Λ′ be of the
form from the case in the previous claim – i.e. K2 = E ⊗R for some system R, Λ isometric
of the form σ R

E
for some pure state σ, and Λ′ arbitrary isometric from E to E ⊗ R –

and suppose that Λ and Λ′ satisfy the identity

σ R

Σ
E

H1 K1

=
Λ′

R

Σ
E

H1 K1

; (2.50)
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we must show that Λ = Λ′. By tracing out system K1 in (2.50), we get

σ R

Σ
E

H1 K1 tr

=
Λ′

R

Σ
E

H1 K1 tr

, (2.51)

and by inserting various states % ∈ St(H1), this implies that

σ R
µ E

= Λ′
R

µ E E
(2.52)

for all states µ in the set S0 := {(idE ⊗ trK1)[Σ(%)] | % ∈ St(H1)} ⊆ St(E). The full
rank assumption on Σ does not not guarantee that S0 contains every state on E , but it does
ensure that all of E is covered by the supports, in the sense that

∨
µ∈S0

supp(µ) = E . (2.53)

Now, letting |σ〉 ∈ R be a vector representative of the pure state σ, and letting W : E →
E ⊗R be an isometry representing Λ′ (i.e. Λ′(A) = WAW ∗), Eq. (2.52) implies that

supp(µ)⊗ span{|σ〉} = W (supp(µ)) (2.54)

for all µ ∈ S0. Eq. (2.53) then yields

E ⊗ span{|σ〉} =
∨
µ∈S0

W (supp(µ)) = W

 ∨
µ∈S0

supp(µ)

 = Im(W ), (2.55)

using linearity and continuity of W for the middle equality. This identity, however, im-
plies that W = U ⊗ |σ〉 for some unitary operator U : E → E , and thus Λ′ = U ⊗ σ for
some unitary conjugation U on E . By the assumption that injectivity holds in the special
unitary case, we must have U = idE , and this implies that Λ = Λ′ as desired.

Claim 4:Claim 4:Claim 4:Claim 4:Claim 4:Claim 4:Claim 4:Claim 4:Claim 4:Claim 4:Claim 4:Claim 4:Claim 4:Claim 4:Claim 4:Claim 4:Claim 4: The implication of the lemma holds in the case described in the previous claim.
The assumption is that U is a unitary conjugation on E such that

Σ
E

H1 K1

= Σ
E U E

H1 K1

, (2.56)

and the objective is to show that U = idE .
Let U : E → E be a unitary operator which represents U (i.e. U (A) = UAU∗). We

must show that U = ζ0 1E , where ζ0 ∈ C has modulus 1 (here, 1E denotes the identity
operator on E). From (2.56) it follows that

Σ(ψ)
E

K1

= Σ(ψ)
E U E
K1

(2.57)
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for any pure state ψ ∈ St(H1). This identity in turn lends itself to a use of the ordinary
Choi-Jamiołkowski isomorphism, or at least a variation of it: If |φ〉 ∈ E ⊗ K1 is a vector
representative of the pure state φ := Σ(ψ), and if |φ〉 =

∑r
j=1

√
p(j)

∣∣φE(j)〉⊗ ∣∣φK1(j)
〉
is a

Schmidt decomposition with p(j) > 0 for all j = 1, . . . , r, then Eq. (2.57), which asserts the
equality of two pure state, reads in terms of vector representatives

r∑
j=1

√
p(j)[U

∣∣φE(j)〉]⊗ ∣∣φK1(j)
〉

= ζ(ψ)

r∑
j=1

√
p(j)

∣∣φE(j)〉⊗ ∣∣φK1(j)
〉

(2.58)

for some (unique) phase ζ(ψ) ∈ C with |ζ(ψ)| = 1. As
(∣∣φK1(j)

〉)
j=1,...,r

is an orthonor-
mal system, this implies that U

∣∣φE(j)〉 = ζ(ψ)
∣∣φE(j)〉 for all j = 1, . . . , r, or, equivalently,

that

U |φ〉 = ζ(ψ) |φ〉 (2.59)

for all vectors |φ〉 in the subspace

span{
∣∣φE(j)〉 | j = 1, . . . , r} = supp((idE ⊗ trK1

)(φ)) = supp((idE ⊗ trK1
)[Σ(ψ)]). (2.60)

Now, if φ = Σ(ψ) had full rank on E , i.e. if this span were all of E (for some pure state
ψ on H1), then we would be done, since (2.59) would then assert that U acts as a multiple
of the identity operator globally. In general, however, the full-rank assumption on Σ merely
implies that E can be ‘patched up’ from subspaces on which U acts as (possibly different)
multiples of the identity operator. We are saved by properties of a topological nature:

Since U acts as in (2.59) on the non-zero subspace (2.60), the function ζ(·) admits the
explicit expression

ζ(ψ) = tr (U(idE ⊗ trK1
)[Σ(ψ)]) (2.61)

and for each ψ, ζ(ψ) is an eigenvalue of U (whose eigenspace contains the subspace
(2.60)). Now, the function ζ defined by Eq. (2.61) is clearly continuous w.r.t. the topology
induced by the trace-distance and the ordinary topology on C. Also, the set of pure states
on H1 is path-connected with the topology induced by the trace-distance (meaning that for
any pure states ψ0 and ψ1 on H1, we can find a continuous map γ : [0, 1] → St(H1) whose
range contains only pure states, with γ(0) = ψ0 and γ(1) = ψ1). Therefore, the image of this
set under ζ(·) must be a non-empty path-connected subset of C. However, every non-empty
path-connected subset of C is either uncountable or consists of a single point, and since Im ζ
is a set of eigenvalues of U , it cannot be uncountable if E is only finite-dimensional, or even
separable. Consequently, Im ζ contains only a single point, i.e. ζ(·) is constantζ(·) is constantζ(·) is constantζ(·) is constantζ(·) is constantζ(·) is constantζ(·) is constantζ(·) is constantζ(·) is constantζ(·) is constantζ(·) is constantζ(·) is constantζ(·) is constantζ(·) is constantζ(·) is constantζ(·) is constantζ(·) is constant. With ζ0
denoting this constant value, we conclude that U = ζ01E globally, as desired.

2.5 Purification
The results of the previous sections imply that CIT, QIT and all cartesian theories are
localisable and universal. In particular, all of the dilational properties we have considered
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have been shared by the two information theories CIT and QIT alike. One dilational prop-
erty, however, will set them apart, and that property is the topic of this section.

Picturesquely speaking, complete dilations are omniscient : If K is a complete dilation of
T , then K knows everything there is to know about T . Both CIT and QIT admit complete
dilations.

In QIT, however, there exist complete dilations of T which, in addition to knowing
everything about T , also know everything there is to know about themselves. Indeed, we
have already seen that isometric channels in QIT are dilationally pure (Corollary 2.3.23),
that is, self-complete, and every quantum channel admits an isometric dilation, namely its
Stinespring dilation. This phenomenon – the fact that a quantum channel can be purified –
abruptly terminates the process of forming dilations. Exhaustive knowledge is possible.

In contrast, dilational purity – or, self-completeness – in CIT is a property reserved for
the dull; any channel which is not a pure state has non-trivial dilations (Proposition 2.2.11).
As such, there is no ceiling to the formation of dilations: A complete dilation K0 of a channel
T (given by copying all inputs and outputs) is not a complete dilation of itself; of course, K0

too has a complete dilation, K1, but K1 is not a complete dilation of itself either – and so
it continues, ad infinitum, with complete dilations K2 of K1, K3 of K2, and so forth. There
is always more to know.

The goal of this section is to demonstrate that this distinction between CIT and QIT is
not a randomly chosen one, but rather one that can be seen as responsible for manymanymanymanymanymanymanymanymanymanymanymanymanymanymanymanymany features
which distinguish the two theories. As such, the significance of the isometric channels in
the so-called ‘Church of the larger Hilbert space’11 is not that they are reversible, or per
se that they are isometric – the significance is that in the church, (dilational) purity is ob-
tained. Jokingly, one might say that QIT is like Christianity whereas CIT is like Buddhism.

‘Purification’ as an axiom has been considered in the literature before, with the pro-
found conclusion that the property more or less characterises quantum theory uniquely
([CDP10, CDP11]). However, there are differences in the statement of that principle, and
the categorical framework used here is technically simpler and independent of probabilistic
structure. Moreover, the main results of this chapter do not have counterparts in Refs.
[CDP10, CDP11], and they are derived from fewer principles, none of which are not about
dilations. (Further details are given in Remark 2.5.4.)

Definition 2.5.1. (Purifiable Theories.)
A theory Θ is called purifiable if every channel in Θ has a dilationally pure dilation. �

Example 2.5.2. (Purification in the Information Theories.)
The theory QIT is purifiable, since Stinespring dilations are dilationally pure. The theory
CIT is not purifiable, since the only channels which are dilationally pure are probabilistically
pure states. �

Example 2.5.3. (Purifiable Thin Theories.)
A thin theory described by the monoid (M,?, 1,�) is purifiable if ? satisfies the cancellation
law z ? u � z ? v ⇒ u � v. Indeed, for any channel x y the dilation y x

x y

is dilationally pure by Example 2.2.10 if ? satisfies the cancellation law. Thus, for example,
the thin theory (N, ·, 1,≥) is purifiable. �

11A phrase coined by John A. Smolin ([Chu]) about the possibility – by virtue of Stinespring’s dilation
theorem – of always regarding a quantum channel as the marginal of an isometric channel into a larger
space.
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Remark 2.5.4. (Relation to the Purification Postulate of Refs. [CDP10, CDP11].)
The main result of Ref. [CDP11] is that, within a large ground class of theories (defined
by a list of ‘standing assumptions’), five reasonable axioms determine a subclass of reason-
able information theories, and an additional ‘Purification Postulate’ (first introduced in Ref.
[CDP10]) uniquely identifies the theory QIT. In our language, the Purification Postulate of
Refs. [CDP10, CDP11] is the requirement that every state has a dilationally pure one-sided
dilation, and that any two such dilations with the same hidden interface are related by an
isomorphism on the hidden interface (so-called ‘uniqueness’ of purifications). This require-
ment is clearly from the same womb as that of Definition 2.5.1, but there are important
differences.

The Purification Postulate as formulated in Refs. [CDP10, CDP11] is about probabilistic
purity and as such does not a priori pertain to the general theories considered here; however,
it can be reformulated equivalently in terms of dilational purity, so we may ignore that
difference.

More importantly, the Purification Postulate concerns only statesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstates, and though this seems
to make it more general, the truth is actually the opposite:

Firstly, according to Thm. 15 of Ref. [CDP10], the Purification Postulate implies (within
their large ground class of theories) that any channel X T Y has a dilation of the form
X

α
Y

φ
, where φ is a pure state and α an isomorphism. (This can be thought of as

a generalisation of Stinespring’s theorem, with α a unitary conjugation). By virtue of their
‘dynamically faithful states’ (these are like the full rank states in the Choi-Jamiołkowski

isomorphism) one can easily show that the channel
X

α
Y

φ
is dilationally pure, by

converting the argument to an argument about purity of states. Thus, within their ground
class of theories, the Purification Postulate of Refs. [CDP10, CDP11] is a stronger re-
quirement than purifiability in the sense of Definition 2.5.1. (I do not know whether they
are actually equivalent within this ground class; this depends on whether their uniqueness
clause follows from purifiability in the sense of Definition 2.5.1.)

But secondly, not only is Definition 2.5.1 less restrictive than the Purification Postulate,
its effective scope is also larger: Indeed, the ground class of theories in Refs. [CDP10, CDP11]
assumes among other things that transformations are determined by their action on states
(excluding thin theories and some cartesian theories), and that theories are non-deterministic
(excluding cartesian theories), cf. Def. 2 in [CDP10]. These standing assumptions are used
repeatedly when deriving quantum-like consequences of the Purification Postulate, and this
has the subtle side-effect that some theories not complying to the standing assumptions
satisfy the Purification Postulate without being anything like quantum theory; for example,
every cartesian theory, e.g. Sets∗, satisfies the Purification Postulate, for the simple reason
that its states are already pure. As such, purifiability in the sense of Definition 2.5.1 seems
more robust in that it does not accidentally include such theories.

As a final remark it should be noted that the uniqueness clause in the Purification Pos-

tulate can quite easily be used to show that the dilations
X

α
Y

φ
are completecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecomplete (in the

same way we demonstrated completeness of Stinespring dilations). Hence, the Purification
Postulate ultimately implies both purifiability and completeness, whereas the framework of
this chapter separates the two.

z

In the remainder of the section, we state and prove three general aspects of theories
which are purifiable and comply to various subsets of our previous dilational principles. All
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of these aspects are traditionally considered ‘quantum’, but the main point here is that they
can be seen rather as consequences of a few simple and abstract principles about dilations.

The first result (Proposition 2.5.5) has to do with isomorphisms in a purifiable theory,
and we prove in particular a rather simple recharacterisation of universaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversal purifiable theories
(Proposition 2.5.10).

Secondly, we prove a structure theorem for reversible channels in a universal, temporally
localisable and purifiable theory (Theorem 2.5.11). In the case of QIT, it reproduces the
not entirely trivial result that a quantum channel is reversible precisely if it is the tensoring
with a (possibly mixed) ancillary state, followed by an isometric conjugation.

Finally, we discuss how purifiability entails (in conjunction with the other dilational prin-
ciples) the notion of complementarity between channels, generalising (by Theorem 2.5.17)
the concept of complementary quantum channels ([DS05]). In particular, we recover an ab-
stract version of the complementarity between reversible and ‘completely forgetful’ channels
(Theorem 2.5.18). This complementarity will be generalised in Chapter 3 to an approximate
setting.

2.5.A Isomorphisms and Purifiability
We begin by proving that in a purifiable theory, isomorphisms not only have dilationally
pure dilations, but must in fact already themselves be dilationally pure:

Proposition 2.5.5. (Isomorphisms and Purifiability.)
If Θ is a purifiable theory, every isomorphism in Θ is dilationally pure.

Remark 2.5.6. (Complete Characterisation of Purifiable Thin Theories.)
Example 2.5.3 shows that for a thin theory (M,?, 1,�), the cancellation law x? y � x? z ⇒
y � z implies purifiability. Proposition 2.5.5 shows the opposite implication, since to assert
that the identity x � x is dilationally pure is precisely to assert that cancellation law. z

Proof. Let us start by showing that any identity idX is dilationally pure. By assumption,
X id X has a dilationally pure dilation, say D0

P
E0

X X
. Let D

L
E

X X
be any

dilation of X id X ; we show that it is trivial.
The channel

D
L

E
X X

P
X

D0 E0

(2.62)

is a dilation of P with hidden interfaces D and E (trashing E yields P 8 trD, since L
dilates idX ). However, as P is dilationally pure, this dilation must be trivial, i.e. of the
form

D M E

X
P

X
D0 E0

(2.63)
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for some channelM . Equating (2.62) with (2.63) and trashing E0, we derive the identity

D
L

E
X X

=
D M E

X idX X
, since P dilates idX and the theory is normal (Defini-

tion 1.3.7). This demonstrates the desired.
Now, if X α Y is an arbitrary isomorphism then

X α Y α−1 X = X idX X , (2.64)

so for any dilation L of α, dilational purity of idX entails that

D
L

E

X Y α−1 X
=

D M E

X idX X
(2.65)

for some M . Composing with α on both sides gives D
L

E
X Y

=
D M E
X α Y

, and

consequently α is dilationally pure.

We immediately recover as a special case the No Broadcasting Theorem ([BCF+96]):

Corollary 2.5.7. (No Broadcasting.)
If Θ is a purifiable theory, and if T

X
X X

is a channel for which one marginal is idX ,

then the other marginal must be of the form X tr s X for some state s on X .

Remark 2.5.8. In a purifiable thin theory (M,?, 1,�) (i.e. one for which ? satisfies the
cancellation law), the ‘No Broadcasting’ theorem simply says that if x � x ? x, then 1 �
x. z

We also recover the following non-trivial classification of isomorphisms in QIT:

Corollary 2.5.9. (Isomorphisms in QIT.)
A transformation in QIT is an isomorphism if and only if it is a unitary conjugation.

Proof. It is clear that all unitary conjugations are isomorphisms. Conversely, since QIT is
purifiable, any isomorphism in QIT is purifiable by Proposition 2.5.5, hence an isometric
conjugation by Corollary 2.3.23. By a dimensional argument, an isometric conjugation has
an inverse only if it is unitary.

Finally, we can augment the result to yield a surprising recharacterisation of purifiability
for universal theories:

Proposition 2.5.10. (Recharacterisation of Purifiable Theories.)
A universaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversal theory Θ is purifiable if and only if all identities idX are dilationally pure.
Moreover, in this case every universal dilation of any channel is dilationally pure.

Proof. The ‘only if’-direction follows from Proposition 2.5.5. As for the ‘if’-direction, as-
sume that all identities in Θ are dilationally pure. Let X T Y be a channel and let
X

U
Y
E0

be a universal dilation of T . We show that U is dilationally pure. To this end,
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let
X

L

Y
E0

D E
be any dilation of U . Since L is a dilation of Tof Tof Tof Tof Tof Tof Tof Tof Tof Tof Tof Tof Tof Tof Tof Tof T (with hidden interfaces D

and E0 ∪ E), we must have

X
L

Y
E0

D E
=

X
U

Y
E0

G
E0

D E
(2.66)

for some channel G. As L dilates U , however,

X
U

Y
E0

G
E0

D tr

=

X
L

Y
E0

D tr

=

X
U

Y
E0 idE0 E0

D tr

,

(2.67)

and comparing the first and last expression of this identity, the uniqueness clause in the

definition of universality implies that E0
G

E0

D tr
=

E0 idE0 E0

D tr
, i.e. G is a dilation

of idE0
. But by assumption idE0

is dilationally pure, so must G must be
E0 idE0 E0

D M E
for

some M , and inserting this into Eq. (2.66) we see that L is a trivial dilation of U . Hence,
U is dilationally pure as asserted.

We will often use this result to ensure in a purifiable theory the existence of one-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sided
pure dilations (as every universal dilation is one-sided).

2.5.B Reversibles and Purifiability
By Proposition 2.5.5, every isomorphism in a purifiable theory is dilationally pure. The
converse is not necessarily the case – for example, a non-unitary isometric channel in QIT
is not an isomorphism. It is, however, reversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversible, and as we shall now see, a few dilational
axioms will guarantee in general that dilationally pure channels are reversible. In fact, we
can use the dilationally pure channels in a purifiable theory to precisely understand the class
of reversible channels:

Theorem 2.5.11. (Structure of Reversible Channels.)
Let Θ be a universal, temporally localisable and purifiable theory. Then, a channel X T Y
in Θ is reversible if and only if it is of the form

X
P

Y
r Z

(2.68)

for some state r and some dilationally pure P .

Proof. Temporal localisability is only used to the effect that every channel has a reversible
one-sided dilation (Proposition 2.3.19).
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If P is dilationally pure, then any reversible dilation is trivial, so P must already be
reversible itself. Hence, it is clear that channels of the form (2.68) are reversible. The
converse implication is a more intricate gymnastic exercise:

Assume that X T Y is reversible, and let Y T− X be a channel with

X T Y T− X = X id X . (2.69)

Let T̆
E

X Y
be a universaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversal dilation of T ; by Proposition 2.5.10 it is dilationally

pure. Let moreover RT−
E−

Y X
be a reversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversible dilation of T−. The channel

X
T̆

Y
RT−

X
E−

E
(2.70)

is a dilation of X id X , and since Θ is purifiable, idX is dilationally pure by Propo-
sition 2.5.5, so

X
T̆

Y
RT−

X
E−

E
=

X id X

s
E−

E

(2.71)

for some state s. Now, pick a left-inverse P̃ of the reversible RT− , and observe that by
composing both channels with P̃ we obtain the identity

X
T̆

Y

E
=

X
P̃
Y

s
E

. (2.72)

If we knew that P̃ were dilationally pure, we could simply trash the system E and
conclude the form (2.68), but this conclusion is not within reach. The trick is to express

s
E

as u
G E−

E
, where u is a universal dilation of the marginal s

tr

E
, thus

obtaining

X
T̆

Y

E
=

X
P
Y

u
E

, (2.73)

with P the composition of P̃ with G. We can now argue that PPPPPPPPPPPPPPPPP is dilationally pure:
Since P has a complete (namely universal) one-sided dilation, it suffices to argue that any

one-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sided dilation of P is trivial. However, any one-sided dilation L

G
X Y of P (with

hidden interface G) gives rise, by virtue of Eq. (2.73), to a dilation of T̆ , and since the latter
is dilationally pure, we must have
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L

G
X Y

u
E

=

t G
X

P
Y

u
E

(2.74)

for some state t. By the universality property of u, however, this implies the identity

L

G
X Y =

t G
X

P
Y , in other words, P is dilationally pure, as desired. Trashing

the system E in Eq. (2.73) finally yields the conclusion of the theorem.

The following follows immediately:

Corollary 2.5.12. (Reversibles in QIT.)

A quantum channel X Λ Y is reversible if and only if it is of the form
X

Σ
Y

% Z
for some state % and some isometric channel Σ.

Proof. Immediate from Theorem 2.5.11, since by Proposition 2.5.5 the dilationally pure
channels in QIT are precisely the isometric channels.

The proof of Theorem 2.5.11 required surprising assumptions additional to purifiability
of the theory, namely the existence of reversible dilations and of universal dilations. The
following is left unanswered:

Open Problem 2.5.13. Can the assumptions of Theorem 2.5.11 be weakened without com-
promising the conclusion?

2.5.C Complementarity
If a channel knows everything about itself, does it necessarily know everything about any
channel that it dilates? Moreover formally, if X T Y is a channel and P

E
X Y

is
dilationally pure, must then P be a complete dilation of T?

This is not obvious. If true, though, it has a remarkable consequence for purifiable
theories: In QIT, Stinespring dilations creates a complementarity between certain pairs of
quantum channels ([DS05]), and this is ultimately because it is a complete dilation of anyanyanyanyanyanyanyanyanyanyanyanyanyanyanyanyany
channel that it dilates. Thus, an affirmative answer to the above question will foster a similar
notion of complementarity in general. This will specialise in particular to a complementarity
between reversible channels and completely forgetful channels (that is, channels of the form
X tr s Y for some state s) as known from the theory QIT, and this immediately

implies a rather long list of impossibility (‘no go’) theorems.

Let us start by answering the introductory question. It is a special case (corresponding
to K = L) of the following more general question: If L is a (one-sided) dilation of T and K
is a complete dilation of L, is then K a complete dilation of T?
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This is indeed true under suitable conditions:

Lemma 2.5.14. (Completeness is Hereditary.)
Suppose that Θ is complete and temporally localisable. Let L

E
X Y

be a dilation of

X T Y . If K

G
E

X Y
is a complete dilation of L, then K is also a complete dilation

of T .

Remark 2.5.15. The converse to this statement is true as well, but trivial: If K is a
complete dilation of T , then it is a complete dilation of L simply for the reason that the
dilations of L form a sub-class of the dilations of T . What makes the above statement
interesting is that, in general, T has dilations which are not dilations of L. z

Proof. By assumption, X T Y has somesomesomesomesomesomesomesomesomesomesomesomesomesomesomesomesome complete dilation, say T̂
Ê

X Y
, and it is

enough to show that KDT̂ . Since T̂ is a complete dilation of T , there exists a channel G
such that

X
T̂

Y

Ê G E
=

X
L

Y
E

. (2.75)

Now, by temporal localisabilityG has a reversible dilation, sayR, and since
X

T̂
Y

Ê
R

E
Z

is a dilation of L, we find a channel F such that

X
T̂

Y
Ê

R
E
Z

=

X
K

Y
E
G F Z

, (2.76)

by completeness of K. But now we can apply a left-inverse to R on both sides, and the
desired relation KDT̂ is evident.

Proposition 2.5.16. (Pure Dilations are Complete.)
Suppose that Θ is complete and temporally localisable. If P

E
X Y

is a pure dilation of

X T Y , then P is a complete dilation of T . In particular, if two channels X T Y
and X T̃ E have a common pure dilation, then this dilation is a complete dilation of
them both.

Proof. Take K = L = P in Lemma 2.5.14.

The point of Proposition 2.5.16 is that if we now define two channels X T Y and

X T̃ E to be complementary if they admit a common pure dilation P
E

X Y
, then

complementarity is ‘well-formed’ in a sense which is not obvious from the definition itself:

Theorem 2.5.17. (Complementarity.)
If X T̃ E and X T̃ ′ E are both complementary to X T Y , then they are
equivalent in the Blackwell order, i.e. there exist channels G and G′ such that
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X T̃ ′ E′ = X T̃ E G E′ and X T̃ E = X T̃ ′ E′ G′ E .

(2.77)

Moreover, complementarity is a duality, in the sense that if a channel T ′ is complemen-
tary to a channel complementary to T , then T ′ is equivalent to T in the Blackwell order.

Proof. The first statement follows from Proposition 2.5.16; the two pure dilations giving rise
to T̃ and T̃ ′ are both complete, hence equivalent in the dilational order, which precisely im-
plies equivalence of T̃ and T̃ ′ in the Blackwell order. The second statement is a consequence
of the first, since complementarity is clearly a symmetric relation.

The point of Theorem 2.5.17 is that there is a strain, or balance, between channels
X T Y and their complementary channels X T̃ E .
In the case where the theory is furthermore universal, this strain implies a generalisation

of the information-disturbance duality.
Let us call a channel completely forgetful if it is of the form X tr s Y for some state

s. It is clear that the property of being completely forgetful is invariant under equivalence
in the Blackwell order, and so is the property of being reversible. We have the following:

Theorem 2.5.18. (Duality between Reversible and Completely Forgetful Channels.)
Let Θ be a universal, localisable and purifiable theory. Then, a channel X T Y is
reversible if and only if the complementary channels X T̃ E are completely forgetful,
and vice versa.

Proof. One might prove this by restarting the argument from the proof of Theorem 2.5.11,
and we shall do so when proving its approximate generalisation (Theorem 3.4.8) in Chapter 3;
however, for the sake of variation we instead use here an argument based on the statement
of Theorem 2.5.11 itself.

If the channel X T Y is reversible, then by Theorem 2.5.11 it is of the form
X

P
Y

r Z
for some pure channel P and some state r. Choosing a pure dilation v

of r, the channel

X
P

Y

v
E

(2.78)

is then by localisability a pure dilation of T . Evidently, the corresponding complementary
channel is then completely forgetful.

Conversely, if X T Y is completely forgetful, i.e. of the form X tr s Y , then,
letting v be a pure dilation of s, T has a pure dilation of the form

X id X

v
E
Y

, (2.79)

for which the corresponding complementary channel is obviously reversible.
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Let me conclude this section by observing that the complementarity result framed by
Theorem 2.5.18 implies not only the No Broadcasting Theorem (which we have already seen
based on weaker assumptions), and hence the No Cloning Theorem ([WZ82]) and the No
Deletion Theorem ([PB00]), but also the more recent No Hiding ([BP07]) and No Masking
([MPSS18]) Theorems, which assert precisely the non-existence of pure channels both of
whose marginals are completely forgetful.

2.6 Summary and Outlook
In this chapter, we have seen a general theory of dilations. At the heart of this theory is the
dilational ordering (Definition 2.2.1), which in particular facilitates the notions of complete
dilations (Definition 2.3.2) and of spatial and temporal localisability (Definition 2.3.10 and
Definition 2.3.11).

These three dilational principles have information-theoretic interpretations, and they
formally have useful consequences (e.g. they imply the DiVincenzo Property and the exis-
tence of reversible dilations). They seem to hold in all theories that are remotely physical,
e.g. in the information theories CIT and QIT (as well as QIT∞) and in cartesian theories,
but they are not derivable from the axioms which define a general theory, since they are
violated for example in the thin theory (N, ·, 1,≥).

A strengthening of completeness in the guise of universality (Definition 2.4.1) holds in
all of the above complete theories, and universal dilations in principle allows us to fully
characterise the dilational ordering among one-sided dilations (Proposition 2.4.8).

The theory QIT distinguishes itself from the theory CIT by being purifiable (Defini-
tion 2.5.1), a notion which can be seen as generalising the ‘Purification Postulate’ of Refs.
[CDP10, CDP11]. The purifiability principle implies, especially in conjunction with the
other dilational principles, significant ‘quantum’ features of a theory, most prominently the
notion of complementarity and duality between reversible and completely forgetful channels
(Theorem 2.5.18).

One conclusion of this chapter rises above all, namely: It is possible to prove significant
consequences from principles entirely about the structure of dilations.

An obvious question for future work is whether even more properties can be captured
by principles about dilations. Another question is whether there are naturally occurring
examples of ‘information theories’ in which some of the dilational principles presented here
fail.

Thirdly, it is reasonable to investigate whether additional impossibility theorems known
from quantum information theory can be derived using the principle of purifiability. In
particular, some such impossibility results regard the non-existence of certain protocols, for
example the No Bit Commitment Theorem ([May97, LC97]) and the insecurity of one-sided
([Lo97]) and two-sided ([BCS12]) two-party computation. Proof sketches lead me to believe
that such results should be possible, but a proper coverage of impossibility theorems for
protocols requires introducing an array of further concepts, and they must apparently be
treated with the care of a soldier traversing a minefield ([DKSW07]).

Finally, for the results of Section 2.5 to be of interest beyond the virtue of simplicity,
the following question is relevant: What are the theories besides QIT and QIT∞ which are
localisable, universal and purifiable?
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Chapter 3

Metric Theories

§1. Introduction and Outline – Comparison to Existing Literature.
The framework of theories as presented in Chapter 1 and Chapter 2 is purely algebraic. All
of its notions, primary and derived, are defined entirely in terms of the serial and parallel
compositions in a theory Θ. In this chapter, I present some initial thoughts on how to create
a metric version of this framework. That idea is not simply one of mathematical curiosity,
but is physically natural too – indeed, our two most important examples of theories, CIT
and QIT, are both endowed with natural metrics, namely the variational (or statistical)
distance (Example 3.2.7) and the diamond-distance (Example 3.2.8), respectively.

Whereas metric aspects of general theories have been considered before (e.g. in Ref.
[CDP10]), the defined metrics seem to be always grounded in the concept of optimal dis-
tinguishing probability. As we have made no assumptions about probabilistic structure in
the definition of a theory, an appropriate definition of metricmetricmetricmetricmetricmetricmetricmetricmetricmetricmetricmetricmetricmetricmetricmetricmetric theory also should not rely on
such structure. Rather, we abstract from such ‘distinguishing metrics’ just two properties
which can be phrased in terms of the serial and parallel composition in the theory. The
main mantra of the ideas presented in this chapter, however, is the insistence that the met-
ric structure comply to the architecture of dilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilations. This not only allows us to smoothly
transfer results of Chapter 2 to an approximate setting, but also contextualises sporadic
definitions and observations in the literature, particularly of Refs. [TCR10, Tom12] and
Refs. [KSW08a, KSW08b].

Topological Structure. For the sake of completeness, we start in Section 3.1 by
defining what one would call a topological theory. It is more or less obvious how to do
this: Simply posit that for any X ,Y ∈ SysΘ, the set1 of transformations from X to Y,
TransΘ(X ,Y), is equipped with a topology TX ,Y , and that the various topologies cohere
such that the serial and parallel compositions are continuous maps. For example, when
Θ = QIT there is a natural topology on the set of quantum channels TransQIT(H,K),
since it is a convex subset of a finite-dimensional vector space. In general, note that a
topological structure on a theory entails in particular a topology on the set of states St(X ) =
TransΘ(1,X ) for any system X .

For reasons to come, it is actually more appropriate to define topologies and metrics on
the sets of channelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannels, ChanΘ(X,Y), between interfaces X and Y, and this is what we shall

1We assume throughout this chapter that the category Θ is locally small, i.e. that for any X ,Y ∈ SysΘ
the class of transformations TransΘ(X ,Y) is not a proper class, but merely a set. I know of no physically
relevant example where this is not the case.
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do (Definition 3.1.1); in principle, one could therefore have different topologies or metrics
on ChanΘ(X,Y) and ChanΘ(X′,Y′), even if the total systems corresponding to X and X′,
respectively Y and Y′, are the same,2 but in the examples given in this chapter this will
never be the case.

Metric Structure and Compositional Compatibility. In defining a metric theory,
we must clearly endow the sets of channels ChanΘ(X,Y) with metrics, dX,Y, rather than
topologies, TX,Y. This is the topic of Section 3.2. However, whereas it is obvious in the
case of topologies that the correct coherence condition across various channel-topologies is
to require continuity of serial and parallel composition, the ‘correct’ coherence conditions for
metrics are not handed unambiguously to us – for example, it is a priori unclear whether to
impose on a metric d in the case of serial composition that d(S ⊙T, S̃ ⊙ T̃ ) ≤ d(S̃, S)+d(T̃ , T )
or that d(S ⊙T, S̃ ⊙ T̃ ) ≤ max{d(S̃, S), d(T̃ , T )}, or something else.

The above notion of a topological theory can be seen as a special case of categori-
cal enrichment ([ML13], [Enr]), where one basically replaces the sets of morphisms by
objects from a category (e.g. topological spaces of morphisms). One might therefore
suspect that the ‘mathematically correct’ notion of a metricmetricmetricmetricmetricmetricmetricmetricmetricmetricmetricmetricmetricmetricmetricmetricmetric theory would similarly arise
by enriching over a suitable category of metric spaces. F. W. Lawvere has argued that
the most ‘natural’ category of metric spaces is that of Lawvere metric spaces and short
maps between them ([Law73]); following this idea leads to the requirement d(S ⊙T, S̃ ⊙ T̃ ) ≤
max{d(S̃, S), d(T̃ , T )}. It turns out, however, that this cannot by ‘physicallyphysicallyphysicallyphysicallyphysicallyphysicallyphysicallyphysicallyphysicallyphysicallyphysicallyphysicallyphysicallyphysicallyphysicallyphysicallyphysically correct’, since
it implies for example that d(Tn, T̃n) ≤ d(T, T̃ ) for all n ∈ N, for any channels T, T̃ : X→ X
(here, Tn is the n-fold iterated serial composition), and it is easy to give examples in
CIT with the total variation distance (or in QIT with the diamond-distance) for which
d(T, T̃ ) < 1 whereas d(Tn, T̃n)→ 1 for n→∞.3

Rather, to state the correct conditions, we take inspiration from the metrics defined by
optimal distinguishing probability, which suggest the requirement d(S ⊙T, S̃ ⊙ T̃ ) ≤ d(S̃, S)+
d(T̃ , T ) (and a similar condition for parallel composition). Metrics on Θ which adhere to the
two coherence conditions for serial and parallel composition will be called monotone (Defi-
nition 3.2.2). Both the variational metric d1 on CIT and the diamond metric d� on QIT
are examples of monotone metrics. (On the other hand, the variational (trace) distance d1

on QIT is not monotone, since, as is well-known, it fails to be invariant under parallel com-
position.) There are also more mathematical examples, however, which could not have been
cast in terms of distinguishing probability, such as metrics deriving from operator norms in
the cartesian theory VectR or VectC (Example 3.2.5).

Dilationality. Monotonicity of a metric ensures compatibility with the serial and par-
allel composition in the theory, but it generally fails to guarantee an affirmative answer to
the following problem:4 Suppose that T, T̃ : X → Y are channels in a theory Θ and that d
is a monotone metric on Θ; if d(T, T̃ ) is small, we tend to think of T as being ‘close to’ T̃ .
Does it follow that dilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilationsdilations of T are close to dilations of T̃? More precisely, given a dilation
L of T , can we find a dilation L̃ of T̃ such that d(L, L̃) ≤ d(T, T̃ )? (The inequality ‘≥’ will
be automatic from monotonicity.)

In Section 3.3, we will name this property dilationality (Definition 3.3.1), and, impor-
tantly, it does constitute an additional requirement: Whereas monotone metrics in cartesian

2And this might indeed be relevant if one were to generalise the theory to the causal setting of Chapter 4.
3For instance, take T : {0, 1} → {0, 1} to be the identity and T̃ : {0, 1} → {0, 1} given by T̃ (δ0) = δ0,

T̃ (δ1) = 1
2
δ0 + 1

2
δ1.

4The fact that we want to talk about dilations is why we want our metrics to be defined on sets of
channels rather than sets of transformations.
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theories and in CIT are always dilational cf. Example 3.3.7, ultimately due to the particular
nature of complete dilations in these theories, it is known that e.g. the diamond-distance
d� on QIT is not dilational. Thus arises the question of how we might constructconstructconstructconstructconstructconstructconstructconstructconstructconstructconstructconstructconstructconstructconstructconstructconstruct dilational,
monotone metrics.

The childishly naive guess of defining d̂(T, T̃ ) = supL infL̃ d(L, L̃) with L̃ ranging over
dilations of T̃ and L ranging over (compatible, i.e. with same hidden interfaces) dilations
of T does not necessarily produce a dilational metric d̂. Indeed, d̂ may not only fail to
be symmetric (this issue could be ignored), but, more importantly, may even fail to be
dilational; sure, it was defined so as to mimic dilationality of d, but the new standard
that is must be held to – namely dilationality of d̂of d̂of d̂of d̂of d̂of d̂of d̂of d̂of d̂of d̂of d̂of d̂of d̂of d̂of d̂of d̂of d̂ – is distinct. To better come to terms
with this issue, we derive a result (Proposition 3.3.6) to the effect that dilationality of a
(symmetric) metric d can in a sufficiently nice theory be reformulated as the requirement
that d(T, T̃ ) = infK,K̃ d(K, K̃), where K, K̃ range over completecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecomplete dilations of T, T̃ . This
property will be termed the Generalised Uhlmann Property, as it imitates an infimum over
Stinespring dilations, but rather using complete dilations which are more general.

Proposition 3.3.6 could seem to suggest that a definition like d̂(T, T̃ ) = infKK̃ d(K, K̃),
which is now certainly symmetric, could yield a dilational metric d̂, but, once again, the new
standard that it must meet is rather d̂(T, T̃ ) = infKK̃ d̂(K, K̃); it appears as if the potential
to always dilate further is dragged along wherever we go and hindering dilationality. What
we need is to short circuit this phenomenon, and we have already seen in Chapter 2 what
such a short circuit looks like:

Purified Distances. Indeed, the trick is to use purepurepurepurepurepurepurepurepurepurepurepurepurepurepurepurepure dilations in lifting a metric d to
a dilational metric d̆, and this is possible in a purifiablepurifiablepurifiablepurifiablepurifiablepurifiablepurifiablepurifiablepurifiablepurifiablepurifiablepurifiablepurifiablepurifiablepurifiablepurifiablepurifiable theory, such as QIT, as we will
see in Section 3.4. If we do this, then the self-completeness of pure dilations along with the
hereditary nature of completeness (as mixed in Proposition 2.5.16) form the key to achieving
dilationality. In particular, we obtain in the case of the diamond metric d� on QIT a metric
P� := d̆� which I will call the purified diamond-distance and which generalises the purified
distance for states as introduced in Refs. [TCR10, Tom12].

In Section 3.4 we also prove (Theorem 3.4.8) that a dilational metric in a purifiable
theory implies a tight approximate converse to Theorem 2.5.18, which can be seen as an
abstract statement of the information-disturbance trade-off of Ref. [KSW08b]. This con-
ceptually has nothing to do with purified distances, but seems to fit in well at that point
when we have established the existence of dilational metrics in purifiable theories.

The Curious Case of QIT. In Section 3.5, we investigate the newly proposed diamond-
distance P� more closely.

We start in Section 3.5.A by translating to P� the continuity result from Refs. [KSW08a,
KSW08b] which is there stated in terms of the so-called Bures distance β (as inspired by
Ref. [Bur69]), whose definition is based on a similar idea as P�. Specifically, we infer that
the purified diamond-distance satisfies d� ≤ P� ≤

√
2 d�, an inequality which was known in

the case of states ([TCR10, Tom12]) but which in the general case relies on the non-trivial
result from Refs. [KSW08a, KSW08b] that d� ≤ β ≤

√
2 d�.

So, what is the difference between P� and β? The two quantities share their most impor-
tant features (cf. Remark 3.5.1), but the main argument in favour of P� is that its definition is
in terms of the diamond-distance (which is operational as optimal distinguishing probability)
and thus quite theory-independent, whereas β makes explicit and non-operational reference
to the operator formalism of quantum information theory. In Section 3.5.B we tackle the
question of determining a more quantitative relation between the two. We start by deriving
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two formulas which relate P� and β to two fidelity-like quantities (Proposition 3.5.4). Using
a minimax-theorem, we can then link those two fidelity-like quantities (Lemma 3.5.7), and
from this ultimately derive a link between P� and β (Theorem 3.5.8). The quantitative
difference between them is small for small values (in fact, P� = β − β3/8 + O(β5) in the
limit β → 0), but for large values they can differ by a factor as large as

√
2.

§2. Contributions.
The original contributions of this chapter are the following:

• Identifying a minimal framework for the discussion of topological (Definition 3.1.1) and
metric (Definition 3.2.2) aspects of general theories in the sense of Definition 1.1.6.

• Articulating the property of dilationality of a metric, and demonstrating its equivalence
to a ‘Generalised Uhlmann property’ (Proposition 3.3.6).

• Presenting a recipe for the construction in purifiable theories of dilational metrics
called purified (Theorem 3.4.3), and observing their useful behaviour with regards to
complementarity (Proposition 3.4.7).

• Proving an approximate counterpart (Theorem 3.4.8) to the duality between reversible
and completely forgetful channels, which can be seen as an abstract statement of the
information-disturbance trade-off ([KSW08b]).

• Defining in the specific theory QIT the purified diamond-distance P�, which directly
generalises purified distance between states of Refs. [TCR10, Tom12], and relates to
the Bures distance of Refs. [KSW08a, KSW08b, Bur69] but distinguishes itself by a
more stable definition.
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3.1 Topological Structure
Let us begin by considering what would be a sensible notion of a topological theory. Recall
that a topologytopologytopologytopologytopologytopologytopologytopologytopologytopologytopologytopologytopologytopologytopologytopologytopology an a set S is a system of subsets of S which is closed under arbitrary unions
and finite intersections, and which contains the sets ∅ and S.

Let Int(Θ) denote the class of interfaces in Θ and let ChanΘ(X,Y) denote the set5 of
channels in Θ from the interface X to the interface Y.
Definition 3.1.1. (Topological Theory.)
A topological structure on a theory Θ is a collection T = (TX,Y)X,Y∈Int(Θ), where, for each
pair of interfaces X,Y in Θ, TX,Y is a topology on the set ChanΘ(X,Y), such that the
following compatibility conditions hold:

1. For all interfaces X,Y,Z in Θ, the serial composition

(S, T ) 7→ S ⊙T (3.1)

is continuous from ChanΘ(Y,Z) × ChanΘ(X,Y) to ChanΘ(X,Z) when the former is
equipped with the product topology of TY,Z and TX,Y, and the latter with the topology
TX,Z.

2. For all parallelly composable interfaces X1,X2 and Y1,Y2 in Θ, the parallel composi-
tion

(T1, T2) 7→ T1 8 T2 (3.2)

is continuous from ChanΘ(X1,Y1)×ChanΘ(X2,Y2) to ChanΘ(X1∪X2,Y1∪Y2) when
the former is equipped with the product topology of TX1,Y1 and TX2,Y2 , and the latter
with the topology TX1∪X2,Y1∪Y2

.

A topological theory (Θ,T ) is a theory Θ together with a topological structure T .6 �

Plainly speaking, what we have done is to replace in the definition of a theory the setssetssetssetssetssetssetssetssetssetssetssetssetssetssetssetssets
of channels with topological spacestopological spacestopological spacestopological spacestopological spacestopological spacestopological spacestopological spacestopological spacestopological spacestopological spacestopological spacestopological spacestopological spacestopological spacestopological spacestopological spaces of channels, and to require continuity of the two modes
of composition in the theory.

As mentioned in the introduction, the topologies TX,Y will in all our cases really be
topologies TX ,Y which depend only on the total systems X and Y associated to the interfaces
X and Y.
Example 3.1.2. (QIT as a Topological Theory.)
The theory QIT has an obvious topological structure: ChanQIT(X,Y) ∼= TransQIT(X ,Y) is
a set of linear maps Λ : End(X )→ End(Y) between finite-dimensional vector spaces, and as
such is naturally topologised. The continuity of the two modes of composition is clear. �

Example 3.1.3. (CIT as a Topological Theory.)
The theory CIT also has a natural topological structure; it can be most succinctly described
as the subspace topology that arises from regarding CIT as a sub-theory of QIT. This
topology can also be given a more concrete description in terms of the natural topology on
the sets of probability distributions. �

5Recall the assumption that Θ is locally small.
6Strictly speaking, if we work in a foundational framework where proper classes are predicates with

existence only in the metalanguage, then there is formally no such thing as the ‘pair’ (Θ,T ). We ignore
this point.
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Example 3.1.4. (Discrete Topological Theory.)
Any theory Θ can be endowed with the discrete topological structure, for which the topology
TX,Y on ChanΘ(X,Y) is simply the discrete topology, i.e. the topology consisting of allallallallallallallallallallallallallallallallall
subsets of ChanΘ(X,Y). In this case, the two continuity requirements are trivially satisfied.

�

Example 3.1.5. (Thin Topological Theories.)
Let Θ be a thin theory. For any interfaces X,Y in Θ, the set ChanΘ(X,Y) is either empty
or contains a single element, in which case it can be topologised in only one way, namely
with the discrete topology. Thus, topological structure is utterly uninteresting for thin
theories. �

Example 3.1.6. (Topologised Topology.)
If we consider a sub-theory of the cartesian theory Top∗ whose systems are sufficiently nice
topological spaces (e.g. Hausdorff and locally compact), and if we equip the sets of continu-
ous maps from X to Y with the compact-open topology, then both modes of composition are
continuous and so we have a topological theory. (A sub-base for this topology is given by
the collection of sets {f : X → Y | f(K) ⊆ U} with K ⊆ X compact and U ⊆ Y open.) �

As a warm-up to metric theories, it is worth observing that, by properties of continuous
maps, in a topological theory the map T 7→ S0

⊙T is continuous for any fixedfixedfixedfixedfixedfixedfixedfixedfixedfixedfixedfixedfixedfixedfixedfixedfixed channel S0,
as is the map S 7→ S ⊙T0 for any fixed T0. It follows from this that also the swapping map
T1 8T2 7→ T2 8T1 is continuous, since T2 8T1 = σY1,Y2

⊙ (T1 8T2) ⊙σX2,X1
cf. Definition 1.1.2.

In short, all sensible operations involving the algebraic operations in Θ are continuous.

Let us to also note that, under condition 1., condition 2. in Definition 3.1.1 can be
weakened to continuity, for all fixed Z2, of the map T1 7→ T1 8 idZ2

. Indeed, from this follows
continuity of T2 7→ idZ1

8T2 like above, and general parallel composition can then be realised
by means of a serial composition, as T1 8 T2 = (T1 8 idY2

) ⊙ (idX1
8 T2).

3.2 Metric Structure
Though it is possible and potentially beneficial to work with very general kinds of metrics
(e.g. those in the sense of Lawvere, which need neither be symmetric nor non-degenerate),
we shall content ourselves with the usual definition of a metric:

Definition 3.2.1. (Metric.)
Let S be a set. A map d : S × S → [0,∞] is called a metric on S if it satisfies the following
four requirements:

• (Nullity.) For all x ∈ S, d(x, x) = 0

• (Non-Degeneracy.) For all x, y ∈ S, d(x, y) = d(y, x) = 0 implies x = y

• (Symmetry.) For all x, y ∈ S, d(x, y) = d(y, x).

• (Triangle Inequality.) For all x, y, z ∈ S, d(x, y) ≤ d(x, z) + d(z, y).

(By symmetry, non-degeneracy can be weakened to d(x, y) = 0⇒ x = y.) �

Most of our metrics will moreover be normalised, meaning that supx,y∈S d(x, y) = 1 (for
example, this is the case for the metrics derived from optimal distinguishing probability),
but we need not impose this.

80



Definition 3.2.2. (Monotone Metrics on a Theory.)
A metric on a theory Θ is a collection d = (dX,Y)X,Y∈Int(Θ), where, for each pair of interfaces
X,Y in Θ, dX,Y is a metric on the set ChanΘ(X,Y). A metric is called

1. serially monotone, if

dX,Z(S ⊙T, S̃ ⊙ T̃ ) ≤ dX,Y(T, T̃ ) + dY,Z(S, S̃) (3.3)

for all channels T, T̃ : X→ Y and S, S̃ : Y→ Z;

2. parallelly invariant, if

dX∪Z,Y∪W(T 8 T0, T̃ 8 T0) = dX,Y(T, T̃ ) (3.4)

for all channels T, T̃ : X→ Y and T0 : Z→W.

A metric is called monotone if it is both serially monotone and parallelly invariant.7
A metric theory (Θ, d) is a theory Θ together with a monotone metric d. �

Remark 3.2.3. (Notational Convention I.)
From now on, we always omit the subscripts on d indicating the interfaces, and write e.g.
d(T, T̃ ) rather than dX,Y(T, T̃ ) for channels T, T̃ : X→ Y. z

Remark 3.2.4. (Notational Convention II.)
We will in this chapter move quite liberally between the algebraic notation in terms of op-
erations ‘ ⊙ ’ and ‘8’ and the pictorial notation, depending on the situation at hand. For
reference, note that the conditions of serial monotonicity and parallel invariance are picto-
rially stated as

d( X T Y S Z , X T̃ Y S̃ Z ) ≤ d( X T Y , X T̃ Y )

+ d( Y S Z , Y S̃ Z ),
(3.5)

respectively

d(
X T Y

Z T0 W
,

X T̃ Y

Z T0 W
) = d( X T Y , X T̃ Y ). (3.6)

z

Like for topological theories, it will in our examples always be the case that the metric
is really defined on the set of transformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformationstransformations, rather than channels.

As such, we will see shortly that the variational distance and the diamond-distance are
monotone metrics on the theories CIT and QIT, respectively; this can be realised already
now by the acquainted reader, since both of these metrics are defined using optimal distin-
guishing probability. However, the conditions of serial monotonicity and parallel invariance
abstract away just the most essential features of such metrics, and they consequently ac-
commodate examples which have nothing to do with distinguishing probability:

7The word ‘monotone’ seems to not do justice to the requirement of parallel invarianceinvarianceinvarianceinvarianceinvarianceinvarianceinvarianceinvarianceinvarianceinvarianceinvarianceinvarianceinvarianceinvarianceinvarianceinvarianceinvariance, but that require-
ment is in fact equivalent (in the presence of serial monotonicity) to the ‘monotonicity’ requirement that
results from replacing in Eq. (3.4) the equality with ‘≤’, provided the theory has states on every system.
We shall use the term generally even so.
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Example 3.2.5. (Operator Norms.)
Recall from Example 1.2.8 the cartesian theory whose systems are vector spaces over k and
whose transformations are k-linear operators, composing serially by functional composition
and parallelly by the direct sum, ⊕. Suppose that k = R or k = C, and consider instead the
cartesian theory Vect

‖·‖
k whose systems are normednormednormednormednormednormednormednormednormednormednormednormednormednormednormednormednormed vector spaces and whose transformations

A : (V, ‖·‖V ) → (W, ‖·‖W ) are linear operators with operator norm ‖A‖∞ ≤ 1. The serial
and parallel compositions are as in Vectk, with the additional detail that the norm on
V1 ⊕ V2 is given by max{‖·‖V1

, ‖·‖V2
}.

Now, consider the metric d given on the set of transformations from (V, ‖·‖V ) to (W, ‖·‖W )

by d(A, Ã) =
∥∥∥A− Ã∥∥∥

∞
. It is easy to verify that d is serially monotone (using the fact that

all allowed transformations have operator norm at most 1) and that d is parallelly invariant
(since A⊕A0−Ã⊕A0 = (A−Ã)⊕0), so d defines a monotone metric on the theory Vect

‖·‖
k .
�

The following observation is often helpful in demonstrating that a given metric is serially
monotone and parallelly invariant:

Lemma 3.2.6. (Recharacterisation of Monotone Metrics.)
A metric d on Θ is monotone (i.e. serially monotone and parallelly invariant) if and only
if the following three conditions hold:

• d is monotone under serial pre-composition, meaning that

d(S0
⊙T, S0

⊙ T̃ ) ≤ d(T, T̃ ) (3.7)

for all channels T, T̃ : X→ Y and S0 : Y→ Z;

• d is monotone under serial post-composition, meaning that

d(S ⊙T0, S̃
⊙T0) ≤ d(S, S̃) (3.8)

for all channels S, S̃ : Y→ Z and T0 : X→ Y;

• d is parallelly invariant under identities, meaning that

d(T 8 idZ, T̃ 8 idZ) = d(T, T̃ ) (3.9)

for all interfaces Z and all channels T, T̃ : X→ Y.

Proof. To see that all three conditions must hold if d is a monotone metric, simply observe
that they are special instances of the general conditions (e.g. letting S = S̃ = S0 and using
nullity of the metric).

Conversely, if d is monotone under serial pre- and post-composition then

d(S ⊙T, S̃ ⊙ T̃ ) ≤ d(S ⊙T, S̃ ⊙T ) + d(S̃ ⊙T, S̃ ⊙ T̃ )

≤ d(S, S̃) + d(T, T̃ )
(3.10)
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by the triangle inequality, so d is monotone under serial composition. If in addition d is
invariant under parallel identities, then

d(T1 8 T2, T̃1 8 T̃2) = d([T1 8 idY2
] ⊙ [idX1

8 T2], [T̃1 8 idY2
] ⊙ [idX1

8 T̃2])

≤ d(T1 8 idY2
, T̃1 8 idY2

) + d(idX1
8 T2, idX1

8 T̃2)

= d(T1, T̃1) + d(T2, T̃2).

(3.11)

Whereas the conditions of Lemma 3.2.6 are often easier to verify than those of Defini-
tion 3.2.2 (the reader may revisit Example 3.2.5 in this light), a further simplification in
the form of Lemma 3.2.9 more clearly yields the argument that the usual metrics in CIT
and QIT are monotone. Before observing this result, however, let us recall the definition of
these metrics (for more details, the reader may consult Refs. [NC02, Wat]):

Example 3.2.7. (The Variational Distance d1 on CIT.)
Consider the theory CIT. On St(Y ), the set of probability distributions on Y , let d1 be the
metric given by

d1(p, q) =
1

2

∑
y∈Y
|p(y)− q(y)|. (3.12)

The metric d1 is called the total variation distance, or simply the variational distance.
It can be shown that d1(p, q) = maxA⊆Y |p(A)− q(A)|, where we use the notation r(A) as
shorthand for

∑
y∈A r(y), and as such d1(p, q) quantifies the largest possible difference in

probability that p and q assign to any subset of Y . It can also be shown that 1+d1(p,q)
2 is the

optimal probability of distinguishing between the probability distributions p and q based on
an outcome drawn according to either p or q, with equal probability.

We can easily extend d1 to a metric on general classical channels, by defining, for T =
(tx)x∈X : X → Y and T̃ = (t̃x)x∈X : X → Y ,

d1(T, T̃ ) = max
x∈X

d1(tx, t̃x). (3.13)

As such, d1 provides a metric on the theory CIT. It is not eye-catching that d1 is serially
monotone and parallelly invariant (or, equivalently, satisfies the conditions of Lemma 3.2.6).
A convexity argument shows however that d1(T, T̃ ) = supp∈St(X) d1(T ◦ p, T̃ ◦ p), and more
generally that d1(T, T̃ ) = supp∈St(X×R) d1([T⊗ idR]◦p, [T̃⊗ idR]◦p) for any system R, which
implies one of the conditions stated in our next result, Lemma 3.2.9; as the other condition
can also quite easily be demonstrated, that result will imply the desired. Thus, (CIT, d1)
is a metric theory. �

Example 3.2.8. (The Diamond-Distance d� on QIT.)
Consider the theory QIT. On St(K) = D(K), the set of density matrices on K, let d1 be
the metric given by

d1(%, σ) =
1

2
‖%− σ‖1, (3.14)
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where ‖·‖1 denotes the trace-norm on End(K). This metric, called trace distance, is
denoted by the same symbol as the variational distance in Example 3.2.7, since under the
natural embedding of CIT in QIT it is easily seen to reproduce d1 as defined in CIT. It can
be shown that also in QIT the quantity 1+d1(%,σ)

2 is the optimal probability of distinguishing
between the states % and σ if one of these is given at random with equal probability.

If we were to define the trace-distance between general quantum channels Λ, Λ̃ : H → K
as d1(Λ, Λ̃) = sup%∈St(H) d1(Λ1(%), Λ̃(%)), then d1 would be a metric on QIT which is serially
monotone. As is well-known, however, this metric is not parallelly invariant.8 The fix is to
define for channels instead the diamond-distance d� given by

d�(Λ, Λ̃) = sup
R∈SysQIT

sup
%∈St(H⊗R)

d1([Λ⊗ idR] (%), [Λ̃⊗ idR](%)) (3.15)

for Λ, Λ̃ : H → K. Again, by Lemma 3.2.9, d� will a be serially monotone and parallelly
invariant, so we have a metric theory (QIT, d�).

�

The above two examples illustrate that naturally occurring metrics in a theory are often
constructed on the basis of metrics on the sets of states. The following result will be
applicable in such circumstances:

Lemma 3.2.9. (Sufficient Conditions for Monotonicity.)
Suppose that d is a metric on Θ which is state-determined, meaning that for all channels
T, T̃ : X→ Y,

d(T, T̃ ) = sup
R,s

d

(
s

X T Y
R

, s
X T̃ Y

R

)
. (3.16)

Then, d is monotone (i.e. serially monotone and parallelly invariant) if and only if d is
state-monotone, meaning that

d( r X T Y , r̃ X T Y ) ≤ d( r X , r̃ X ) (3.17)

for all channels T : X→ Y and all states r, r̃ on X.

Remark 3.2.10. (Metrics form Distinguishing Probability.)
Any metric which like d1 and d� quantifies optimal distinguishing probability will be (quite
evidently) state-determined and state-monotone. Therefore, any such metric is a monotone
metric in the sense of Definition 3.2.2. z

Proof. It is clear that state-monotonicity follows from general serial monotonicity. Assume
conversely that d is state-determined and state-monotone. We need to verify the conditions
in Lemma 3.2.6, but it suffices to prove parallel monotonicitymonotonicitymonotonicitymonotonicitymonotonicitymonotonicitymonotonicitymonotonicitymonotonicitymonotonicitymonotonicitymonotonicitymonotonicitymonotonicitymonotonicitymonotonicitymonotonicity rather than parallel invariance,
since there are states on every system in Θ.

The monotonicity under parallel composition with identities is built into the condition of
being state-determined. So is monotonicity under serial post-composition, since the supre-
mum is after composition with T0 confined to a smaller set. Finally, monotonicity under
serial pre-composition follows from d being both state-determined and state-monotone.

8See e.g. Ref. [Wat], where the diamond norm is referred to as the completely bounded norm.
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The fact that d1 on CIT and d� on QIT are state-monotone are proved in most intro-
ductory texts, see e.g. Ref. [NC02]. (Alternatively, the reader might find the demonstration
to be a nice exercise.) Thus, we confirm that indeed d1 is a monotone metric on CIT, and
d� a monotone metric on QIT.

3.3 Dilationality and the Generalised Uhlmann Property
Thus far, we have stated a general definition of metric theories and provided two important
examples, (CIT, d1) and (QIT, d�). The usefulness of the monotonicity properties is likely
well-known to anyone who has experience with these two examples, but one additional prop-
erty of metrics is desirable, and that property has do with dilations:

Suppose that X T Y and X T̃ Y are channels in Θ, and that d is a monotone

metric on Θ. If D
L

E
X Y

and D
L̃

E
X Y

are compatible (meaning with the same

hidden interfaces) dilations of T and T̃ respectively, then

d( X T Y , X T̃ Y ) = d

(
D tr

X T Y
,

D tr

X T̃ Y

)

= d

(
D

L
tr

X Y
, D

L̃
tr

X Y

)
≤ d

(
D

L
E

X Y
, D

L̃
E

X Y

) (3.18)

by parallel invariance and serial monotonicity of d. In other words, distance never de-
creases under dilations. Of course, even when T and T̃ are identical, the dilations L and L̃
might be far from each other; what is desirable, however, is that for any dilation L of T we
can findfindfindfindfindfindfindfindfindfindfindfindfindfindfindfindfind some compatible dilation L̃ of T̃ such that d(T, T̃ ) = d(L, L̃).

Somewhat more forgivingly, we may ask that merely d(T, T̃ ) = infL̃ d(L, L̃), where the
infimum is over dilations of T̃ compatible with L. The universal quantification over L can
be then replaced be a supremum for a closed statement:

Definition 3.3.1. (Dilationality.)
A monotone metric d on Θ is called dilational if for all channels T, T̃ : X→ Y, it holds that

d(T, T̃ ) = sup
L∈Dil(T )

inf
L̃∈Dil(T̃ )

d(L, L̃), (3.19)

where the inner infimum is over dilations L̃ compatible with L, i.e. with the same hidden
interfaces as L. �

Example 3.3.2. (Dilationality of the Discrete Metric.)
Consider on any theory Θ the discrete metric d0, for which d0(T, T̃ ) = 1 if T 6= T̃ . The
metric d0 is trivially dilational. �

Before presenting more interesting examples of dilational metrics, we demonstrate a
number of properties surrounding dilationality. (Though I encourage the reader already at
this point to ponder why a monotone metric in a cartesian theory, or in CIT, is necessarily
dilational.)
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First, let us observe the following useful fact (which has nothing to do with dilationality):

Lemma 3.3.3. (Monotonicity of Derivability.)
Let d be a monotone metric on Θ. Suppose that T, T̃ : X → Y are channels, and let
L ∈ Dil(T ) and L̃ ∈ Dil(T̃ ) be compatible one-sided dilations. For any dilation L′EL of T ,
there exists a compatible dilation L̃′EL̃ such that d(L′, L̃′) ≤ d(L, L̃).

Proof. Since L′EL, we find a channel G such that X
L′

Y
D′ E′

=
X

L
Y

G
E′

D′
.

But then defining L̃′ to be
X

L̃
Y

G
E′

D′
, we have d(L′, L̃′) ≤ d(L, L̃) by serial and

parallel monotonicity of d.

Among other things, Lemma 3.3.3 has as consequence that the supremum in the condition
(3.19) can be restricted to one-sided dilations if every dilation is derivable from a one-sided
dilation:

Proposition 3.3.4. (Restricting to One-Sided Dilations.)
Suppose that Θ has the DiVincenzo Property (e.g. by being spatially localisable). Then, a
monotone metric d on Θ is dilational precisely if for all channels T, T̃ : X→ Y, and for all
one-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sided dilations L of T , it holds that

d(T, T̃ ) = inf
L̃
d(L, L̃), (3.20)

where the infimum is over all one-sided dilations L̃ of T̃ which are compatible with L.

Proof. Obvious from Lemma 3.3.3.

We will often use this result more or less implicitly.

Remark 3.3.5. (On the Importance of Dilationality for the Establishment of Dilations.)
One of the useful consequences of dilationality has to the with the very establishment of the
concept of a dilation.

In the operational narrative, we have pretended that by interaction with a pair of open
interfaces X and Y we can certify exactly the occurrence of a given channel X T0 Y . In
reality, we can of course, even under an i.i.d. assumption, only verify that we interact with a
channel T closecloseclosecloseclosecloseclosecloseclosecloseclosecloseclosecloseclosecloseclose to T0. Now, the agent (or, ‘Nature’) who implements T is really employing
some channel X

M
Y

D E
between the interfaces accessible to us and additional interfaces

in the environment which are inaccessible to us. Not only have we pretended that T = T0,
we have also pretended that M must in fact be a dilation of T0. In reality, however, the

channel we ‘see’ when M is employed is the channel X
M

Y
D E tr

, and we control only

the input to the interface X. By doing this, we may (under an i.d.d. assumption) certify
that

X
M

Y
D E tr

≈dε
X T0 Y

D tr
, (3.21)
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where ‘≈dε ’ signifies that the two channels are at most ε apart w.r.t. d. Hence, what we
actuallyactuallyactuallyactuallyactuallyactuallyactuallyactuallyactuallyactuallyactuallyactuallyactuallyactuallyactuallyactuallyactually need for all of our mathematical pretendings to be operationally justifiable is that
T0 have a two-sided dilation which is at most ε apart from M w.r.t. d.

Dilationality hands us precisely this feature: If d is dilational, then according to Eq. (3.21),

some one-sided dilation of X T0 Y

D tr
will be ε-close to M , and this dilation will be a di-

lation of T0 when including the input interface D.
(It is worth observing that another way of phrasing this discussion is by saying that

dilationality guarantees that a channel which is almost non-signalling is close to a channel
which is perfectly non-signalling.)

z

Now, it is known that the dilational property fails for the diamond-distance d� in QIT
already in the case of distances between states. This is one of the reasons for the introduc-
tion of the ‘purified distance’ ([TCR10, Tom12]), and will ultimately also be the reason for
us to introduce a generalisation of this distance to arbitrary channels in QIT, the purified
diamond-distance (Definition 3.4.2).

In contrast, the dilational property is satisfied for the variational d1 on CIT, and will
in fact be satisfied for anyanyanyanyanyanyanyanyanyanyanyanyanyanyanyanyany monotone metric on CIT. To better understand the mechanism
behind this, it is helpful to observe the following recharacterisation of dilationality, which is
also of independent interest:

Proposition 3.3.6. (Dilationality means the Generalised Uhlmann Property.)
Suppose that Θ is complete and localisable, and suppose that d is a monotone metric on Θ.
Then, the following are equivalent:

1. The metric d is dilational, that is, for any channels T, T̃ : X→ Y, and any one-sided
dilation L of T , it holds that

d
(

X T Y , X T̃ Y
)

= inf
L̃
d

(
L

E
X Y

, L̃
E

X Y

)
, (3.22)

where the infimum is over all dilations L̃ of T̃ , compatible with L.

2. The metric d has the Generalised Uhlmann Property, that is, for any channels T, T̃ :
X→ Y, it holds that

d
(

X T Y , X T̃ Y
)

= inf
K,K̃

d

(
K

E0

X Y
, K̃

E0

X Y

)
, (3.23)

where the infimum is over all compatible pairs of complete dilations K of T and K̃ of
T̃ .

Proof. By the monotonicity properties, the inequalities ‘≤’ are clear in both (3.22) and
(3.23). Hence, for each implication, it suffices to show the inequality ‘≥’.

First assume that d has the Generalised Uhlmann Property. Let T, T̃ : X → Y be
channels and let L be a dilation of T . Given ε > 0, pick, according to the Generalised
Uhlmann Property, compatible complete dilations K, K̃ such that
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d(K, K̃) < d(T, T̃ ) + ε. (3.24)

Now, since by completeness LEK, it follows from Lemma 3.3.3 that

inf
L̃
d(L, L̃) ≤ d(K, K̃) < d(T, T̃ ) + ε, (3.25)

where the infimum is over dilations L̃ of T̃ , compatible with L. Since ε > 0 was arbitrary
the desired inequality follows.

The converse implication is more interesting. Suppose that d is dilational, and let T, T̃ :
X → Y be channels. Now, choose some complete dilation K0 of T . Given ε > 0, pick,
according to dilationality, a dilation L̃ of T̃ such that

d(K0, L̃) < d(T, T̃ ) + ε. (3.26)

Now, by symmetry of d we may switch the order of arguments in the condition of
dilationality. Therefore, if we pick a complete dilation K̃ of L̃, we find by dilationality
some dilation K of K0, compatible with K̃, such that

d(K, K̃) < d(K0, L̃) + ε. (3.27)

Combining Eqs. (3.26) and (3.27) yields

d(K, K̃) < d(T, T̃ ) + 2ε, (3.28)

and so we are done if we can argue that K and K̃ are complete dilations of T and T̃ ,
respectively.

However, K dilates K0 which was chosen complete for T , and therefore K is trivially
a complete dilation of T . More interestingly, K̃ is a complete dilation of L̃, which dilates
T̃ , and is therefore by the fact that completeness is hereditaryhereditaryhereditaryhereditaryhereditaryhereditaryhereditaryhereditaryhereditaryhereditaryhereditaryhereditaryhereditaryhereditaryhereditaryhereditaryhereditary (Lemma 2.5.14) a complete
dilation of T̃ . The desired follows again since ε > 0 was arbitrary.

Example 3.3.7. (Dilationality in CIT.)
In CIT, a complete dilation KT of T can be canonically obtained by copying inputs and
outputs (Theorem 2.3.21). Since KT is given from T by tensoring with identities and serially
composing with surrounding channels, we must have d(T, T̃ ) = d(KT ,KT̃ ) for any monotone
metric d. Consequently, d trivially has the Generalised Uhlmann Property, and d is therefore
necessarily dilational. In particular, the variational distance d1 on CIT is dilational. �

By a completely similar argument, any monotone metric on a cartesian theory is dila-
tional.

In general, however, complete dilations are not computable simply by pre- and post-
composing cleverly with channels – for example, this is not the case in QIT where com-
pleteness goes through Stinespring dilations. A natural question is thus the following: Given
a monotone metric d on a theory Θ, can we construct from d a monotone metric d̂ which is
also dilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilational?

88



Proposition 3.3.6 suggests that the quantity

d̂(T, T̃ ) = inf
K,K̃

d(T, T̃ ) (3.29)

could be a sensible candidate (where the infimum ranges over compatible pairs of com-
plete dilations). Though d̂ can be proven to be a metric under circumstances which ensure
the triangle inequality, and proven to be also monotone, it seems to me that (as mentioned
in the introduction) dilationality could well fail for d̂, although I know of no specific coun-
terexample.

Open Problem 3.3.8. (Construction of Dilational Metrics.)
Suppose that Θ is complete and localisable and that d is a monotone metric on Θ. Is the
quantity d̂ given by Eq. (3.29) a monotone dilational metric on Θ? If not, are there tractable
additional conditions which ensure that it is?

3.4 Purified Dilationality – the Uhlmann Property
In this section, we shall see that purifiabilitypurifiabilitypurifiabilitypurifiabilitypurifiabilitypurifiabilitypurifiabilitypurifiabilitypurifiabilitypurifiabilitypurifiabilitypurifiabilitypurifiabilitypurifiabilitypurifiabilitypurifiabilitypurifiability allows us to squeeze out a dilational, monotone
metric starting from one which is just monotone. This is expressed by Theorem 3.4.3. We
will also prove an approximate version of the duality of Theorem 2.5.18 which applies to
any dilational monotone metric in a purifiable theory.

More precisely, let us assume from now on that the theory Θ is localisable, universal
and purifiable. In particular, every channel T in Θ has a one-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sided pure dilation Σ by
Proposition 2.5.10. (We will in the remainder of the chapter use the notation ‘Σ’ rather
than ‘P ’ for pure dilations, since P will be soon used for something else; in QIT, the pure
dilations Σ are Stinespring dilations.)

Let us also make the technical assumption that if T, T̃ : X→ Y are channels, then there
exist pure one-sided dilations Σ, Σ̃ : X → Y ∪ E which are compatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatible, i.e. have the same
hidden interface. This is true, for example, in QIT, and more generally whenever the theory
Θ has a pure state on every system.9

We make the following definition:

Definition 3.4.1. (Purified Distance.)
Let d be a monotone metric on Θ. We define the purified d-distance between channels
X T Y and X T̃ Y by

d̆( X T Y , X T̃ Y ) = inf
Σ,Σ̃

d

(
Σ

E
X Y

, Σ̃
E

X Y

)
, (3.30)

where the infimum is over all compatible pure one-sided dilations Σ of T and Σ̃ of T̃ .
�

9If Σ0 : X → Y ∪ E0 is a pure dilation of T and Σ̃0 : X → Y ∪ Ẽ0 a pure dilation of T̃ , then we obtain
compatible pure dilations Σ, Σ̃ : X → Y ∪ E0 ∪ Ẽ0 by parallelly composing with any pure states on the
appropriate systems.
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Observe that in the special case where Θ = QIT, the infimum is over compatible
StinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespring dilations of the channels. Taking in this case d = d� (the diamond-distance) is
our most important example, and we will give it a special name:

Definition 3.4.2. (Purified Diamond-Distance.)
The purified diamond-distance in QIT is the quantity P� := d̆�. �

In Section 3.5 we shall discuss how to calculate P�(T, T̃ ) and relate it to the so-called
Bures distance of Refs. [KSW08a, Bur69]. For the moment, let us simply observe that in the
case where the channels are states, the quantity P�(%, %̃) is already known in the literature
as the purified distance ([TCR10, Tom12]).

Right now, we are confronted with the much more pressing problem of demonstrating
that in general the purified distance d̆ defines a monotone metric, so that indeed its name
is sensible. Moreover – and this was the reason for its introduction – it is dilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilationaldilational:

Theorem 3.4.3. (Properties of the Purified Distance.)
Assume that Θ is localisable, universal and purifiable.10 For any monotone metric d on

Θ, the purified distance d̆ defines a monotone, dilational metric on Θ. We moreover have
the inequality d(T, T̃ ) ≤ d̆(T, T̃ ) with equality when T and T̃ are dilationally pure.

Proof. The inequality d(T, T̃ ) ≤ d̆(T, T̃ ) is clear from the definition of d̆ by monotonicity of
d. It is moreover obvious that we have the reverse inequality (and hence equality) when the
channels T and T̃ are dilationally pure.

As for the claim that d̆ is a metric, symmetry follows from symmetry of d, and non-
degeneracy from non-degeneracy of d along with the inequality d ≤ d̆. It thus only remains to
show the triangle inequality, which is also the hardest part. To this end, let T1, T2, T3 : X→
Y be channels, and assume to arrive at a contradiction that d̆(T1, T2)+ d̆(T2, T3) < d̆(T1, T3).
Then, we can pick by definition of d̆ pure dilations Σ1 and Σ2 of T1 and T2, respectively,
and pure dilations Σ′2 and Σ3 of T2 and T3, respectively, such that

d(Σ1,Σ2) + d(Σ′2,Σ3) < d̆(T1, T3). (3.31)

Now, if it were the case that Σ2 = Σ′2 then the triangle inequality for d would imply that
d(Σ1,Σ3) is a lower bound to the left hand side, in conflict with the definition of d̆(T1, T3).
The challenge is, however, that this need not be the case. In QIT, we can apply isometries
to ‘align’ Σ2 and Σ′2, and the general remedy is indeed a generalisation of this trick.

First, pick a universal dilation U2 of T2. Then there exist channels V and V ′ such

that Σ2 equals X
U2

Y
V

and Σ′2 equals X
U2

Y
V ′

. By universality, V and V ′

must moreover be dilationally pure since Σ2 and Σ′2 are, so by Lemma 3.4.4 below we find
pure channels Ṽ and Ṽ ′ such that V Ṽ = V ′ Ṽ ′ , whence we actually have
X

Σ2

Y

Ṽ
=

X
Σ′2

Y

Ṽ ′
. In other words, though Σ2 and Σ′2 are not necessarily

identical, we can apply pure channels in the environment and thereby align them. This now
implies by the triangle inequality for d that

10And satisfies the technical assumption about existence of compatible pure dilations.
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d

(
X

Σ1

Y

Ṽ
,

X
Σ3

Y

Ṽ ′

)
≤ d

(
X

Σ1

Y

Ṽ
,

X
Σ2

Y

Ṽ

)
+ d

(
X

Σ′2
Y

Ṽ ′
,

X
Σ3

Y

Ṽ ′

)
,

(3.32)

and because the channels Ṽ and Ṽ ′ are reversible, monotonicity of d implies that the
two distances on the right hand side coincide with d(Σ1,Σ3) and d(Σ′2,Σ3), respectively, so
by Eq. (3.31) we actually have

d

(
X

Σ1

Y

Ṽ
,

X
Σ3

Y

Ṽ ′

)
< d̆(T1, T3). (3.33)

Finally, however, as Ṽ and Ṽ ′ are pure, the two dilations
X

Σ1

Y

Ṽ
and

X
Σ3

Y

Ṽ ′

are (by localisability) pure dilations of T1 and T3, respectively, so thisthisthisthisthisthisthisthisthisthisthisthisthisthisthisthisthis contradicts the def-
inition of d̆(T1, T3). This altogether demonstrates the triangle inequality. (Incidentally,
the specialisation of this proof to the case of states yields a different proof for the triangle
inequality of the purified distance than the one given in Ref. [Tom12].)

To show that d̆ is serially monotone, it suffices to observe that by localisability the serial
composition of pure dilations is a pure dilation and then use serial monotonicity of d. Parallel
invariance of d̆ is proved by using parallel invariance of d and the fact that identities are
dilationally pure (Proposition 2.5.5).

Lastly, to see the d̆ is dilational, we may by Proposition 3.3.6 equivalently demonstrate
that d̆ has the Generalised Uhlmann Property. The inequality d̆(T, T̃ ) ≤ infK,K̃ d̆(K, K̃)

holds simply because d is monotone; the non-trivial inequality is the converse, d̆(T, T̃ ) ≥
infK,K̃ d̆(K, K̃), and it owes its validity to the hereditary property of completeness in the
guise of Proposition 2.5.16. Indeed, we have

d̆(T, T̃ ) = inf
Σ,Σ̃

d(Σ, Σ̃) = inf
Σ,Σ̃

d̆(Σ, Σ̃) (3.34)

by definition of d̆ and the introductory observation, and because every pure dilation of
a channel is completecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecompletecomplete (Proposition 2.5.16), the above quantity is trivially an upper bound
to infK,K̃ d̆(K, K̃).

Lemma 3.4.4. (Pure Channels can be Purely Aligned.)
Suppose that Θ is localisable, universal and purifiable. Then for any pure channels X V Y
and X V ′ Y ′ , there exist pure channels Y Ṽ Z and Y ′ Ṽ ′ Z such that

X V Y Ṽ Z = X V ′ Y ′ Ṽ ′ Z . (3.35)

Proof. By Theorem 2.5.11, V and V ′ are reversible, hence we can find S and S′ with

X V Y S X = X id X = X V ′ Y ′ S′ X . (3.36)
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Now, S and S′ have universal dilations, say U and U ′, which by Proposition 2.5.10 are
dilationally pure, so the channels

X V
U
X

,
X V ′

U ′
X (3.37)

are pure dilations of X id X . Since identities are dilationally pure by Proposi-
tion 2.5.5, these dilations must consequently take the form

X id X

t
,

X id X

t′
, (3.38)

respectively, for pure states t and t′. Now, thosethosethosethosethosethosethosethosethosethosethosethosethosethosethosethosethose two channels can clearly be purely
aligned, simply by tensoring with t′ and t, respectively. Pre-composing with U and U ′ we
altogether obtain pure channels Ṽ and Ṽ ′ which align V and V ′, as desired.

Corollary 3.4.5. The purified diamond-distance P� is a monotone, dilational metric on
the theory QIT.

It is quite easy to identify thethethethethethethethethethethethethethethethethe characteristic property of purified distances:11

Proposition 3.4.6. (Purified means Uhlmann.)
Suppose that Θ is a localisable, universal and purifiable theory, and suppose that D is a
monotone metric on Θ. Then the following are equivalent:

1. D = d̆ for some monotone metric d.

2. D has the Uhlmann Property, that is, for any channels T, T̃ : X→ Y, it holds that

D
(

X T Y , X T̃ Y
)

= inf
Σ,Σ̃

D

(
Σ

E
X Y

, Σ̃
E

X Y

)
, (3.39)

where the infimum is over all compatible pairs of pure one-sided dilations Σ of T and
Σ̃ of T̃ .

Proof. If D = d̆, then D(T, T̃ ) = infΣ,Σ̃ d(Σ, Σ̃) = infΣ,Σ̃ d̆(Σ, Σ̃) = infΣ,Σ̃D(Σ, Σ̃) since
d̆(Σ, Σ̃) = d(Σ, Σ̃) by the statement in Theorem 3.4.3. If conversely D has the Uhlmann
property, then obviously D = D̆.

Now that we have established the purified distance d̆ as a monotone, dilational metric,
and understood its characteristic trait, let us observe what could be an important quality
of it, namely the fact that it tightly captures the approximate theory of complementary
channels.

Recall from Section 2.5 that the channels X T Y and X T c E are said to be

complementary if they admit a common pure dilation Σ
E

X Y
. We have the following:

11We will not need this result, I simply produce it for the reader to gain further intuition.
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Proposition 3.4.7. (Approximate Complementarity.)
Suppose that D = d̆ is a purified distance, or, equivalently, has the Uhlmann property. For
any channels X T Y and X T̃ Y , it holds that

inf
T c,T̃ c

d̆( X T c E , X T̃ c E ) ≤ d̆( X T Y , X T̃ Y ), (3.40)

where the infimum is over all pairs of channels T c complementary to T and T̃ c comple-
mentary to T̃ , with the same codomain.

Proof. Simply observe that by monotonicity of d̆ under marginalisation we have d̆(T c, T̃ c) ≤
d̆(Σ, Σ̃) for pure dilations Σ and Σ̃ which witness the complementarity.

This result immediately implies an approximate version of Theorem 2.5.18, in the sense
that a channel T is close to a reversible channel if and only if its complementary channel T c
is close to being completely forgetful.

We can, however, improve on this observation by discarding Proposition 3.4.7 and us-
ing instead mere dilationality, and with this I will conclude the section. The improvement
will reside in the fact that there is a natural notion of a channel T being ‘approximately
reversible’, and this notion is weaker than T being approximately equal to a channel which
is genuinely reversible.12

The improved result can be seen as an abstract statement of the ‘information-disturbance
trade off’ of Ref. [KSW08b]:

Theorem 3.4.8. (Approximate Duality between Reversible and Completely Forgetful Channels.)
Let Θ be a universal, localisable and purifiable theory, and let D be a monotone and dila-
tional metric on Θ. Then, for any channel X T Y and any complementary channel
X T c E , we have

inf
T−

D( X T Y T− X , X id X ) = inf
s
D( X T c E , X tr s E ), (3.41)

where the first infimum is over all channels Y T− X and the second infimum over
all states s E .

Proof. Let Y T− X be a channel and define

ε := D( X T Y T− X , X id X ). (3.42)

If as in the proof of Theorem 2.5.11 we let T̆
Ĕ

X Y
be a universal (and hence by

Proposition 2.5.10 pure) dilation of T , then by dilationality of D we find a state s′ such that

X
T̆
Y T− X

Ĕ
≈Dε

X id X

s′ Ĕ
(3.43)

12To be fair, it constitutes an improvement only in one direction of the bi-implication.
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(since idX is dilationally pure). Here, ‘≈Dε ’ signifies that the distance between the
two channels as measured by D is at most ε. Now, trashing X yields on the left hand
side somesomesomesomesomesomesomesomesomesomesomesomesomesomesomesomesome channel X T ′ Ĕ complementary to T , and on the right hand side the com-
pletely forgetful channel X tr s′ Ĕ which by monotonicity is ε-close to X T ′ Ĕ
w.r.t. D. By Theorem 2.5.17, the specificspecificspecificspecificspecificspecificspecificspecificspecificspecificspecificspecificspecificspecificspecificspecificspecific complementary channel X T c E must equal
X T ′ Ĕ G E for some channel G, and by monotonicity it is then ε-close w.r.t. D to

the completely forgetful channel X tr s E , with s E = s′ Ĕ G E . Conse-
quently,

D( X T c E , X tr s E ) ≤ ε = D( X T Y T− X , X id X ), (3.44)

and therefore the inequality ‘≥’ holds in Eq. (3.41).
For the converse inequality, let s E be a state and define

ε := D( X T c E , X tr s E ). (3.45)

By arguments similar to the above (or better, by Proposition 3.4.7 and Theorem 2.5.18),
we find a channel (T c)c complementary to T c and a reversible channelR such thatD((T c)c, R) ≤
ε. As such, there exists a channel R− with R− ⊙R = idX , so by monotonicity of D,

R− ⊙ (T c)c ≈Dε R− ⊙R = idX . (3.46)

By Theorem 2.5.17 again, (T c)c must equal G ⊙T for some channel G, so the above
implies (R− ⊙G) ⊙T ≈Dε idX , so with T− := R− ⊙G we finally have

D( X T Y T− X , X id X ) ≤ ε = D( X T c E , X tr s E ), (3.47)

implying the inequality ‘≤’ in Eq. (3.41).

The significance of Theorem 3.4.8 is that, when measured using an appropriate notion
of distance – namely a monotone, dilational metric – the duality of Theorem 2.5.18 tightens
under approximations. By an interpretation similar to the one usually employed in the case
of QIT, we might say that the degree to which information is preserved by a channel T (i.e.
the degree to which it can be reversed) equals the degree to which it leaks no information
to the environment.

3.5 The Purified Diamond-Distance P�
In this section, we cast our attention on the purified diamond-distance which we defined
above as the metric P� := d̆� in QIT (Definition 3.4.2).

First, we will observe (owing fully to the result of Refs. [KSW08a, KSW08b]) that P�
can be bounded non-trivially in terms of d� (Theorem 3.5.2). Then, we will compare more
systematically the metric P� to the Bures distance β used in Refs. [KSW08a, KSW08b], in
particular establishing a quantitative relationship between the two (Theorem 3.5.8).
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Recall that the purified diamond-distance between quantum channels Λ1,Λ2 was defined as

P�(Λ1,Λ2) = inf
Σ1,Σ2

d�(Σ1,Σ2), (3.48)

where the infimum is over all compatible Stinespring dilations Σ1 of Λ1 and Σ2 of Λ2.13

On the other hand, the so-called Bures-distance ([KSW08a, KSW08b], generalising
[Bur69]) between Λ1 and Λ2, is given by β(Λ1,Λ2) = infS1,S2 ‖S1 − S2‖∞, where the in-
fimum is again over compatible Stinespring dilations of Λ1,Λ2, but this time in terms of
isometries Sj that represent the isometric dilations Σj (i.e. Σj(A) = SjAS

∗
j ). The isom-

etry representing a given isometric channel is unique up to a phase, and therefore we can
equivalently define β as

β(Λ1,Λ2) = inf
Σ1,Σ2

d∞(Σ1,Σ2), (3.49)

with d∞ given by

d∞(Σ1,Σ2) := inf
λ∈T
‖S1 − λS2‖∞ (3.50)

for isometric channels Σj(·) = Sj(·)S∗j , with T denoting the unit circle in C. The quan-
tity d∞(Σ1,Σ2) is independent of the choice of representatives S1 and S2, and the definition
(3.49) is more easily compared to (3.48).

Remark 3.5.1. (Qualitative Comparison of P� and β.)
Already before we quantitatively compare P� and β, a more qualitative comparison is pos-
sible and appropriate.

It can be checked (by more or less the same arguments as used in the proof of Theo-
rem 3.4.3, but specialised to isometric channels in QIT), that β defines a monotone and
dilational metric on QIT, even one which has the Uhlmann Property. This set of properties
(which P� also has) therefore does not give a useful evaluation of the two against each other.
For this reason, it also probably does not matter much in QIT which metric is used. How-
ever, the purified diamond-distance P� is defined in terms of dilations and the operational
metric δ�, whereas the Bures distance β lacks a similar operational definition. Indeed, its
definition is derived from operator algebra, and therefore contingent on a particular formal-
ism of quantum information theory. It should also be noted that P� restricts in the case of
states to the well-known purified distance ([TCR10, Tom12]), whereas the Bures distance
does not.

It is finally worth remarking that, somewhat curiously, while P� always agrees with d�
on isometric channels, β and d∞ need not agree on isometric channels (cf. Remark 3.5.10).

z
13I will use a notation with number indices (Σ1,Σ2) rather than with tildes (Σ, Σ̃) in this section for better

legibility.
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3.5.A P� versus d�
The weightiest result about the purified distance P� is a rip-off from Refs. [KSW08a,
KSW08b], whose formulation is in terms of the Bures distance β.

Whereas dilationality can act as a supply of ‘magic’ in manipulations (as exemplified by
Theorem 3.4.8), that result will allow us to connect the magic of P� to the more mundane
world of d�:

Theorem 3.5.2. (Equivalence of d� and P�.)
For any quantum channels Λ1,Λ2, we have the inequalities

d�(Λ1,Λ2) ≤ P�(Λ1,Λ2) ≤
√

2 d�(Λ1,Λ2). (3.51)

Remark 3.5.3. When Λ1 and Λ2 are states, so that P� is the purified distances for states,
this result specialises to Lem. 6 in Ref. [TCR10] (or Prop. 3.3 in Ref. [Tom12]).

z

Proof. The inequality d� ≤ P� follows from Theorem 3.4.3 (and its proof was easy). The
hard part is the inequality P� ≤

√
2 d�.

The main result (Thm. 1) of Ref. [KSW08a] states in our language that

‖Λ1 − Λ2‖�√
‖Λ1‖� +

√
‖Λ2‖�

≤ β(Λ1,Λ2) ≤
√
‖Λ1 − Λ2‖�, (3.52)

where ‖·‖� is the diamond norm and β the Bures distance. Now, any quantum channel
has diamond-norm 1, and the diamond-norm is related to our diamond-distancedistancedistancedistancedistancedistancedistancedistancedistancedistancedistancedistancedistancedistancedistancedistancedistance by a factor
of 2, so the above is the statement that

d�(Λ1,Λ2) ≤ β(Λ1,Λ2) ≤
√

2 d�(Λ1,Λ2). (3.53)

To finish, it therefore suffices to prove P�(Λ1,Λ2) ≤ β(Λ1,Λ2), and by Eqs. (3.48)
and (3.49) this will follow if d�(Σ1,Σ2) ≤ d∞(Σ1,Σ2) for any isometric channels Σ1 and
Σ2. In particular, it suffices to show that for any isometries S1, S2 : H → K, we have
d�(Σ1,Σ2) ≤ ‖S1 − S2‖∞, where Σj denotes the channel A 7→ SjAS

∗
j .

But this follows from elementary calculations: For any state % ∈ D(H ⊗ H), and any
linear operators A,B : H⊗H → L, we have

‖A%A∗ −B%B∗‖1 ≤ ‖(A−B)%A∗‖1 + ‖B%(A∗ −B∗)‖1
≤ ‖A−B‖∞‖%‖1‖A

∗‖∞ + ‖B‖∞‖%‖1‖A
∗ −B∗‖∞

= ‖A−B‖∞(‖A‖∞ + ‖B‖∞),

(3.54)

so in particular, for isometries S1, S2,

2 d1((Σ1 ⊗ idH)(%), (Σ2 ⊗ idH)(%)) = ‖(S1 ⊗ 1H)%(S∗1 ⊗ 1H)− (S2 ⊗ 1H)%(S∗2 ⊗ 1H)‖1
≤ ‖S1 ⊗ 1H − S2 ⊗ 1H‖∞(‖S1 ⊗ 1H‖∞ + ‖S2 ⊗ 1H‖∞)

= ‖S1 − S2‖∞(1 + 1),

(3.55)
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from which it follows that

d�(Σ1,Σ2) = sup
%∈S (H⊗H)

d1((Σ1 ⊗ idH)(%), (Σ2 ⊗ idH)(%)) ≤ ‖S1 − S2‖∞, (3.56)

as desired.

Theorem 3.5.2 implies that we may (if we so desire) reformulate the result of Theo-
rem 3.4.8, which applies to the dilational metric D = P�, as a result about diamonddiamonddiamonddiamonddiamonddiamonddiamonddiamonddiamonddiamonddiamonddiamonddiamonddiamonddiamonddiamonddiamond-
distances, though in doing so we of course lose a square root (the resulting bound is one of
the main results of Ref. [KSW08b]).

Theorem 3.5.2 also implies more abstract features, such as the non-trivial fact that the
topologies induced by d� and P� coincide. (In particular, since sets of channels are compact
w.r.t. this topology, the infimum in the dilationality condition for P� is always attained.)

In translating the proof of Refs. [KSW08a, KSW08b] from β to P�, we demonstrated
the inequality P� ≤ β. In the next and final subsection, we will examine the relationship
between these two metrics more carefully.

3.5.B P� versus β
The complications of calculating P� and β is two-fold; both of determining an infimum over
Stinespring dilations, and in turn of determining the d�-distance, respectively d∞-distance,
itself between Stinespring dilations. For the latter distances, we have the following formulas:

Proposition 3.5.4. (Calculating d�- and d∞-distances between Isometric Channels.)
Let Σ1,Σ2 : H → K be isometric quantum channels. Define the fidelity, respectively fake
fidelity, between Σ1 and Σ2 as

F (Σ1,Σ2) = inf
%∈D(H)

|tr(S∗1S2%)|, respectively (3.57)

FF(Σ1,Σ2) = sup
λ∈T

inf
%∈D(H)

Re[λ tr(S∗1S2%)], (3.58)

where S1, S2 represent Σ1,Σ2 in the sense that Σj = Sj(·)S∗j . It then holds that

d�(Σ1,Σ2) =
√

1− F (Σ1,Σ2)2, and (3.59)

d∞(Σ1,Σ2) =
√

2− 2FF(Σ1,Σ2). (3.60)

Remark 3.5.5. (Relation to Fidelity between States.)
When the domain H is trivial, Σ1 and Σ2 are pure states on K, say ψ1 and ψ2, so the
infima in Eqs. (3.57) and (3.58) are over a one-element set, and both fidelities reduce to the
ordinary fidelity for states, |〈ψ1|ψ2〉|. This means in particular that we have an equational
relationship for states %1, %2 between β and P�, given by

√
1− P�(%1, %2)2 = 1− β(%1, %2)2

2
, or P�(%1, %2) = β(%1, %2)

√
1− β(%1, %2)2

4
. (3.61)

It is not clear that this relationship should hold for general channels, since the two
fidelities might differ, but we shall demonstrate that this is in fact the case (Theorem 3.5.8).

z
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Proof. As for d�, we have

d�(Σ1,Σ2) = sup
ψ ∈ D(H⊗H) pure

d1((Σ1 ⊗ idH)(ψ), (Σ2 ⊗ idH)(ψ)), (3.62)

since by convexity the supremum over all states is attained already on the set of pure

states. Using the well-known formula (see e.g. p. 415 in [NC02]) d1(φ1, φ2) =

√
1− |〈φ1|φ2〉|2

for pure states φ1 and φ2, we find

d1((Σ1 ⊗ idH)(ψ), (Σ2 ⊗ idH)(ψ)) =

√
1− |〈ψ| (S∗1S2 ⊗ 1H) |ψ〉|2

=

√
1− |tr[(S∗1S2 ⊗ 1H)ψ]|2

=

√
1− |tr[S∗1S2π1(ψ)]|2,

(3.63)

where π1(ψ) := [idH ⊗ tr](ψ) signifies the first marginal of ψ. As ψ ranges over all pure
states on H⊗H, the quantity π1(ψ) ranges precisely over all states % on H. Therefore,

d�(Σ1,Σ2) = sup
%∈D(H)

√
1− |tr(S∗1S2%)|2, (3.64)

from which the formula (3.59) follows.
As for d∞, we find (using the formula ‖|φ1〉 − |φ2〉‖2 = ‖|φ1〉‖2+‖|φ2〉‖2−2 Re(〈φ1|φ2〉)),

that

‖S1 − λS2‖2∞ = sup
|ψ〉∈H,‖|ψ〉‖=1

‖S1 |ψ〉 − λS2 |ψ〉‖2 = sup
|ψ〉∈H,‖|ψ〉‖=1

(
1 + 1− 2 Re(λ 〈ψ|S∗1S2 |ψ〉)

)
= sup
ψ ∈ D(H) pure

(
2− 2 Re(λ tr(S∗1S2ψ)

)
= sup
%∈D(H)

(
2− 2 Re[λ tr(S∗1S2%)]

)
,

(3.65)

where the last equality is due to convex-linearity of the map % 7→ Re[λ tr(S∗1S2%)]. Con-
sequently,

d∞(Σ1,Σ2) = inf
λ∈T
‖S1 − λS2‖∞ = inf

λ∈T
sup

%∈D(H)

√
2− 2 Re[λ tr(S∗1S2%)], (3.66)

from which the formula (3.60) follows. This finishes the proof.

From Proposition 3.5.4 follow the formulas

P�(Λ1,Λ2) =
√

1− sup
Σ1,Σ2

F (Σ1,Σ2)2, (3.67)

β(Λ1,Λ2) =
√

2− 2 sup
Σ1,Σ2

FF(Σ1,Σ2), (3.68)
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where the suprema range over pairs of compatible Stinespring dilations Σ1 of Λ1 and
Σ2 of Λ2. It is not evident from those formulas how P� and β might be related, since we
lack a relation between the fidelity and the fake fidelity, except for the obvious inequality
FF(Σ1,Σ2) ≤ F (Σ1,Σ2) (which, incidentally, yields a different argument for the inequality
d�(Σ1,Σ2) ≤ d∞(Σ1,Σ2) used in the proof of Theorem 3.5.2).

We will establish in a moment that supΣ1,Σ2
F (Σ1,Σ2) = supΣ1,Σ2

FF (Σ1,Σ2), but it
is worth observing that the identity F (Σ1,Σ2) = FF (Σ1,Σ2) does notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot necessarily hold; in
fact, the fake fidelity FF (Σ1,Σ2) can even be negative (hence its name). To gain a feeling
for this, and for the two fidelities in general, we will consider below an example in which Σ1

and Σ2 are unitary conjugations.

A key observation in analysing the fidelities is that for any linear operator A : H → H,
the set

C(A) := {tr(A%) | % ∈ D(H)}, (3.69)

known as the numerical range of A, is a convex compact subset of C (contained in the
disc of radius ‖A‖∞), since it is a continuous linear image of the convex compact set D(H).
In particular, this holds for the linear operator A = S∗1S2.

The following (rather long) example exhibits a calculation of the fidelity and fake fidelity
in the case where Σ1 and Σ2 are unitary. It can be skipped without losing coherence.

Example 3.5.6. (Fidelity and Fake Fidelity between Unitary Conjugations.)
Suppose that Σ1 and Σ2 are unitaryunitaryunitaryunitaryunitaryunitaryunitaryunitaryunitaryunitaryunitaryunitaryunitaryunitaryunitaryunitaryunitary conjugations. Let S1 and S2 be some choice of uni-
taries representing Σ1 and Σ2, respectively. Then, the operator S∗1S2 is unitary, and thus
admits a basis of eigenvectors. This means that for any unit vector |ψ〉 ∈ H, the quantity
tr(S∗1S2 |ψ〉〈ψ|) = 〈ψ|S∗1S2 |ψ〉 is a convex combination of eigenvalues of S∗1S2, and any par-
ticular eigenvalue is obtained by a suitable choice of |ψ〉. It follows that C(S∗1S2) as given
by Eq. (3.69) coincides with Conv(spec(S∗1S2)), the convex hull of the spectrum of S∗1S2.

Calculating the Fidelity. Now, the fidelity F (Σ1,Σ2) is geometrically the distance
from the origin 0 ∈ C to the set C(S∗1S2). We can determine this distance by simple consid-
erations. All of the eigenvalues of S∗1S2 will lie on the unit circle in C; let γ(Σ1,Σ2) ∈ [0, 2π)
denote the length of the smallest closed arc containing all of the eigenvalues. (Equivalently,
γ(Σ1,Σ2) = 2π− γ̄(Σ1,Σ2), where γ̄(Σ1,Σ2) is the length of the largest of the finitely many
open arcs into which the unit circle is divided by the eigenvalues.) Observe that this quan-
tity indeed depends only on the channels Σ1 and Σ2, and not on the chosen representatives
S1 and S2, since another choice will merely have the effect of rotating the set of eigenvalues
around the origin. It turns out that F (Σ1,Σ2) is a function of γ(Σ1,Σ2) alone:

If γ(Σ1,Σ2) ≥ π, no straight line can strictly separate spec(S∗1S2) from the point 0, and
by a standard result in convex analysis, we must therefore have 0 ∈ C(S∗1S2); consequently,
F (Σ1,Σ2) = 0.

If γ(Σ1,Σ2) < π, all of the eigenvalues lie on one side of some straight line through
0. Now, if C(S∗1S2) consists of a single point (i.e. if γ(Σ1,Σ2) = 0), we clearly have
F (Σ1,Σ2) = 1. If C(S∗1S2) does not consist of sa single point, the infimal distance from 0 to
a point in C(S∗1S2) must be attained on one of those faces of the polytope C(S∗1S2) which is
a straight line segment between two distinct eigenvalues. In fact, by simple trigonometry, it
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must be attained precisely in the midpoint of such a line segment. It is intuitively obvious
that the two eigenvalues, for which this midpoint is closest to 0, are the ones which have
the entire arc of length γ(Σ1,Σ2) between them, say λa and λb. We can also see this
formally: By definition of γ(Σ1,Σ2), any two distinct eigenvalues are separated by an arc of
length α ≤ γ(Σ1,Σ2)(< π). For a pair of points on the circle separated by an arc of length
α ∈ [0, π], the distance from 0 to the midpoint of the line segment between them is given by
cos(α/2). Since this expression decreases as α increases, it follows that indeed the desired
infimal distance is cos(γ(Σ1,Σ2)/2).

Summarising these findings, the fidelity is given by

F (Σ1,Σ2) =

{
cos
(
γ(Σ1,Σ2)

2

)
if γ(Σ1,Σ2) ∈ [0, π)

0 if γ(Σ1,Σ2) ∈ [π, 2π)
= cos(γ(Σ1,Σ2)/2)

+
, (3.70)

where, as usual, u+ := max{0, u} for u ∈ R.
Calculating the Fake Fidelity. As for the fake fidelity, the analysis is also rather

easily carried out using elementary arguments. FF(Σ1,Σ2) is by definition the minimal real
part of a point in the rotated set λC(S∗1S2), for a choice of λ which gives the largest possible
such minimal real part. Again, this quantity turns out to depend only on γ(Σ1,Σ2):

If γ(Σ1,Σ2) < π, then, as observed before, all of spec(S∗1S2) will lie on one side of some
straight line through 0. It is intuitively clear, that the largest possible smallest real part
of a rotation of C(S∗1S2) is in this case coincident with the distance from C(S∗1S2) to 0,
i.e. equals F (Σ1,Σ2)(= cos(γ(Σ1,Σ2)/2)), but a formal argument is also rather simple:
FF(Σ1,Σ2) ≤ F (Σ1,Σ2) always, and FF(Σ1,Σ2) ≥ F (Σ1,Σ2) follows by choosing λ ∈ T
such that the straight line through 0 and some 0-nearest point z0 ∈ C(S∗1S2) becomes
horizontal; z0 will then also be a point with minimal real part, since if z′ ∈ C(S∗1S2) had
strictly smaller real part, then some point on the line segment between z0 and z′ (which
by convexity belongs to C(S∗1S2)) would be strictly closer to 0 than z0 is, contradicting its
choice.

If, on the other hand, γ(Σ1,Σ2) ≥ π, a new situation emerges. In this case, the ro-
tation with the largest possible minimal real part is the one which positions the arc of
length γ(Σ1,Σ2) such that its mid-point is the point 1 ∈ C, or, equivalently, positions the
eigenvalue-free arc of length γ̄(Σ1,Σ2) such that its mid-point is −1 ∈ C (thus with its
endpoints having identical real parts). To see this, simply note that if some choice of λ
yielded a strictly larger minimal real part, say r ∈ (−1, 0], then the rotated set of eigen-
values, λ spec(S∗1S2), would be contained in the half-plane to the right of the straight line
Re(z) = r, and this would imply that the eigenvalue-free arc to the left of this line had length
strictly greater than γ̄(Σ1,Σ2), contradicting its definition. Having established this, we see
by easy trigonometric considerations that the relevant minimal real part is cos

(
γ(Σ1,Σ2)

2

)
,

so that altogether we conclude that, globally for γ(Σ1,Σ2) ∈ [0, 2π), we have

FF(Σ1,Σ2) = cos(γ(Σ1,Σ2)/2). (3.71)

Comparison. We observe the relationship F (Σ1,Σ2) = max{0, FF (Σ1,Σ2)}, which
implies that for γ(Σ1,Σ2) ∈ [0, π) the two fidelities coincide. However, by choosing Σ1

and Σ2 appropriately, we can design the value of γ(Σ1,Σ2) at will – e.g. letting S1 = 1H
and letting S2 have eigenvalues which are spread out suitably along the unit circle. (Note,
though, that since S∗1S2 has at most dimH distinct eigenvalues, the arc length γ(Σ1,Σ2) is
at most 2π− 2π

dimH ). In particular, by choosing γ(Σ1,Σ2) > π the fidelity F (Σ1,Σ2) will be
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constantly 0, whereas the fake fidelity FF (Σ1,Σ2) approaches −1 as γ(Σ1,Σ2) approaches
2π. �

The relationship F (Σ1,Σ2) = max{0, FF (Σ1,Σ2)} observed in Example 3.5.6 for unitary
channels turns out to be no coincidence. To see this, we use a minimax-theorem:

Lemma 3.5.7. (Fake it Till You Make it. )
For any isometric quantum channels Σ1,Σ2 : H → K, it holds that

F (Σ1,Σ2) = max{0, FF (Σ1,Σ2)}. (3.72)

In particular, FF (Σ1,Σ2) = F (Σ1,Σ2) as soon as FF (Σ1,Σ2) ≥ 0.

Proof. Let S1 and S2 be isometries representing Σ1 and Σ2, respectively. As already ob-
served, the set

C(S∗1S2) := {tr(S∗1S2%) | % ∈ D(H)} (3.73)

is a convex compact subset of C. Now, we can write the two fidelities as

F (Σ1,Σ2) = inf
z∈C(S∗1S2)

|z|, (3.74)

FF (Σ1,Σ2) = sup
λ∈T

inf
z∈C(S∗1S2)

Re(λz). (3.75)

Clearly, |z| = supα∈D Re(αz) for any z ∈ C, where D := {α ∈ C | |α| ≤ 1} denotes the
closed unit disc in C, so we really have

F (Σ1,Σ2) = inf
z∈C(S∗1S2)

sup
α∈D

Re(αz). (3.76)

Now, the map (z, α) 7→ Re(αz) is convex-linear in both of its arguments, and both of
the sets C(S∗1S2) and D are convex and compact. Therefore, the order of optimisation can
be interchanged by (e.g.) von Neumann’s minimax-theorem, so in fact

F (Σ1,Σ2) = sup
α∈D

inf
z∈C(S∗1S2)

Re(αz) = sup
r∈[0,1]

sup
λ∈T

inf
z∈C(S∗1S2)

Re(rλz) = sup
r∈[0,1]

r · FF (Σ1,Σ2).

(3.77)

The formula (3.72) now follows, since if FF (Σ1,Σ2) ≤ 0 the last supremum above equals
0, and if FF (Σ1,Σ2) > 0 it equals FF (Σ1,Σ2).

As demonstrated by Example 3.5.6, the condition FF (Σ1,Σ2) ≥ 0 is not a void one. It
turns out, however, that we nevertheless obtain a functional relationship between P� and β,
and with this result we conclude the section:
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Theorem 3.5.8. (P� versus β.)
For any quantum channels Λ1,Λ2, it holds that

sup
Σ1,Σ2

F (Σ1,Σ2) = sup
Σ1,Σ2

FF (Σ1,Σ2), (3.78)

where the suprema range over pairs of compatible Stinespring dilations Σ1 of Λ1 and Σ2

of Λ2. In particular, we have the relationship

√
1− P�(Λ1,Λ2)2 = 1− β(Λ1,Λ2)2

2
, (3.79)

or

P�(Λ1,Λ2) = β(Λ1,Λ2)

√
1− β(Λ1,Λ2)2

4
. (3.80)

Remark 3.5.9. (Ranges and Asymptotics.)
Theorem 3.5.8 shows in particular that as P� goes from 0 to 1, β goes from 0 to

√
2, and

vice versa. Moreover, it shows that the ratio β/P� approaches 1 when they are near 0 (i.e. β
and P� are asymptotically equal near 0), whereas it approaches

√
2 when they are near their

respective maximal values. The approximation P� ≈ β near 0 is even correct to quadratic
order (P� = β − β3/8 +O(β5) in the limit β → 0). z

Remark 3.5.10. (β versus d∞.)
We have previously observed that P� and d� agree on isometric channels. Note that this is
notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot the case for β and d∞: By Example 3.5.6, FF (Σ1,Σ2) can range from −1 to 1, so (by
Proposition 3.5.4) d∞(Σ1,Σ2) can range from 0 to 2. On the other hand, by Theorem 3.5.8
β(Σ1,Σ2) only ranges from 0 to

√
2 as P�(Σ1,Σ2) ranges from 0 to 1, ultimately due to the

collapse of the infimuminfimuminfimuminfimuminfimuminfimuminfimuminfimuminfimuminfimuminfimuminfimuminfimuminfimuminfimuminfimuminfimum over fake fidelities to the infimum over (non-fake) fidelities. z

Proof. The relations (3.79) and (3.80) follow from Eq. (3.78) by Proposition 3.5.4, so we
need only show Eq. (3.78). Since F (Σ1,Σ2) ≥ FF (Σ1,Σ2) always, the inequality ‘≥’ is clear
so it suffices to argue that supΣ1,Σ2

F (Σ1,Σ2) ≤ supΣ1,Σ2
FF (Σ1,Σ2).

Suppose first that supΣ1,Σ2
F (Σ1,Σ2) = 0. It is sufficient to find Σ′1, Σ′2 such that

FF (Σ′1,Σ
′
2) = 0. However, starting from anyanyanyanyanyanyanyanyanyanyanyanyanyanyanyanyany (compatible) Stinespring dilations Σ1,Σ2, the

channels Σ′1 = Σ1 ⊗ ψ1 and Σ′2 = Σ2 ⊗ ψ2 are (compatible) Stinespring dilations for any
choice of pure states ψ1 and ψ2 on the same system. In particular, if ψ1 and ψ2 are chosen
perfectly distinguishable (〈ψ1|ψ2〉 = 0), then

FF (Σ′1,Σ
′
2) = FF (Σ1 ⊗ ψ1,Σ2 ⊗ ψ2) = sup

λ∈T
inf

%∈D(H)
Re[λ tr(〈ψ1|ψ2〉S∗1S2%)] = 0, (3.81)

as desired.14
Next, suppose that supΣ1,Σ2

F (Σ1,Σ2) > 0. We show that for any Σ1,Σ2 with F (Σ1,Σ2) >
0, we must have FF (Σ1,Σ2) ≥ 0 and thus by Lemma 3.5.7 FF (Σ1,Σ2) = F (Σ1,Σ2); this
will imply that supΣ1,Σ2

FF (Σ1,Σ2) ≥ supΣ1,Σ2
F (Σ1,Σ2). To this end, observe that the

14In this argument lies incidentally the reason why it is possible to have β(Σ1,Σ2) < d∞(Σ1,Σ2) for
isometric channels Σ1 and Σ2.
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assumption F (Σ1,Σ2) > 0 implies by Eq. (3.74) that 0 /∈ C(S∗1S2). As the set C(S∗1S2) ⊆ C
is convex, it must therefore be entirely contained in the half-space defined by some straight
line in C through 0. This means, however, that for some λ ∈ T, the rotated set λC(S∗1S2)
is contained in the specific half-space {z ∈ C | Re(z) ≥ 0}, and consequently we must by
Eq. (3.75) have FF (Σ1,Σ2) ≥ 0, as claimed.

3.6 Summary and Outlook
In this chapter, we have seen a general definition of topological and metric theories. We have
discussed the properties ofmonotonicity (Definition 3.2.2) and dilationality (Definition 3.3.1)
of a metric, and reformulated the latter in terms of a ‘Generalised Uhlmann Property’
(Proposition 3.3.6). This reformulation reveals in particular why monotone metrics in CIT
(and cartesian theories) are bound to be automatically dilational, a phenomenon which
might explain why the property of dilationality was only properly installed in metrics on
QIT fairly recently ([TCR10]).

In Section 3.4, we saw how the concept of purifiability can be used to overcome the
challenges that a priori surround the construction of a (monotone) dilational metric from
a monotone one, and this led to the idea of purified distances. In particular, the purified
diamond-distance, P�, was introduced, a metric which has to the best of my knowledge
not been considered before, but whose generalisation from the purified distance for states
([TCR10, Tom12]) is fairly straightforward. In Section 3.5, we compared the metric P� to
the Bures distance β of Refs. [KSW08a, KSW08b], with the main conclusion that the two
metrics share their most characteristic properties but differ in their relation to the formal-
ism of quantum information theory. We also found an explicit quantitative relation between
P� and β (Theorem 3.5.8), which entails that they are asymptotically equal when they are
small, but can deviate for larger values.

The most important sense in which Chapter 3 is open-ended is probably by virtue of
circumstances which we shall only come to see in the two last chapters of the thesis: Namely
that it is unclear how to appropriately adapt the metric theory to the setting of causal
channels and causal dilations of Chapter 4, and by extension that of quantum self-testing
in Chapter 5 (I will comment briefly on these issues in due time).

By itself, however, Chapter 3 leaves open the following problems:

1. Can dilational metrics be constructed by a general scheme from monotone metrics d on
theories which are not necessarily purifiable? For example, does Open Problem 3.3.8
have an affirmative answer?

2. Does Theorem 3.5.2 generalise to give a non-trivial bound on d̆ in terms of d for
general monotone metrics d on purifiable theories? Can for example arguments of
Refs. [KSW08a, KSW08b] (which are based on a minimax-theorem) be somehow
abstracted to the general setting?
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Chapter 4

Contractible Theories and Causal
Dilations

§1. Introduction and Outline.
So far, we have considered channels T : X→ Y in a theory as more or less equivalent to their
underlying transformations T : X → Y, and as such as processes which produce on a given
input from the system X an output in the system Y. This perception, however, is too crude
to adequately model a real physical device with input interface X and output interface Y.
Indeed, in such a device it may be the case that some ports in Y deliver an output already
when a strict subset of the ports in X have been fed with an input. We shall encode this
idea in a causal specification, a map C which associates to each output port y ∈ ports(Y)
a set C (y) ⊆ ports(X), thought of as the causes of y, namely the precise set of ports which
require input before the output at y is available. A pair (T,C ) consisting of a channel T
and a causal specification C will be called a causal channel.

Causal channels force us to re-examine our understanding of dilations. If the ports in
the accessible interfaces take part in an intricate causal relationship, then the ports in the
hiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhidden interfaces are involved in that relationship too. This leads to the notion of a causal
dilation of (T,C ) : X→ Y, which is simply a causal channel (L,E ) : X ∪ D→ Y ∪ E whose
Y-marginal factors as (T,C ) 8 trD (in a sense which suitably accounts for causality). A
causal dilation is meant to capture a ‘causally structured side-computation’ in the presence
of (T,C ); if we understand the causal dilations of (T,C ), we understand every way in which
it may be immersed in its environment.

In a sense this chapter improves the causality-free theory of dilations introduced in Chap-
ter 2. This is not to say that the theory of that chapter is rendered obsolete, merely that
it is realised as the special case of a more general and stable framework. As often, greater
generality does not necessarily entail greater versions of the same results, but rather entails
differentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferent types of results, due to a shift in focus. In particular, having introduced the causal
version of the dilational ordering (Definition 4.3.14) it will quickly become clear that its
higher complexity makes it much harder to confine by dilational axioms. For example, the
existence of complete (causal) dilations will cease to be a property of the theory in question,
and instead becomes a property of the (causal) channelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannel in question. In fact, the existence
of a complete dilation will be coined as rigidity of the channel (Definition 4.4.3), and as we
shall see in Chapter 5 this property is more or less the hallmark of quantum self-testing.
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Causal Channels and Constructibility. We start in Section 4.1 by defining the
concept of a causal channel, consisting of a channel T together with a causal specification
C . The most obvious way in which a causal specification emerges, is when the channel
is represented by means of diagram like the following (each wire representing a simple
interface):

T1

y1

x1

T2

y2

x2
T3

y3

T4 y4

T5x3 y5

. (4.1)

The channel T is the total channel resulting from the appropriate composition of T1, . . . , T5,
and the causal specification C is the one that associates to yj the set of those xi from which
a directed path from left to right leads to yj . For example, C (y2) = C (y3) = {x1, x2} and
C (y4) = ∅. By properties of the trashes, C encodes a collection of non-signalling conditions
to which T complies; for any subset J ⊆ ports(Y), T is necessarily non-signalling from the
interface X|ports(X)\C (J) (the ‘non-causes’ of J) to the interface Y|J. This observation tempts
us to define, abstractly, a causal channel as any pair (T,C ) : X → Y with T : X → Y a
channel and C an additive function from subsets of ports(Y) to subsets of ports(X), such
that T adheres to the non-signalling conditions suggested by C .1 If a causal channel can be
realised using a diagram as above, we will call it constructible, and though the constructible
causal channels will be the most important, not all imaginable causal channels are con-
structible (e.g. the Popescu-Rohrlich box from Example 2.1.15 is inconstructible in QIT
when equipped with its natural causal specification). Causal channels can be composed se-
rially and parallelly, with causal specifications composing in the obvious way, and this leads
to the category of interfaces and causal channels (Definition 4.1.19), which will constitute
our final model for physical devices.

Notions of Contraction. Whereas there is nothing inconsistent about reducing the
information of a network of channels like (4.1) to the information of the causal channel
(T,C ), it is utterly unobvious that this reduction is reasonable. Specifically, it is unclear
that we do not thereby lose the possibility of forming contractions of the network, that is,
feeding an output to one of the inputs as long as this does not create any cycles in the
network. For example, it would seem as if we should be able to feed the output at y4 to any
of the input ports x1, x2 or x3, or that of y5 to x2 or x3 (provided that the corresponding
systems match), but it is not trivial that the resulting causal channel can be obtained from
knowledge of (T,C ) alone. Indeed, not only does the skeleton of the network (which we
will call a stencil) not determine the channels T1, T2, . . . , T5 uniquely, it might also be that
several different stencils can be used to represent (T,C ). In Section 4.2 we will see that
one cancancancancancancancancancancancancancancancancan define an unambiguous notion of contraction, provided that the underlying theory
Θ has universal dilations (Theorem 4.2.6). This is one of the main results of this chapter,

1Importantly, T might enjoy further non-signalling conditions than those implied by C , and as such the
specification C cannot be derived from knowledge of T but rather formalises how causality is perceivedperceivedperceivedperceivedperceivedperceivedperceivedperceivedperceivedperceivedperceivedperceivedperceivedperceivedperceivedperceivedperceived (cf.
Example 4.1.7).
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and I consider it quite remarkable. In the case of QIT, the statement follows already by
the work of Ref. [CDP09], but the proof given here is conceptually simpler and evidently
has much larger scope, as it encompasses all universal theories (in particular CIT and all
cartesian theories).

The operation we obtain from the concrete contraction of wires will be called the standard
notion of contraction. It turns out that, similarly to the way in which causal channels can be
abstracted beyond constructible ones, the standard notion of contraction can be extended to
abstract notions of contraction, operations defined axiomatically on causal channels which
swallow (‘contract’) pairs of input and output ports and yield causal channels between the
remaining interfaces. This is beneficial because, as detailed in the beginning of Section 4.2.B,
our construction of the standard notion of contraction will be sensitive to somewhat inessen-
tial particularities. The abstract notion is more stable, and also more widely applicable, e.g.
in a thin theory a contraction is essentially a cancellationcancellationcancellationcancellationcancellationcancellationcancellationcancellationcancellationcancellationcancellationcancellationcancellationcancellationcancellationcancellationcancellation in the corresponding monoid.
Finally, abstract notions of contraction will be realised to be a generalisation of traces in
symmetric monoidal categories as introduced by Ref. [JSV96].2

A notion of contraction, abstract or standard, is not merely additional to the operations
of serial and parallel composition in a theory; it actually obviates the serial composition: If
X (T,C ) Y and Y (S,D) Z are causal channels, then their serial composition can

be constructed from their parallel composition
X (T,C ) Y

Y (S,D) Z
simply by contracting the

interface Y. This not only conceptually simplifies the complexity of operations in a theory,
but is also technically simplifying in proofs.

Climax: A Hierarchy of Causal Dilations. With causal channels and contrac-
tions in place, we can in Section 4.3 elevate the theory of dilations to its full potential.
Causal dilations of X (T,C ) Y are simply causal channels X

(L,E )
Y

D E
such that

X
(L,E )

Y
D E tr

=
X (T,C ) Y

D tr
, a condition which is visually similar to that of dila-

tions in Chapter 2, but is now a condition among causalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausal channels (Definition 4.3.1). Again,
the interpretation is that the interfaces X and Y are open or accessible for us to probe,
establishing that we interact with (T,C ), and the dilation (L,E ) signifies a way in which
the functionality described by (T,C ) is actually causally immersed in a larger environment,
whose interfaces D and E are inaccessible to us. The causal-dilational order which we will
synonymously refer to as derivability in the environment (Definition 4.3.14) rectifies the
dilational ordering of Chapter 2. It formalises the intuition that some dilations can be
derived from others by operations in the environment; this time, however, we keep track
of the causal order and we have at our disposal not only serial and parallel composition,
but also contractions. This finally makes it possible to treat also two-sided dilations in a
satisfactory manner. Precisely, we will render a dilation X

(L,E )
Y

D E
equivalent to the

dilations
X

(L,E )
Y

D E

A (G,B) B
, with (G,B) an arbitrary causal channel; a dilation (L′,E ′) is

then derivable from (L,E ), if a dilation equivalent to (L,E ) is can be contracted along some
ports to yield a dilation equivalent to (L′,E ′). The intuition is that, in the environment, it
is possible to construct a network of channels which when coupled suitably to the dilation
(L,E ) yields the dilation (L′,E ′).

2Admittedly, I only became aware of this work a short time ago.
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The definition of this relation raises an interesting question: Is it necessarily the case
that the contraction of ports in a causal dilation of (T,C ) yields another causal dilation
of (T,C )? Though this is not formally implied by the definition, a result of this kind is
desirable as it consolidates the concept of causal dilations. It is also operationally relevant,
since, if false, the agents controlling the environment are not free to perform operations on
the hidden interfaces without the risk that these become detectable at the open interfaces.
That it should actually be the case is, however, far from obvious (and as demonstrated by
Example 4.3.12 it is almost false), and the most interesting result of Section 4.3 is therefore
the proof that causal dilations areareareareareareareareareareareareareareareareare actually stable under contractions in the environment
(Theorem 4.3.13).

Section 4.3 also contains results to the effect that causal dilations are stable under par-
allel compositions and contraction of the openopenopenopenopenopenopenopenopenopenopenopenopenopenopenopenopen interfaces (in combination, these two results
subsume serial compositions of open interfaces); those results (Theorem 4.3.24 and Theo-
rem 4.3.25) are of course also necessary for the concept of causal dilations to be well-behaved,
but they are expectable and less subtle.

Completeness, Rigidity and Density Theorems. In stark contrast to the dilational
ordering that arose in the causality-free setting of Chapter 2, axiomatic regularity of the
causal-dilational ordering seems to escape into thin air. In Section 4.4 we will scratch the
surface, by mostly focusing on special cases. The goal is once again to understand the large
dilations w.r.t. the causal-dilational ordering, and we do this by means of density theorems.
A class D of causal dilations of (T,C ) is said to be dense if every dilation of (T,C ) is
derivable from some dilation in D. A density theorem asserts the density of a particular
class of dilations. Obviously, the smaller the class, the better the theorem.

The ultimate density theorem asserts the density of a class containing just a single di-
lation (K,F ), that is, it asserts that the dilation (K,F ) is a complete causal dilation. In
general, however, causal channels will not have complete dilations, and the various dilations
in the dense class will reflect genuinely different ways of implementing (T,C ) across the hid-
den interfaces. In fact, if (T,C ) has a complete dilation we will call it rigid (Definition 4.4.3),
and in Chapter 5 we will see the relation of this notion to quantum self-testing.

In a cartesian theory, every causal channel turns out to be rigid (Theorem 4.4.12), but
already in the theory CIT rigidity fails in the simplest cases – for example, we will finally
see why the ‘bit refreshment’ channel from the general introduction is not rigid. Indeed,
density theorems for CIT (Theorem 4.4.15 and Theorem 4.4.22) suggest that to study the
causal-dilational ordering in CIT is essentially to study the various convex decompositions
of channels, and in particular rigidity occurs if certain decompositions are unique (Corol-
lary 4.4.17 and Corollary 4.4.24).

§2. Comparison to Existing Literature.
On Causality. The modelling of causality constitutes a vivid field of study in quantum

foundations. Whereas much modern interest is directed towards finding a framework of ‘in-
definite causal structure’ in which causality is malleable and even quantumly super-posable
([Har07, OCB12, CDPV13, Bru14]), we consider exclusively the setting of fixed causal struc-
tures, e.g. as represented by the network (4.1). The main technical obstacle in treating such
networks is that it is cumbersome – boarding unfeasible – to keep track of the individual
channels of the network and their intricate connections. This problem was solved in the
theory QIT by the framework of quantum combs ([CDP09]), which demonstrated that a
network of quantum channels can be summarised by a linear operator bearing witness only
to the open ports that enter and exit the network. This linear operator is obtained from
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the network by means of the Choi-Jamiołkowski isomorphism, and connecting two networks
can be achieved by a binary operation among these linear operators.

The framework proposed here – namely the approach of summarising the network by a
pair (T,C ) – was developed also with the motivation of reducing complexity. In comparison
to Ref. [CDP09], it distinguishes itself by the following traits:

1. A network such as that in Eq. (4.1) is summarised not by means of a linear operator
which happens to exist by virtue of the Choi-Jamiołkowski representation, but rather
by its actual input-output behaviour as a channel, T , along with a specification, C ,
of which inputs cause which outputs. This is conceptually and mathematically less
awkward, and it broadens the scope to arbitrary theories.

2. The connection of two or more networks is defined not by a binary operation, but rather
is derived from parallel composition along with an operation on a single network,
namely contraction. The existences of these two operations are equivalent (since a
contraction of a network can be viewed as coupling it to one consisting of identity
channels), but for our purposes the approach in terms of contractions supports a
cleaner presentation and method of proof.

3. The well-definedness of the contraction operation (or, equivalently, the composition
of networks) is proved not using features of the Choi-Jamiołkowski representation,
but rather employing universal dilations (Definition 2.4.1). As such, the approach
immediately lends itself to all universal theories.

There is also a difference in spirit between the approach here and that of Ref. [CDP09].
Indeed, the main objective of the latter work is that of determining what is the class of
transformations that a given network can undergo by combining it with other networks.
This starts with the observation that quantum channels are the admissible transformation
of statesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstatesstates, and that networks with one ‘open slot’ (a so-called 1-comb) are the admissible
transformations of channelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannels; the authors then proceed to define an entire hierarchy of (n+1)-
combs which act on n-combs. In contrast, the approach taken here is rooted in the viewpoint
that all these transformations can be realised in a flat, non-hierarchical structure, in which
contraction is a simple operation performed in a single network.

Ref. [KU17] has also introduced a framework for arguing about causality in general
categorical terms; it too is based on the hierarchical viewpoint of Ref. [CDP09] (as distilled
in Ref. [Per17]). Putting that difference aside, it compares to the framework introduced in
this chapter by being more general in that it is able to treat indefinite causal structures as
mentioned above, but less general in that it requires (among other things) transformations
in the category to be determined by their action on states, and the category itself to be
compact closed. In fact, this assumption is used to establish essentially an equivalent of the
Choi-Jamiołkowski representation which then facilitates a treatment analogous to that of
Refs. [CDP09, Per17].

Finally, all of the above comparisons pertain to the constructible causal channels and
the standard notion of contraction only. As already mentioned, the framework introduced
here accommodates causal channels of a more abstract character, and notions of contraction
which are not necessarily physically realisable but more mathematical. It is my hope that
this yields a more stable theory which might find applications elsewhere.

On the Term ‘Causal Channel’. Ref. [BGNP01] and off-spring work (e.g. Ref.[ESW02])
define the term ‘causal channel’ in a setting which can be seen as an extremely special case
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of ours: Namely, a bipartite-bipartite quantum channel X1
Λ
Y1

X2 Y2

is called causal if

it is non-signalling from x1 to y2 and from x2 to y1. In our language, this is simply to say
that Λ is compatible with the specification C given by C (y1) = {x1} and C (y2) = {x2}.

Contractions and Traced Monoidal Categories. Ref. [JSV96] introduced the no-
tion of a traced (symmetric) monoidal category, namely a (symmetric) monoidal category
equipped with an additional operation on channels generalising the trace in the symmetric
monoidal category (Vectk,⊗, k). More precisely, a trace in the sense of Ref. [JSV96] maps

channels X
T

Y

Z Z
to channels X T ′ Y by means of an operation which coheres

to certain natural conditions. It turns out what is defined in this chapter as notions of
contraction (Definition 4.2.8) can be seen a generalisation of such traces, as detailed in Re-
mark 4.2.16. The generalisation consists in not requiring total domain for this operation,
reflecting the situation that not necessarily any pair of wires is contractible just because
they correspond to the same system. (For example, the output at Z might require the input
at Z to be given first.) This generalisation may seem like an obvious one, but subtlety
resides in the fact that those coherence conditions must now also specify the relationship
between domains. (In a similar fashion, the generalisation from bounded linear operators
to unbounded operators cannot be done mindlessly, but must consider what should be e.g.
the domain of the operator A+B given the domains of A and B.)

§3. Contributions.
The original contributions of this chapter are the following:

1. Defining the notion of a causal channel (Definition 4.1.3), in particular providing
a general and conceptually simple way of thinking about complicated networks of
channels in a theory as so-called constructible causal channels (Definition 4.1.15).

2. Establishing the operation of contractions of causal channels (Theorem 4.2.6) which
offer a technically simple alternative to other frameworks ([CDP09, KU17]), and ab-
stracting it to notions of contraction, which generalise traces in a symmetric monoidal
category as introduced in Ref. [JSV96] (cf. Remark 4.2.16).

3. Introducing the concept of causal dilations (Definition 4.3.1) of a causal channel, which
model the various possible environments in which the channel may be causally im-
mersed, and defining a version of the dilational ordering for causal channel, derivabil-
ity (in the environment), which models the relative strength of such dilations (Defi-
nition 4.3.14). A number of stability results about causal dilations and derivability
ordering is proved, most surprisingly the fact that the property of being a dilation is
preserved under derivability (Theorem 4.3.13).

4. Giving a general definition of rigidity of a causal channel in terms of complete causal
dilations (Definition 4.4.3), and establishing density theorems in some example theories
(Section 4.4), in particular clarifying the meaning of rigidity in cartesian theories and
in the classical information theory CIT.
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§4. The Metric Aspect.
In Chapter 3 was rolled out a general theory of metric structure in theories. As with

dilations, it is only reasonable to revise this theory in light of the shift from channels to
causal channels. I shall not take on such a revision here, but rather leave it for future work.
It seems that there there are basically two challenges to overcome.

First of all, whereas it is sensible to leave the property of parallel invariance of metrics
unchanged in the causal setting, the serial monotonicity should be upgraded to monotonicity
under contractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractions; if we take seriously the idea that a contraction is a valid operation that
can be performed, and if a metric is to abstractly quantify distinguishability between two
causal channels, this is only logical. It is probably easy to define such a contractually
monotone metric by forming a supremum over various contractions, but it would seem
difficult to calculate.3 A related idea has also been considered in Ref. [CT09], and in Ref.
[CDP09] in the concept of comb distance (herein, a formula is derived).

Secondly, since the concept of dilations has changed, so should the concept of dilationalitydilationalitydilationalitydilationalitydilationalitydilationalitydilationalitydilationalitydilationalitydilationalitydilationalitydilationalitydilationalitydilationalitydilationalitydilationalitydilationality
for a metric on causal channels. We do not have an equivalent of Proposition 3.3.6 to guide
us, since we generally lack complete causal dilations, and it is not obvious how (or even in
what sense) dilationality can be achieved.

3Note that e.g. the variational distance d1 on CIT is not contractually monotone already.
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4.1 Causal Channels and Constructibility
In this section, we define causal channels and consider some basic examples. An especially
tangible and important class of causal channels is that of constructible causal channels,
which is meant to formalise the class of causal channels which can actually be ‘built’ in the
real world.

4.1.A Causal Specifications and Causal Channels
A causal channel (T,C ) : X → Y consists of two parts, a channel T : X → Y and a causal
specification C . The channel represents the input-output behaviour without any regards to
causality, and the specification specifies the causal relationships between the ports of X and
Y.

Definition 4.1.1. (Causal Specifications.)
Let X and Y be interfaces in Θ. A causal specification from X to Y is a map C : P(ports(Y))→
P(ports(X)) such that

• C (∅) = ∅ and

• C (J1 ∪ J2) = C (J1) ∪ C (J2) for any J1, J2 ⊆ ports(Y).

We write C : X→ Y to denote that C is a causal specification from X to Y. �

Remark 4.1.2. (Specifying a Specification.)
The additivity requirement C (J1 ∪ J2) = C (J1) ∪ C (J2) implies that C is determined by its
value on single ports, C ({y}). We tend to write C (y) rather than C ({y}), and by additivity
we thus have C (J) =

⋃
y∈J C (y) for any J ⊆ ports(Y).

z

Given an interface Z, the subsets of ports(Z) are in natural correspondence with the
sub-interfaces of Z. To ease notation, we might therefore sometimes think of a causal
specification as being defined on sub-interfaces rather than subsets of port names, as in the
following definition:

Definition 4.1.3. (Causal Channels.)
Let T : X→ Y be a channel in Θ, and C : X→ Y a causal specification. T and C are said
to be compatible if for any sub-interface Y0 ⊆ Y, T is non-signalling from X \ C (Y0) to Y0,
i.e. there exists a channel T ′ : C (Y0)→ Y0 such that

C (Y0)
T

Y0

X \ C (Y0) Y \ Y0 tr
=

C (Y0) T ′ Y0

X \ C (Y0) tr
. (4.2)

A causal channel from X to Y is a pair (T,C ) consisting of a channel T : X → Y and a
compatible causal specification C : X→ Y. �

To verify that a channel T is compatible with a causal specification C , one must in
principle check 2|Y| non-signalling conditions, one for each sub-interface of Y (though they
are always trivial for the sub-interfaces I and Y). If the theory Θ has states on every system,
it actually suffices to check the condition for simple sub-interfaces, reducing the number to
|Y|, but this can still be cumbersome. An important class of examples of causal channels is
therefore those which are visually presented in such a way that the non-signalling conditions
are obvious:
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Example 4.1.4. (A Generic Causal Channel.)
In any theory Θ, the channel T given by

T1

Y1

X1 Z
T2

Y2

X2
T3

W Y3

T4

U V
Y4

S
T5X3 Y5

(4.3)

for suitably composable channels T1, . . . , T5 is compatible with the causal specification C
that arises from ancestry in the network, when thinking of it as a directed (from left to right)
graph. Precisely, C is given by C (yj) = {x1, x2} for j = 1, 2, 3, C (y4) = ∅ and C (y5) = {x3}.
The non-signalling conditions follow from properties of the trashes (Lemma 1.1.15), which
in each case eliminate those input ports which are not ancestral to the non-trashed output
ports. �

Example 4.1.5. (Bell-Channels.)
Recall from Example 2.1.14 that a (bipartite) Bell-channel is a channel T of the form

XA
TA

YA

s

TBXB YB

. (4.4)

We may augment it to a causal channel by defining the specification C again by ancestry
in the network: C (∅) = ∅, C (yA) = {xA}, C (yB) = {xB} and C ({yA, yB}}) = {xA, xB}. �

It is important to realise that a channel T may enjoy non-signalling conditions which
are additionaladditionaladditionaladditionaladditionaladditionaladditionaladditionaladditionaladditionaladditionaladditionaladditionaladditionaladditionaladditionaladditional to those implied by a given compatible specification C . As such, the causal
specification is an integral part of a causal channel (T,C ) and cannot be derived from T
itself:

Example 4.1.6. (Primitive Causal Channels.)
AnyAnyAnyAnyAnyAnyAnyAnyAnyAnyAnyAnyAnyAnyAnyAnyAny channel T : X→ Y is compatible with the primitive specification C0 : X→ Y, according
to which C0(J) = ports(X) for all non-empty subsets J ⊆ ports(Y). A causal channel (T,C0)
is called primitive if it is equipped with the primitive specification C0. Intuitively, the
primitive specification expresses that the all ports of X must be fed with an input before
any outputs appear at Y. This causal specification reflects how we implicitly thought of
channels in all preceding chapters. �

Example 4.1.7. (One-Time Pad.)
Let P be the channel in CIT given by

m {0, 1}
XOR

{0, 1} c

κ
{0, 1}
{0, 1} k

, (4.5)
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where κ is the state on {0, 1}×{0, 1} given by κ = 1
2δ0⊗δ0 + 1

2δ1⊗δ1 (i.e. κ is two copies
of a uniformly random bit), and where XOR is the ‘exclusively OR’, i.e. the deterministic
function which adds the inputs modulo 2. The channel P represents the so-called one-time
pad, a cryptographic device used for encryption (see any introductory book on cryptography,
e.g. [HPS08]). In the one-time pad, a key bit is chosen at random and copied; one copy of
the key bit is kept in memory (the k-port) for later decryption, and the other copy is used
to decide on whether or not to apply a bit flip on the message bit coming in at the m-port,
thus obtaining an encrypted cipher bit at the c-port. Clearly, we want to equip P with the
causal specification that arises from ancestry: m is a cause of c, and k has no causes. And
indeed, this specification is guaranteed to be compatible with P : Trashing the c-port results
in a trash on the m-port.

However, the entire point of the one-time pad is that trashing the k-portk-portk-portk-portk-portk-portk-portk-portk-portk-portk-portk-portk-portk-portk-portk-portk-port also results in a
trash of the m-port, that is, to an individual who does not know the key bit, the cipher bit
will look completely random, independently of the message bit that was to be encrypted.
Thus, the channel P is non-signalling from the input port to either of its output ports. In
fact, the channel P is even symmetric under permutation of the two output ports: One
cannot tell which bit is the key bit, and which is the cipher bit. Asymmetry between the
ports only arises in the presence of a chosen causal specification, and that specification is
not derivable from the input-output behaviour of the channel P itself.

�

What the above examples demonstrate is that causal specifications are not merely about
non-signalling conditions, but rather about how causality is perceived.

Before proceeding, let us consider three more examples of causal channels.

Example 4.1.8. (‘Linked’ Parallel Composition.)
Let X1 T1 Y1 and X2 T2 Y2 be channels in Θ, and consider their parallel compo-
sition

X1
T
Y1

X2 Y2

:=
X1 T1 Y1

X2 T2 Y2

. (4.6)

Of course, we can equip T with the causal C specification that arises from the ancestry
on the right hand side (C (y1) = {x1} and C (y2) = {x2}), but T is also compatible with
another causal specification, namely C ′ given by C ′(y1) = {x1} and C ′(y2) = {x1, x2}. (In
general, enlarging the cause sets of a compatible specification yields another compatible
specification.) According to the specification C ′, the output at y1 occurs as soon as x1 has
been fed with an input, but the output at y2 requires both x1 and x2 to be given an input
before it shows any output.

Though (T,C ) is not the causal channel whose causality derives from ancestry in the
network from (4.6), it does arrive from the ancestry in a different network, namely

X1
T1

Y1

1
T2X2 Y2

, (4.7)

where 1 is the trivial system. In effect, the trivial system acts to stall the execution
of T2 until T1 has been applied. These two alternative depictions would not have been
clear without the pedantic discussion about interfaces and channels versus systems and
transformations in Section 1.3.B. �
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Example 4.1.9. (States and Trashes as Causal Channels.)
If a causal (T,C ) : X→ Y has trivial output interface, Y = I, the specification can only be
the one given by C (∅) = ∅, and its channel T must be trX. Similarly, when its input interface
is trivial, X = I, its specification must be given by C (J) = ∅ for all J ⊆ ports(Y) and its
channel T must be a state. In short, trashes and states have unique causal specifications
when thought of as channels to, respectively from, the trivial interface. (Incidentally, these
unique specifications are in both cases primitive.)

However, we need not think of a trash as mapping to the trivial interface, nor of a state
as mapping from it. For instance, we can write a trash trZ as

Z tr 1 (4.8)

and give it the (primitive) causal specification T according to which T (1) = z. As such,
the output port becomes an indicator for whether or not something was trashed. Similarly,
a state s on Y can be represented by the channel

1 s Y , (4.9)

and when endowed with the (primitive) specification S given by S (y) = 1, the input
port becomes an activator for the state, releasing it at the output port.

Of course, indicators and activators can act in intricate ways, indicating or activating
only a subset of ports. Also, they can be mounted to any sorts of channels, not just trashes
and states (indeed the stalling phenomenon from Example 4.1.8 can be seen as an example
of this).

�

Example 4.1.10. (The Popescu-Rohrlich Box as a Causal Channel.)

Recall the PR Box from Example 2.1.15, the classical channel
xA {0, 1}

P
{0, 1} yA

xB {0, 1} {0, 1} yB
deter-

mined by the probability distributions (P xA,xB)xA,xB∈{0,1} given by

P xA,xB(yA, yB) =

{
1
2 for yA ⊕ yB = xA · xB
0 for yA ⊕ yB 6= xA · xB

, (4.10)

with ⊕ denoting addition modulo 2. We saw there that this channel was non-signalling
from xA to yB and from xB to yB, and as such it is compatible with a local causal specification
C , namely the one given by C (yi) = {xi} for i = A,B. Thus, we have a causal channel (P,C ).

�

4.1.B Constructible Causal Channels
All of the above examples of causal channels, with the exception of the PR box in Exam-
ple 4.1.10, were presented by means of a network of channels which defined simultaneously
the channel and its causal specification. We now discuss how to formalise this idea in the
concept of a constructible causal channel.

To exemplify, consider the depiction
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T1

Y1

X1 Z
T2

Y2

X2
T3

W Y3

T4

U V
Y4

S
T5X3 Y5

(4.11)

from Example 4.1.4. It is comprised of two pieces of information. One of them is purely
graph-theoretic, namely the stencil

•
• •
• •

•

• •

(4.12)

(directed from left to right). The other piece of information rests upon the theory Θ, namely
the filling, which assigns to each wire a simple interface in Θ and to each box a suitably
compatible channel between the adjacent interfaces.

A general stencil can be described by a directed acyclic graph (for short, DAG), in which
we distinguish two kinds of vertices; boxes, which are vertices to be filled with a channel,
and ports (represented in (4.12) by bullets):

Definition 4.1.11. (Stencils.)
A stencil is a triple (G,Win,Wout), where4

- G is a finite, non-empty DAG with no isolated vertices;

- Win is a set of edges in G, each of which comes from a source in G that has no other
outgoing edges;

- Wout is a set of edges in G, each of which go to a sink in G which has no other incoming
edges.

An edge in G is called a wire. The edges in Win are called input wires and the edges in
Wout are called output wires. A vertex which is the source of a wire in Win, or the sink of a
wire in Wout, is called a port, and every other vertex in G is called a box.

�

The reader is encouraged to consider how these notions pan out in the example illus-
trated by Eq. (4.12).

4Recall that a source in a directed graph is a vertex with no incoming edges, and that a sink is a vertex
with no outgoing edges. An isolated vertex is a vertex which is both a source and a sink.
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By abuse of notation, we use the symbol G to represent the whole stencil (G,Win,Wout),
and we writeW(G), B(G),Win(G) andWout(G) and to denote respectively the sets of wires,
boxes, input wires and output wires in the stencil.

Let us also denote, for a box b ∈ B(G), by In(b) and Out(b) the set of wires which go to,
respectively from, b. Fillings of a stencil are now straightforward to define:

Definition 4.1.12. (Stencil Fillings.)
Let Θ be a theory. A Θ-filling of the stencil G is a pair F = ((Zw)w∈W(G), (Tb)b∈B(G)),
where

1. (Zw)w∈W(G) is a collection of simple interfaces in Θ, indexed by the wires w ∈ W(G);
we require that Zw and Zw′ can only be identical if a path in G leads from w to w′,
or from w′ to w.

2. (Tb)b∈B(G) is a collection of channels in Θ, indexed by the boxes b ∈ B(G), such that
Tb is a channel from the interface

⋃
w∈In(b) Zw to the interface

⋃
w∈Out(b) Zw.

�

Remark 4.1.13. The requirement about distinctness of the simple interfaces Zw is so as
to ensure that on the one hand identical interfaces are never composed in parallel (that was
explicitly forbidden), while on the other hand an input wire and output wire may correspond
to the same interface. z

Now, it is intuitively clear that a stencil G together with a filling F defines in a natural
way a total channel

F[G] :
⋃

w∈Win(G)

Zw →
⋃

w∈Wout(G)

Zw (4.13)

from the interface of input wires to the interface of output wires. We will call F[G] the
value of F on G. The formal groundwork needed for this construction, however, is tedious,
and the reader is referred to the original work of Ref. [JS91] for the details.

We can now give a more precise definition of what is meant by a constructible causal
channel. For vertices v′ and v in a directed graph G, it is customary to write v′ → v if there
is a path in G from v′ to v. We shall write also w′ → w for wireswireswireswireswireswireswireswireswireswireswireswireswireswireswireswireswires (edges) w′ and w, if there
is a path in G which includes the wire w′ before the wire w (or if w′ = w). As such, for any
output wire w ∈ Wout(G), the set

AG(w) := {w′ ∈ Win(G) | w′ → w} (4.14)

is the set of input wires ancestral to w.

Definition 4.1.14. (Stencil-Representability.)
Let G be a stencil. We say that a causal channel (T,C ) : X → Y in Θ is representable
on G if there exists a Θ-filling F of G such that (T,C ) = (F[G],CG), where F[G] is the
value of F on G, and where CG is the causal specification given by ancestry in G, i.e.
CG(Zw) =

⋃
w′∈AG(w) Zw′ for w ∈ Wout(G), with AG as in Eq. (4.14). �

Definition 4.1.15. (Constructible Causal Channels.)
A causal channel is called constructible if it is representable on some stencil. �
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It is not a priori clear that there even exist examples of causal channels which are notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot
constructible. Observe however the following: If a channel XA

T
YA

XB YB
is compatible with

the local causal specification C given by C (yi) = {xi}, and if (T,C ) is constructible, then T

must be a Bell-channel, i.e. of the form

XA
TA

YA

s

TBXB YB

. For now, I leave a formal graph-

theoretic argument to the reader (since we will see in the next subsection an alternative
proof technique by an induction principle, cf. Example 4.1.27), but the idea is basically that
if (T,C ) is representable on G and if G is chosen to have a minimal number of boxes among
all such stencils, then one can argue by contradiction that G must be either

, , , or , (4.15)

and in either case T is a Bell-channel.

This observation immediately shows that the classic counterexamples to being a Bell-
channel are in fact counterexamples to constructibility:

Example 4.1.16. (Inconstructibility of the Popescu-Rohrlich Box in QIT.)
The PR box is inconstructible in QIT when given the local specification from Exam-
ple 4.1.10. This is because, as mentioned in Example 2.1.15, it follows from the work
of Cirelson ([Cir80]) that the PR box does not have the form of a Bell-channel in QIT. �

Example 4.1.17. (Inconstructibility of the CHSH-Behaviour in CIT.)
As mentioned in Example 2.1.14, the work of Ref. [Bel64], as simplified in Ref. [CHSH69],
gives an example of a Bell-channel in QIT which has classical inputs and outputs but is not
a Bell-channel, i.e. is not constructible as a causal channel, in CIT.

Specifically, it is the causal channel given by

CXA

ΛA
CYA

ψ
C2

C2

ΛB
CXB CYB

, (4.16)

with XA = XB = {0, 1} and YA = YB = {+1,−1}, where ψ is the maximally entangled
state on C2 ⊗ C2 represented by the vector |ψ〉 = |0〉⊗|0〉+|1〉⊗|1〉√

2
, and where Λi is the en-

semble of projective measurements Πxi
i on C2 (indexed by xi ∈ Xi) for which ΠxA

A (±1) are
the two projections corresponding to the orthonormal basis (|0〉 , |1〉) or

(
|0〉+|1〉√

2
, |0〉−|1〉√

2

)
depending on whether xA = 0 or xA = 1, respectively, and for which ΠxB

B (±1) are the pro-
jections corresponding to the orthonormal basis

(
cos(π/8)|0〉+sin(π/8)|1〉√

2
, sin(π/8)|0〉−cos(π/8)|1〉√

2

)
or
(

cos(π/8)|0〉−sin(π/8)|1〉√
2

, sin(π/8)|0〉+cos(π/8)|1〉√
2

)
depending on whether xB = 0 or xB = 1, re-

spectively. One can check that the resulting channel (4.16) is the classical channel P =
(P xA,xB)xA,xB∈{0,1} given by
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P xA,xB(yA, yB) =
1

4
+
yAyB

4

(−1)xA·xB

√
2

, (4.17)

and it can be verified by evaluation against a convex-linear functional (known as the
CHSH game) that this channel is not the convex combination of products of deterministic
functions, hence not a Bell-channel in CIT. �

More recent work ([CS18, CS20]) implies in a similar way that some constructible causal
channels in QIT∞ are inconstructible in QIT.

The interested reader may prove as exercise that the phenomenon of inconstructibility
is not bound to occur in every theory:5

Theorem 4.1.18. If Θ is a cartesian theory, every causal channel in Θ is constructible.

4.1.C The Category of Causal Channels – Relative Constructibility
Recall that a primitive causal channel (T,C0) : X → Y is one whose specification renders
every port in X a cause of any port in Y: C0(J) = ports(X) for all non-empty J ⊆ ports(Y).
This notion of causality reflects how we (implicitly) thought of channels in the preceding
chapters. If we think about it, what we did just above when defining constructible causal
channels was againagainagainagainagainagainagainagainagainagainagainagainagainagainagainagainagain to think of each channel filling a box in the stencil as a primitive causal
channel. Through an intuitive notion of how those causal channels should compose, a total
causal channel thus emerged from the stencil and its filling.

It is natural and beneficial to explicitly articulate the notions of parallel and serial com-
position of causal channels which gives substance to this intuition. Effectively, we thereby
achieve a new (partial) symmetric monoidal category:

Definition 4.1.19. (ICC(Θ).)
The category of interfaces and causal channels in Θ, denoted ICC(Θ), is the partial6 sym-
metric monoidal category which has as its objects the interfaces in Θ, and as morphisms
from X to Y the causal channels from X to Y. Its serial and parallel composition is given as
follows:

• The serial composition of (T,C ) : X→ Y with (S,D) : Y→ Z is given by (S ⊙T,DC ),
where DC : X → Z is the causal specification given by the functional composition
C ◦D , i.e.

(DC )(J) = C (D(J)) (4.18)

for J ⊆ ports(Z).7 The identity on the interface X is given by (idX,IX), where IX(J) =
J for all J ⊆ ports(X).

5It is easiest to start with a small example, e.g. by proving that a bipartite channel with local causal
specification is a Bell-channel (which in the case of cartesian theories means that it factors).

6In the same sense as discussed towards the end of Section 1.3.B.
7This may look slightly confusing. The issue is ultimately that causal specifications have a ‘contravariant’

nature reversing the order in their definition, e.g. a causal specification from X to Y is a map from P(ports(Y))
to P(ports(X)).
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• If the underlying channels are pairwise parallelly composable, then (T1,C1) : X1 → Y1

and (T2,C2) : X2 → Y2 are parallelly composable, and the parallel composition is
(T1 8 T2,C1 8 C2), where C1 8 C2 : X1 8 X2 → Y1 8 Y2 is the causal specification given
by

(C1 8 C2)(J1 ∪ J2) = C1(J1) ∪ C2(J2) (4.19)

for J1 ⊆ ports(X1) and J2 ⊆ ports(X2).

�

Remark 4.1.20. One must of course check the appropriate compatibility requirements (e.g.
if T is compatible with C and S with D , then S ⊙T is compatible with DC ), but they are
both obvious. z

From now on, we will work in the category ICC(Θ). In fact, the remainder of the thesis
is to a great extent about revisiting and modifying the theory of dilations to the category of
interfaces and causal channels, ICC(Θ), in place of the category of interfaces and channels,
IC(Θ). We will use the same sort of pictorial syntax, writing e.g. X (T,C ) Y to denote
the causal channel (T,C ) : X→ Y.

Let us re-examine in this fresh light the concept of constructible causal channels. With
the general composition of causal channels at our disposal, we can of course build networks
where the constituents are not channels, but causalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausal channels: From now on, we will thus
assume a filling F of a stencil G to consist of simple interfaces (Zw)w∈W(G) and causalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausal
channels ((Tb,Cb))b∈B(G), and we will denote by F[G] the total causalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausal channel that arises
from filling the stencil G according to F.8

Definition 4.1.21. (Relative Constructibility.)
Let P be a class of causal channels in Θ. We say that a causal channel (T,C ) is constructible
from P if it is of the form F[G] for some stencil G and some filling F, all of whose causal
channels belong to P. �

The notion of (absolute) constructibility is obviously recovered as follows:

Proposition 4.1.22. (Absolute Constructibility as Special Relative Constructibility.)
A causal channel is constructible in the sense of Definition 4.1.15 precisely if it is con-
structible from primitive causal channels in the sense of Definition 4.1.21.

The notion of relative constructibility can be recast as a minimality notion. Let us denote
by Const(P) the class of causal channels constructible from a given class P. Let us say that
a class of causal channels C is constructibly closed if Const(C) ⊆ C.

One can prove (by induction on the complexity of DAGs) that a class is constructibly
closed if and only if it contains identities between simple interfaces and is closed under serial
and parallel composition. With this equivalence in mind, it is a relatively simple exercise to
show the following:

8The theorem of Ref. [JS91] that yielded a well-defined value F[G] still applies, since what we have done
is effectively to substitute the category for a different category.
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Theorem 4.1.23. (Principle of Induction.)
The class Const(P) is the smallest class of causal channels which contains P and is con-
structibly closed. More precisely,9 Const(P) contains P and is constructibly closed, and if
C is any class of causal channels which contains P and identities between simple interfaces,
and which is closed under serial and parallel composition, then Const(P) ⊆ C.

To showcase the induction technique, we prove the following result which is often useful:

Lemma 4.1.24. (Factorisation of Constructible Channels.)
If X (T,C ) Y is constructible, then for any sub-interface Y0 ⊆ Y, there exist con-
structible causal channels (T1,C1) and (T2,C2) such that

X (T,C ) Y =

C (Y0)
(T1,C1)

Y0

H
(T2,C2)

X \ C (Y0) Y \ Y0

. (4.20)

Remark 4.1.25. Though visually similar, this statement has nothing to do with the DiVin-
cenzo Property (Definition 2.1.17), as clarified by the proof. It holds regardless of whether
the theory Θ has the property or not, for it is ultimately a graph-theoretic statement.
Rather, the DiVincenzo Property would be the statement that if X1

(T,C )
Y1

X2 Y2

is a

causal channel for which C ({y1}) = {x1}, C ({y2}) = {x1, x2}, then (T,C ) is constructible.
In other words, it would say that constructibility follows from a property of the causal
specification alone. (Lemma 4.1.24 would then provide a factorisation.) z

Proof. We prove the result by induction on constructible channels.
Let π((T,C )) be the predicate, ranging over all causal channels (T,C ) : X → Y in Θ,

which asserts that for all sub-interfaces Y0 ⊆ Y there exist constructible channels (T1,C1)
and (T2,C2) satisfying (4.20). Given a causal channel (T,C ), the statement π((T,C )) is
either true or false. What we wish to prove is that it is true for every constructible channel
(T,C ). Consider the class of causal channels

C := {(T,C ) | π((T,C ))} (4.21)

for which π((T,C )) is true. By virtue of Theorem 4.1.23, we can show that C contains
all constructible channels by showing that C contains every primitive causal channel and
that C is closed under serial and parallel composition (whenever these are defined).

It is easy to see that C contains all primitive channels: If (T,C ) is primitive and Y0 ⊆ Y,
then either Y0 = I or C (Y0) = X; in either case, there is really nothing to show. More
precisely, in the case Y0 = I we may take H = I, (T1,C1) = idI and (T2,C2) = (T,C ), and
in the case C (Y0) = X we may take H = Y \ Y0, (T1,C1) = (T,C ) and (T2,C2) = idY\Y0

(with the identity specification IY\Y0
).

It is also easy to see that C is closed under parallel composition. Let (T,C ) : X → Y
and (S,D) : Z → W belong to C and be parallelly composable. Consider the parallel
composition (T,C ) 8 (S,D) : X ∪ Z → Y ∪W. Any sub-interface A of the output interface
Y ∪W is of the form Y0 ∪W0 for sub-interfaces Y0 ⊆ Y and W0 ⊆W, and thus

9The precision here is quite subtle: A standard foundation for mathematics will notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot abstractly prove the
existence of a ‘smallest class’ of channels subject to some requirements, since it is generally too large to be
a set. As such, Theorem 4.1.23 is really a so-called theorem schemaschemaschemaschemaschemaschemaschemaschemaschemaschemaschemaschemaschemaschemaschemaschemaschema, one theorem for each possible class C.
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(C 8 D)(A) = (C 8 D)(Y0 ∪W0) = C (Y0) ∪D(W0). (4.22)

Now, because (T,C ) and (S,D) belong to C we may write

X (T,C ) Y =

C (Y0)
(T1,C1)

Y0

H
(T2,C2)

X \ C (Y0) Y \ Y0

(4.23)

for constructible channels (T1,C1) and (T2,C2), and

Z (S,D) W =

D(W0)
(S1,D1)

W0

K
(S2,D2)

Z \D(W0) W \W0

(4.24)

for constructible channels (S1,D1) and (S2,D2). By parallelly composing and merging
the causal channels pairwise, we obtain the desired form of (T,C ) 8 (S,D).

The fact that C is closed under serial composition is proved similarly, using the induction
hypothesis for each constituent. The details are left as exercise.

We end this section by observing another factorisation result (valid for arbitrary causal
channels) which is often useful, and by employing Lemma 4.1.24 to give an alternative
analysis of constructible channels with local specifications.

Lemma 4.1.26. (Extracting Trashes from a Causal Channel.)
Every causal channel X (T,C ) Y can be written in the form

X′ (T ′,C ′) Y

X \ X′ tr
, (4.25)

with X′ ⊆ X and C ′(ports(Y)) = ports(X′).

Proof. Let X′ be the sub-interface of X defined by ports(X′) = C (ports(Y)). The desired
factorisation follows from the non-signalling conditions implied by C (and C ′ is given by
C ′(J) = C (J) for J ⊆ ports(Y)).

Example 4.1.27. (Inconstructibility Revisited.)
Suppose that X1

(T,C )
Y1

X2 Y2

is constructible, with C the local specification given by

C (y1) = {x1} and C (y2) = {x2}. Then, by Lemma 4.1.24, we can write e.g.

X1
(T,C )

Y1

X2 Y2

=

X1
(T1,C1)

Y1

H
(T2,C2)

X2 Y2

(4.26)
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for constructible channels (T1,C1) and (T2,C2). Now, however, observe that there can be
no port h ∈ ports(H) for which h ∈ C2(y2) and x1 ∈ C1(h), since such a port would provide
a causal link effectuating (by the definition of composition) that x1 ∈ C (y2). Consequently,
every h ∈ ports(H) either satisfies h /∈ C2(y2) or C1(h) = ∅. By Lemma 4.1.26, we may
assume, after possibly extracting a trash from (T2,C2), that there are only ports of the
latter kind. Applying Lemma 4.1.24 to (T1,C1), we can thus write

X1
(T1,C1)

Y1

H
= =

X1
(T ′1,C

′
1)

Y1

s
G
H

, (4.27)

which ultimately implies that (T,C ) is necessarily a Bell-channel. Hence, we confirm that
for example the PR box considered as a causal channel (Example 4.1.10) is inconstructible
in the theory QIT. �

Note, importantly, that by the DiVincenzo Property of QIT, the channelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannel X1
T
Y1

X2 Y2

which underlies the PR box is of the form
X1

T1
Y1

T2X2 Y2

for channelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannels T1 and T2; as

a causalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausal channel, however, it is not of the form (4.26) for any causalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausal channels (T1,C1) and
(T2,C2).

4.2 Notions of Contraction
The class of causal channels admits an operation additional to that of serial and parallel com-
position. That this shouldshouldshouldshouldshouldshouldshouldshouldshouldshouldshouldshouldshouldshouldshouldshouldshould be the case is imminent when we look at stencil-representations
of causal channels, but that it isisisisisisisisisisisisisisisisis the case is by no means obvious.

Consider our generic stencil, filled with causal channels:

(T1,C1)

y1

x1

(T2,C2)

y2

x2
(T3,C3)

y3

(T4,C4) y4

(T5,C5)
x3 y5

. (4.28)

As outlined in the previous section, the stencil G with its filling F defines a total causal
channel, (T,C ) := F[G]. Now, if the system at y4 matches the system at x3, it should
intuitively be possible to contract those two wires, effectively feeding the output at y4 to
the input port x3. Similarly for y3 into x3, or y5 into x2. (On the other hand, an insertion
of y2 into x2 is not a priori sensible, as the circuit would thereby acquire a cycle.)

Clearly, any of the total causal channels which would result from such a contracted dia-
gram can be determined from G and F. But might it be determinable from (T,C ) alone?

If the answer to this question were ‘no’, we would in a sense have done a lousy job in
stating the very definition of a causal channel; for the concept to be of use, it must reflect
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all operational aspects of what it aims to model, and certainly contraction is such an aspect.
However, it is not at all clear that the violent reduction of (F, G) to F[G] should spare the
life of the possibility to contract. In fact, there are not only different fillings on the same
stencil which will reproduce a given causal channel (T,C ), there might also be different
stencilsstencilsstencilsstencilsstencilsstencilsstencilsstencilsstencilsstencilsstencilsstencilsstencilsstencilsstencilsstencilsstencils on which (T,C ) is representable. What we ask is ultimately that the contraction be
independent of any details of the representation whatsoever.

In Section 4.2.A, we will see that if the underlying theory Θ has universal dilations (cf.
Definition 2.4.1), we cancancancancancancancancancancancancancancancancan introduce unambiguous contractions, definable from (T,C ) alone.
This result is one of the technical highlights of the chapter, and one that consolidates and
justifies the definition of a causal channel.

In Section 4.2.B, we will then discuss why and how one might wish to define abstract
notions of contraction, also in theories where the operational narrative of connecting wires
does not really make sense. (For example, cancellation in a monoid, i.e. the act of forming
the relation x � y from the relation x?z � y?z can be seen as the result of contraction.) Such
abstract notions of contraction might be seen as generalisation of the traces in symmetric
monoidal categories as introduced in Ref. [JSV96].

4.2.A The Standard Notion of Contraction
Let F be a filling (with causal channels) of a stencil G. Let (T,C ) : X→ Y be the resulting
causal channel, i.e. the value F[G]. The above discussion alluded to the contraction of
a single pair of ports, but we might as well contract several pairs of ports at once. It is
notationally convenient that the ports in each pair we wish to contract is given the same
name (their systems must match anyway) – for instance, in (4.28) we would require y4 = x3

for the contraction of y4 with x3. Hence, what we will the define is the notion of contracting
(T,C ) along P, where P is a an interfaceinterfaceinterfaceinterfaceinterfaceinterfaceinterfaceinterfaceinterfaceinterfaceinterfaceinterfaceinterfaceinterfaceinterfaceinterfaceinterface which is a sub-interface of both X and Y.

First, we will define what it means for a common sub-interface of X and Y to be seem-
ingly contractible. This will be simply a matter of whether there is a stencil-representation of
(T,C ) which renders P contractible based on ancestry in the stencil, that is, which does not
acquire cycles when a contraction of the wires is forced. Having done this, we will then show
that in universal theories the seemingly contractible interfaces cancancancancancancancancancancancancancancancancan actually be contracted in
a well-defined manner.

Given a stencil G and a bijection h : Pout → Pin, where Pin ⊆ Win(G) and Pout ⊆
Wout(G), let us say that G is contractible w.r.t. h if the directed graph that results from
adjoining each wire w ∈ Pout with the wire h(w) ∈ Pin remains acyclic. If F is a filling of G
and P a common sub-interface of the input and output interfaces X and Y, there is a natural
bijection hFP from the output wires w corresponding to p ∈ ports(P) (on the output side) to
the input wires w′ = hFP (w) corresponding to p ∈ ports(P) (on the input side).

Definition 4.2.1. (Seemingly Contractible Interfaces.)
Let X (T,C ) Y be a causal channel, and let P be a common sub-interface of X and Y.
If (F, G) is a stencil-representation of (T,C ), we say that P is contractible in (F, G) if G
is contractible w.r.t. hFP . We say that P is seemingly contractible in (T,C ), or that (T,C )
is seemingly contractible along P, if there exists a stencil-representation (F, G) of (T,C ) in
which P is contractible. �

Example 4.2.2. (Seeming Contractibility in a Generic Causal Channel.)
Suppose that (T,C ) admits the stencil-representation
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(T1,C1)

y1

p0

(T2,C2)

y2

p1
(T3,C3)

p2

(T4,C4) p0

(T5,C5)
p2 p1

. (4.29)

In this representation, the sub-interfaces with port sets {p0}, {p1}, {p2}, {p0, p1} and
{p0, p2} are all contractible. Hence, those sub-interfaces are seemingly contractible in (T,C ).

It might be that the sub-interface {p1, p2} is also seemingly contractible in (T,C ), but
this is not witnessed by the above representation and would require the existence of anotheranotheranotheranotheranotheranotheranotheranotheranotheranotheranotheranotheranotheranotheranotheranotheranother
stencil-representation of (T,C ), in which both p1 and p2 can be contracted without creating
cycles. In such a representation, some of the first-mentioned sub-interfaces (e.g. {p0, p1} or
{p0, p2}) might cease to be contractible – in fact, it is unclear whether there exists a single
representation of (T,C ) in which every seemingly contractible interface is contractible (and
I do not know the answer to this question). �

Example 4.2.3. (Obvious Seeming Contractibility.)
The trivial interface I is seemingly contractible in every causal channel (T,C ). It is similarly
clear that if P is seemingly contractible, then so is any sub-interface P0 ⊆ P. �

Example 4.2.4. (Seeming Contractibility versus the Causal Specification.)
Seeming contractibility can sometimes be excluded on the basis of the causal specification: If
P is seemingly contractible in (T,C ), then necessarily p /∈ C (p) for all p ∈ ports(P). (Indeed,
if p ∈ C (p) and (T,C ) = F[G], then there must be a path in G leading from the input port
p to the output port p; thus a cycle would form if those two ports were contracted.) More
generally, define on ports(P) the transitive relation <P

C by letting p <P
C q if and only if there

is a sequence p0, p1, . . . , pn ∈ ports(P), n ≥ 1, such that p0 = p, pn = q and pk−1 ∈ C (pk)
for all k = 1, . . . , n; if P is seemingly contractible in (T,C ), then <P

C must be irreflexive on
ports(P), i.e. there can be no p ∈ ports(P) with p <P

C p.
Since intuitively the relationship p ≮P

C p signifies that the input p is not in the causal
past of the output p, one might naively think that an interface P is seemingly contractible
in (T,C ) ififififififififififififififififif and only if <P

C is irreflexive on ports(P). This fails, however, even for the simple
interfaces: If a simple interface with port p is seemingly contractible, then, by merging
components in a stencil-representation that witnesses this, we see that (T,C ) admits a
stencil-representation of the specific form

(T1,C1)

p

...

(T2,C2)

... ...

p

. (4.30)

Thus, for example, if we consider any of our inconstructible channels from Section 4.1.B,
e.g. the PR box

xA {0, 1}
(T,C )

{0, 1} yA

xB {0, 1} {0, 1} yB
and if we pair the ports ‘oppositely’ (letting

125



p := xA = yB and q := xB = yA), then we have e.g. p /∈ C (p), but the interface with port
p is notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot seemingly contractible, since, as we saw in Example 4.1.10, the PR box admits no
representation of the form (4.30).

Note, however, that if (T,C ) is constructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructible, then C alone determines seeming con-
tractibility of P. Indeed, if <P

C is irreflexive on ports(P), then P must be contractible in
any stencil-representation of (T,C ) whose filling consists of primitive causal channels, since
there is in such a representation a path from x to y if and only if x ∈ C (y).

�

Now, let us consider the problem of actually forming contractions of seemingly con-
tractible interfaces, independently of the representations. A simple instance of this problem
is the following: Suppose that

(T1,C1)

p

...

(T2,C2)

... ...

p

=
(T ′1,C

′
1)

p

...

(T ′2,C
′
2)

... ...

p

. (4.31)

Is it necessarily the case that

(T1,C1)

p

(T2,C2)...
......

= (T ′1,C
′
1)

p

(T ′2,C
′
2)...

......

? (4.32)

(Here, the wire-pairs corresponding to p have been contracted while all others remain as
before.) In fact, we can ask an even simpler question: Disregarding the causal specifications
altogether, is it even the case that the identity

X
T1

W
Z

T2W Y
=

X
T ′1

W
Z ′

T ′2W Y
(4.33)

between channelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannels implies the identity

X
T1

W
T2

Y
Z

=
X

T ′1
W

T ′2
Y

Z ′
? (4.34)

The latter identity asserts the equality of the serial compositions T2
⊙T1 and T ′2

⊙T ′1,
whereas the former asserts the equality of a ‘partial’ serial composition, as if interrupted
in the midst of composing. What we are asking is thus whether it is possible to finish a
half-hearted serial composition.

It turns out that it is enough to solve that problem: If we can answer the latter question
affirmatively, then we obtain independence of the stencil-representations all the way up to
general contractions, essentially because any contraction can be decomposed into a sequence
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of contractions of this kind. The most interesting part is thus the result that the interrupted
serial compositions can be finished without knowing the individual components.

To show this, an old acquaintance comes to rescue:

Lemma 4.2.5. (Interrupted Serial Compositions can be Completed in Universal Theories.)

Suppose that Θ is a universaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversaluniversal theory. If X
T1

W
Z

, Z
T2W Y

and X
T ′1

W
Z ′

,

Z ′
T ′2W Y

are pairs of channels such that

X
T1

W
Z

T2W Y
=

X
T ′1

W
Z ′

T ′2W Y
, (4.35)

then

X
T1

W
T2

Y
Z

=
X

T ′1
W

T ′2
Y

Z ′
. (4.36)

Proof. By trashing Y in Eq. (4.35), we see that

X
T1

W
Z tr

=
X

T ′1
W

Z ′ tr
. (4.37)

Call this channel X T W , and let X
U
W
E0

be a universal dilation of T . Ev-

idently, both T1 and T ′1 are one-sided dilations of T , so, by completeness of U , we find G
and G′ with

X
U

W
G

= X
T1

Y
Z

and X
U

W
G′

= X
T ′1

Y
Z ′

. (4.38)

Plugging this into Eq. (4.35) yields

X
U

W
G

T2
W Y

=

X
U

W
G′

T ′2W Y

, (4.39)

so universality of U implies that G
T2

W Y
= G′

T ′2W Y
. By Eq. (4.38), we

must then have

X
T1

W
T2

Y
Z

=
X

U
W

T2

Y
G

=
X

U
W

T ′2
Y

G′
=

X
T ′1

W
T ′2

Y
Z ′

,

(4.40)

as desired.
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Let us now argue that Lemma 4.2.5 implies that contractions are generally independent
of stencil-representations.

The first thing to realise is that Lemma 4.2.5 entails the implication of Eq. (4.32) by
Eq. (4.31). It follows clearly from the lemma that the channelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannels on each side will be the same,
so only the causal specifications need to be accounted for. However, we can think of causal
specifications as transformations in a theory Θ′ in which the systems are interfaces, with
serial and parallel composition given as in Definition 4.1.19. This theory can be regarded a
sub-theory of Sets∗ since causal specifications are ultimately functions between sets,10 and
as the theory Sets∗ is cartesian Lemma 4.2.5 itself applies to show that an interrupted serial
composition of causal specificationsof causal specificationsof causal specificationsof causal specificationsof causal specificationsof causal specificationsof causal specificationsof causal specificationsof causal specificationsof causal specificationsof causal specificationsof causal specificationsof causal specificationsof causal specificationsof causal specificationsof causal specificationsof causal specifications can be completed, which exactly yields the desired.

Next, we must realise that the implication of Eq. (4.32) by Eq. (4.31) is enough to
show general independence of the stencil-representation. More precisely, given a stencil-
representation (F, G) of (T,C ) : X→ Y in which P ⊆ X∩Y is contractible, let us denote by
(G)P the stencil that arises when contracting G along the wires corresponding P; the boxes
in (G)P are the same as those in G so we can consider F as a filling of (G)P, and the value
F[(G)P] is precisely the causal channel from X\P to Y\P that corresponds to contracting P in
the representation (F, G). What we must show is that F[(G)P] = F′[(G′)P] whenever (F, G)
and (F′, G′) are stencil-representations of (T,C ) in which P is contractible. This can be done
by an induction argument. Let P (n), with n ∈ N0, be the statement that for every causal
channel (T,C ) and every seemingly contractible interface interface P of size |P| = n, we
have F[(G)P] = F′[(G′)P] whenever (F, G) and (F′, G′) are stencil-representations of (T,C )
in which P is contractible. Then, P (0) is true by definition of what a stencil-representation
is. And if P (n) is true, then P (n+1) follows. Indeed, in any given stencil-representation the
total contraction can be executed by first contracting a single port, say p ∈ ports(P), and
then the remaining n ports. But by merging channels, the contraction of a single pair of ports
always takes the form of going from (4.31) to (4.32), so for any two stencil-representations
(F, G) and (F′, G′), we have F[(G)p] = F′[(G′)p] =: (S,D) and the induction hypothesis then
applies to the two stencil-representations (F, (G)p) and (F′, (G′)p) of (S,D) and yields the
desired.

All in all, we have proved the following:

Theorem 4.2.6. (The Standard Notion of Contraction.)
Let Θ be a universal theory. If (T,C ) : X→ Y is a causal channel in Θ which is seemingly
contractible along P ⊆ X ∩ Y, then F[(G)P] = F′[(G′)P] for all stencil-representations (F, G)
and (F′, G′) of (T,C ) in which P is contractible.

4.2.B General Notions of Contraction
In order to use contractions effectively, it is desirable to have a more abstract reformulation
of the concept.

Ideally, we would like to posit the existence of contraction maps CX→Y
P , which render

certain causal channels (T,C ) : X → Y contractible along P, and map them to causal
channels CX→Y

P ((T,C )) : X \ P → Y \ P, their contractions along P. In the case of the
standard contraction, ‘contractibility along P’ would mean simply seeming contractibility
along P, and the ‘contraction’ would be simply the contraction in any stencil-representation.
Abstractly, this interpretation must be enforced by subjecting the maps CX→Y

P to certain
10Note that though ports(Z) may be empty, the set P(ports(Z)) is always non-empty, and P(ports(Z1 ∪

Z2)) ∼= P(ports(Z1))× P(ports(Z2)) when Z1 and Z2 are parallelly composable (i.e. disjoint).
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coherence conditions, regulating how contractibility of given causal channels affects that of
others, and how their contractions relate to each other.

Such a reformulation is not only desirable on the account of swifter applicability, but
also because the standard notion of contraction is somewhat fickle. Consider for example
the bipartite causal channels XA

(T,C )
YA

XB YB
in QIT, with the local causal specification

given by C (yi) = {xi}. Suppose moreover that the output interface labelled by A matches
the input interface labelled by B, i.e. that yA = xB and YA = XB. As we saw in Exam-
ple 4.2.4, this common sub-interface is seemingly contractible if and only if (T,C ) factors as
XA

(T1,C1)
YA

(T2,C2)
XB YB

. However, as discussed earlier, some causal channels in QIT

admit such a factorisation with (T1,C1) and (T2,C2) in QIT∞in QIT∞in QIT∞in QIT∞in QIT∞in QIT∞in QIT∞in QIT∞in QIT∞in QIT∞in QIT∞in QIT∞in QIT∞in QIT∞in QIT∞in QIT∞in QIT∞, even though they have no
such factorisation in QIT. In other words, by slightly enlarging the theory, some channels
become constructible, and (in the present case) indeed contractiblecontractiblecontractiblecontractiblecontractiblecontractiblecontractiblecontractiblecontractiblecontractiblecontractiblecontractiblecontractiblecontractiblecontractiblecontractiblecontractible,11 even though they were
not covered by the standard notion of contraction in QIT.

Finally, abstraction is of general interest as it often allows us to see more clearly what
are the important features of a given concept. As such, a rather mathematical example of
notions of contraction will be cancellations in a thin theory whose corresponding monoid
satisfies a cancellation law.

It turns out that a reformulation of the precise content of Theorem 4.2.6 in terms of
contraction maps might not be within scope. The reason is that one of the properties
that one would like an abstract notion of contraction to have (and which seems necessary
to recover the physical contraction of wires, cf. the proof of Proposition 4.2.11 below) is
‘transitivity’ of contractibility, namely: If P1 is contractible in (T,C ) : X → Y and if P2 is
contractible in the resulting contraction, CX→Y

P1
((T,C )), then the total interface P1 ∪ P2 is

contractible in (T,C ). That this property should hold for seemingseemingseemingseemingseemingseemingseemingseemingseemingseemingseemingseemingseemingseemingseemingseemingseeming contractibility is however
not obvious, and in fact I do not know whether it is true or false;12 it is stated as an open
problem below.

Instead, what we shall do in providing an abstract reformulation of Theorem 4.2.6 is to
restrict its content to constructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructible causal channels, since the transitivity property can be
proven for those. More general notions of contraction might work for larger collections of
causal channels:

Definition 4.2.7. (Schemes of Causal Channels.)
Let Θ be a theory. A scheme of causal channels in Θ is a class E of causal channels in Θ
which is closed under serial and parallel compositions, and which contains every constructible
causal channel in Θ. �

Physically, a scheme E of causal channels reflects a vision of which causal channels in
Θ we imagine occurring in the world. Mathematically, a scheme is just an aggregate for
defining notions of contraction. The largest scheme is E = ICC(Θ), the class of all causal
channels, and the smallest scheme is E = Cons(Θ), the class of constructible causal channels;
the latter is the most important example.

We will often call a causal channel belonging to E simply an E-channel. For interfaces
X, Y in Θ, let us denote by E(X,Y) the class of E-channels from X to Y.

11Note that the contraction will belong to QIT even if T1 and T2 do not, since the systems Xi and Yi are
finite-dimensional.

12It seems related to the problem raised in Example 4.2.2 about whether there always exists a stencil-
representation (F, G) of (T,C ) such that if P is seemingly contractible in (T,C ) then P is contractible in the
specific representation (F, G).
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Definition 4.2.8. (Notions of Contraction.)
Let E be a scheme of causal channels in Θ. A notion of contraction in E is a collection C of
partially defined contraction maps, indexed by interfaces X,Y and common sub-interfaces
P ⊆ X ∩ Y,

CX→Y
P : Dom(CX→Y

P ) ⊆ E(X,Y)→ E(X \ P,Y \ P), (4.41)

for which the causal channels in the domain Dom(CX→Y
P ) are called contractible along P,

and which are subject to the following five conditions (abbreviating CX→Y
P by CP when X

and Y are implicit):

1. Soundness. If X (T,C ) Y and Y (S,D) Z are parallelly composable E-
channels, then their parallel composition is contractible along Y, and the contraction
equals the serial composition,

CY

(
X (T,C ) Y

Y (S,D) Z

)
= X (T,C ) Y (S,D) Z . (4.42)

2. Coherence of Nested Contraction. An E-channel
X

(T,C )

Y
P1 P1

P2 P2

is contractible

along P1 ∪ P2 if and only if it is contractible along P1 and the resulting contraction is
contractible along P2. Moreover, in this case the successive contraction coincides with
the total contraction,

CP2

(
X

CP1
((T,C ))

Y
P2 P2

)
= CP1∪P2

(
X

(T,C )

Y
P1 P1

P2 P2

)
. (4.43)

3. Freeness of Non-Contracted Interfaces. If X
(T,C )

Y
P P

is contractible along

P, then for any E-channels X′ (S1,D1) X and Y (S2,D2) Y′ the causal channel
X′ (S1,D1)

(T,C )
(S2,D2) Y′

P P
is contractible along P, and contraction commutes

with the processing of the non-contracted interfaces,

CP

(
X′ (S1,D1)

(T,C )
(S2,D2) Y′

P P

)
= X′ (S1,D1) CP((T,C )) (S2,D2) Y′ .

(4.44)

4. Freeness of Parallel Composition. If X
(T,C )

Y
P P

and Z (S,D) W are

parallelly composable E-channels, then X
(T,C )

Y
P P

is contractible along P if and

only if
X

(T,C )
Y

P P

Z (S,D) W
is contractible along P, and in that case contraction commutes

with the parallel composition,
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CP

 X
(T,C )

Y
P P

Z (S,D) W

 =
X CP((T,C )) Y

Z (S,D) W
. (4.45)

5. Well-Foundedness. If X (T,C ) Y is contractible along P ⊆ X∩Y, then p /∈ C (p)
for all p ∈ ports(P).

�

To digest this definition, several observations are in order.

Remark 4.2.9. (On the Significance of Well-Foundedness.)
In comparison to the remaining conditions, Well-Foundedness might seem a strange con-
dition to highlight. However, we will use it at a crucial point in the proof of Theo-
rem 4.3.13. z

Remark 4.2.10. (On the Statement and Significance of Soundness.)
The conditions have not been stated in their weakest form under their mutual presence.
For example, we could have restricted the statement of the Soundness condition to the
case where both (T,C ) and (S,D) are identity channels between simple interfaces. Since
a general identity channel (idY,IY) can be realised as a parallel composition of identity
channels between simple interfaces, Freeness of Parallel Composition along with Coherence
of Nested Contraction would then extend the scope to this case, and by Freeness of Non-
Contracted Interfaces the case of arbitrary (T,C ) and (S,D) would follow.

In fact, using a suitable combination of conditions it follows even more generally that

a channel of the form
X

(T1,C1)
P

H
(T2,C2)

P Y
is contractible along P with contraction

given by X
(T1,C1)

P
(T2,C2)

Y
H

, and this requirement would thus have been yet another
equivalent way of stating the Soundness condition. z

Whatever its guise, the point of the Soundness condition is to anchor any notion of
contraction in terms of actually contracting wires in stencil-representations, as expressed by
the following:

Proposition 4.2.11. (Abstract Notions of Contractions Generalise the Standard Notion.)
Let C be a notion of contraction in E. Suppose that (T,C ) : X → Y is a causal channel
which has a stencil-representation (F, G) using a filling with E-channels, and that P ⊆ X∩Y
is contractible in the representation (F, G) in the sense of Definition 4.2.1. Then, (T,C )
is contractible along P according to C (i.e. (T,C ) ∈ Dom(CX→Y

P )) and the contraction
CP((T,C )) is the causal channel that arises from contracting P in the stencil-representation
(F, G).

Proof. The statement is proved by induction on n = |ports(P)|.
For n = 0, i.e. P = I, what we must show is simply that I is contractible in (T,C )

according to C, with CI((T,C )) = (T,C ). But by Soundness, the causal channel idI is
contractible along I with contraction idI, and by Freeness of Parallel Composition the desired
then follows.

As for the induction step, suppose the statement is always true when |ports(P)| = n. If
|ports(P′)| = n + 1, then by the induction hypothesis and the ‘if’-direction in Coherence of
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Nested Contraction it suffices to show that a single port p ∈ ports(P′) is contractible accord-
ing to C, and that the contraction is given by contracting p in any stencil-representation. In
other words, the induction step is really the case n = 1. But in the case n = 1, any contrac-

tion in a stencil-representation takes the form of going from
X

(T1,C1)
p

H
(T2,C2)

p Y
to

X
(T1,C1)

p
(T2,C2)

Y
H

, and by Remark 4.2.10 such a contraction is indeed rendered
possible by C, and yields the correct contraction.

An immediate corollary of Proposition 4.2.11 is that contractions of seemingly con-
tractible interfaces are independent of the chosen representation. However, as mentioned
above, it is not clear that this statement can replace Theorem 4.2.6. The problem is essen-
tially that ‘the standard notion of contraction’ might not literally be a notion of contraction
in the sense of Definition 4.2.8. More precisely, if in a universal theory Θ we take Dom(CX→Y

P )
to be the class of all causal channels (T,C ) : X → Y in which P is seemingly contractible,
and if we define for that class the contraction CP((T,C )) : X\P→ Y\P as the contraction in
any valid representation, then, whereas the conditions 1., 3., 4., 5. and the ‘only if’-direction
in 2. can be rather easily proved, I do not know a proof in condition 2. of the ‘if’-direction:

Open Problem 4.2.12. (Existence of Notions of Contraction.)
Suppose that Θ is universal. Does there exist a notion of contraction in E = ICC(Θ), the
scheme of all causal channels?

What we cancancancancancancancancancancancancancancancancan obtain is a notion of contraction for constructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructibleconstructible channels, and with this
we will content ourselves:

Theorem 4.2.13. (The Standard Notion of Contraction in Cons(Θ).)
Suppose that Θ is a universal theory. Then there exists a notion of contraction in the scheme
Cons(Θ) of constructible causal channels in Θ.

Proof. We simply define (T,C ) : X → Y to be an element of the domain Dom(CX→Y
P )

(i.e. ‘contractible along P’) precisely if (T,C ) is seemingly contractible along P in the sense
of Definition 4.2.1. For (T,C ) ∈ Dom(CX→Y

P ), we define the image CX→Y
P ((T,C )) as the

contraction in any stencil-representation; by Theorem 4.2.6, this is independent of the chosen
representation. We have already seen in Example 4.2.4 that 5. (Well-Foundedness) holds,
and 1. (Soundness) and 3. (Freeness of Non-Contracted Interfaces) are elementary to verify.
The ‘only if’-directions in 2. (Coherence of Nested Contraction) and 4. (Freeness of Parallel
Composition) are clear, and it is elementary that in this case the relevant contractions
coincide. The ‘if’-direction in 4. follows by observing that a stencil-representation of the
parallel composition (T,C ) 8 (S,D) which witnesses seeming contractibility of P factors to
witness seeming contractibility of (T,C ).

Thus, only the ‘if’-direction in 2. remains. So far, we have not used a single time that
the considered channels are constructible, but we need that now.

Suppose that P1 is seemingly contractible in (T,C ), and that P2 is seemingly contractible
in CP1

((T,C )). We must show that P1 ∪P2 is seemingly contractible in (T,C ). To this end,
observe that by constructibility we can pick a stencil-representation (F, G) of (T,C ) whose
filling has only primitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitive causal channels. By the observation in Example 4.2.4, such a rep-
resentation correctly decides contractibility of sub-interfaces, so P1 is contractible in (F, G)
and contracting P1 yields the representation (F, (G)P1) of CP1((T,C )). This representation
also has only primitive causal channels; thus, again, it correctly decides contractibility of
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sub-interfaces. In particular, since P2 is seemingly contractible in CP1
((T,C )), it must be

contractible in the representation (F, (G)P1); but by definition of what this means – namely,
that (G)P1 does not acquire cycles when contracting P2 – we see that all of P1 ∪ P2 can be
contracted in (F, G) without creating cycles. Consequently, P1∪P2 is seemingly contractible
in (T,C ), as desired.

In general, it is natural to sum up a notion of contraction along with its scheme and
underlying theory:

Definition 4.2.14. (Contractible Theories.)
A contractible theory is a triple (Θ,E,C), where Θ is a theory, E is a scheme of causal
channels in Θ, and C is a notion of contraction in E. �

A point which is both conceptually and technically simplifying is the following:

Remark 4.2.15. (Serial Composition as a Derived Notion.)
If (Θ,E,C) is a contractible theory, then the parallel composition in Θ together with C
actually defines the serial composition in Θ, by the Soundness condition for C. As such,
we can think of serial composition as a derived notion, and we shall often do so in the
following. z

It is important to stress that even though schemes were introduced above mainly to
define notions of contraction, they are relevant even if the open problem 4.2.12 has an af-
firmative answer. Indeed, if C is a notion of contraction in all of ICC(Θ), it makes sense to
talk about schemes E which are closed under the contraction C as models of those causal
channels which are physically implementable. This will be significant in particular when we
introduce the causal-dilational ordering in Section 4.3.

Let me conclude the subsection by mentioning a relation between abstract notions of
contraction and so-called traces in symmetric monoidal categories:

Remark 4.2.16. (Relation to Traces in Symmetric Monoidal Categories.)
Generalising the ordinary concept of trace in the symmetric monoidal category (Vectk,⊗, k),
Ref. [JSV96] introduced the concept of (abstract) traces in general (symmetric) monoidal
categories, operations which map transformations T : X 8 Z → Y 8 Z in the category to
transformations T ′ : X → Y (thus ‘swallowing’ the object Z), subjected to certain coherence
conditions. Though I was not aware of this work when first developing the theory presented
here, there are extremely close connections between abstract traces and abstract notions
of contraction. The connection is probably most easily seen by means of the simplification
presented in Ref. [Has09] of the original conditions for traces.

Specifically, the Yanking condition of Ref. [Has09] corresponds to the Soundness con-
dition in Definition 4.2.8, whereas the Tightening and Superposing conditions correspond
to the Freeness of Non-Contracted Interfaces and Freeness of Parallel Composition, respec-
tively. The Vanishing condition corresponds to Coherence under Nested Contraction. The
Well-Foundedness condition has no equivalent, since causality is absent in the framework
of traced categories. Likewise, anyanyanyanyanyanyanyanyanyanyanyanyanyanyanyanyany system is considered contractible, so the statements in
Definition 4.2.8 about contractibility have no equivalents in that framework either (as we
will see in Section 4.3, those conditions have been carefully chosen). In fact, a trace in a
symmetric monoidal category can be seen as a notion of contraction for which causality (and
the condition of Well-Foundedness) is completely disregarded and for which every channel
T : X→ Y is contractible along any common sub-interface P ⊆ X ∩ Y. z
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4.3 Causal Dilations
Now that we have introduced the concept of causal channels and notions of contraction, we
are ready to introduce a causal version of the theory of Chapter 2. Throughout, (Θ,E,C)
will denote a fixed contractible theory. The narrative is that E defines the collection of causal
channels which we imagine to be physically possible (the reader is free to think of the exam-
ple E = Cons(Θ), the constructible channels, since this will anyway be the only example we
ultimately care about). Whenever we speak of ‘contractibility’ we will mean contractibility
according to C, and implicitly assume that the involved channels are E-channels.13

In Section 4.3.A, we define the concept of causal dilations, consider a lot of examples, and
prove three general stability results about causal dilations, most significantly Theorem 4.3.13
which asserts that causal dilations are stable under contractions in the environment.

Then, in Section 4.3.B, we introduce the causal version of the dilational ordering; this
causal-dilational ordering will depend on the scheme E, since it reflects that one dilation
can be derived from another using E-channels in the environment. We then show some basic
composability results, regarding how the causal-dilational ordering interplays with various
compositions.

4.3.A Causal Dilations – Definition and Basic Properties
The concept of a causal dilation can in principle be very compactly defined: It is simply the
notion of dilation obtained by replacing channels by causal channels.

More explicitly, recall that the trash channel trZ can be equipped with a unique causal
specification, and that when we write idZ as a causal channel, we mean really (idZ,IZ),
where IZ is the specification given by IZ(J) = J.

Definition 4.3.1. (Causal Dilations.)
Let (T,C ) : X → Y be a causal channel in Θ. A (causal) dilation of (T,C ) is a causal
channel (L,E ) : X 8D→ Y 8E such that (idY 8 trE) ⊙ (L,E ) = (T,C ) 8 trD, with composition
in the sense of Definition 4.1.19. In pictures,

X
(L,E )

Y
D E tr

=
X (T,C ) Y

D tr
. (4.46)

�

Remark 4.3.2. (Terminology.)
We will often simply say that (L,E ) is a dilation of (T,C ) (rather than a causalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausal dilation),
since by including the causal specifications there is no risk of confusion. z

It is instructive to write out explicitly what the condition (4.46) says about the channels
and specifications individually. It is simply the following:

X
L

Y
D E tr

=
X T Y

D tr
and E |ports(Y)= C ; (4.47)

13As such, it would often be really nice if we could take E = ICC(Θ), i.e. if there were an affirmative
answer to the open problem 4.2.12.
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in other words, L is a dilation of T and E (J) = C (J) for all J ⊆ ports(Y). The require-
ment on the specifications expresses that in the causal channel (L,E ), every set of ports
in the accessible output interface Y has the precise same causes as they do in the causal
channel (T,C ). As such, the specification E is completely determined by its restriction to
ports(E), i.e. by the cause sets E (J) ⊆ ports(X ∪ D) for J ⊆ ports(E). In particular, though
there may exist intricate causal relationships between the outputs in E and the inputs in
X ∪ D, no port in Y can have causes in D.14

Example 4.3.3. (Primitive Dilations.)
If X (T,C ) Y is any causal channel and L is a dilation of T as a channel, then the

causal channel D
(L,E )

E
X Y

whose specification E is determined by E (E0) = X ∪ D for

any non-trivial sub-interface E0 ⊆ E, is a causal dilation of (T,C ). Intuitively, it corresponds
to thinking of the hidden outputs as requiring all inputs in X∪D to be fed. We will call such
a dilation a primitive causal dilation, as it is the natural extension of primitive specifications
in the sense of Example 4.3.3 to the realm of dilations. (Note, however, that (L,E ) itself
need not be a primitive causal channel; it is primitive if and only if (T,C ) is.) �

Example 4.3.4. (All Causal Dilations of a Trash.)
Consider the channel X tr , equipped with its unique causal specification. We can charac-
terise all its causal dilations. Evidently, they are simply the causal channels X

(L,E )
D E

,
with D and E arbitrary. These can be written in the form

X (idX,IX) X
(L,E )

D E
, (4.48)

and though this observation is trivial, it suggests that the particular causal dilation
X (idX,IX) X should be rendered a complete causal dilation, in an extension of the

completeness notion to causal dilations.
The reader is encouraged to consider similarly what are all the causal dilations of X tr

if we replace the trivial output interface I by a non-trivial interface in which some of the
ports act as ‘indicators’ of its use, as in Example 4.1.9. �

Example 4.3.5. (All Causal Dilations of a State.)
Consider a state s Y , equipped with its unique causal specification. If s Y as a
channel in Θ has a complete one-sided dilation c

Y
E0

, then every dilation (disregarding

causality) is of the form c
Y

G
D E

for some channel G. Now, if (L,E ) is a causalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausal dilation

of s then necessarily E (Y) = I (i.e. no port in Y has any causes whatsoever), so it is easy to

see that (L,E ) must in fact be of the form c
Y

(G,B)
D E

for some causalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausal channel (G,B).

As such, we have a ‘complete’ causal dilation, like in the previous example. �
14One could certainly speculate whether this restriction is fair, but it turns out that the dilation concept

which results from its absence is not only much more complicated, but also ill-behaved, cf. Example 4.3.12.
The requirement might be physically motivated on the same ground that we require non-signalling from D
to Y in the concept of a dilation: An implementer of a channel who wants to give the impression that we
are interacting with (T,C ) through the accessible interface could not exploit functionality which would ruin
this impression.
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Example 4.3.6. (Causal-Dilational Purity?)
Recall that a channel is called dilationally pure if every dilation is obtained by parallel
composition (Definition 2.2.9). One might be tempted to similarly call dilationally pure a
causalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausal channel X (T,C ) Y with the property that every causal dilation is of the form
X (T,C ) Y

D (S,D) E
. This, however, is quickly realised to be a rather dull notion: As soon as

X 6= I, there exists a dilation which extracts as side-information the fact that some port in
X was fed with an input, i.e. we have the dilation X

(T,C ′)
Y
1

with C ′(1) = ports(X),

and this dilation does not factor by parallel composition. (If X has several ports, there are
other non-trivial dilations as well, since we may have indicators for the different subsets of
ports in X.) As such, the ‘dilationally pure’ causal channels would be exactly those causal
channels with X = I and for which the underlying channel is a dilationally pure state.

�

Example 4.3.7. (Causal Dilations of the Bit Refreshment.)
Consider the ‘bit refreshment’ from the general introduction to the thesis, i.e. the causal
channel {0, 1} (T,C0) {0, 1} in CIT with primitive specification C0 and with T (b) = r for
any input b, where r ∈ St({0, 1}) is the uniformly random bit. Pictorially, we can represent
(T,C0) as

2 tr 1 r 2 , (4.49)

abbreviating the system {0, 1} as ‘2’, and with the understanding that each component
is given its primitive specification. One causal dilation of this channel is

2
id

2

1
id

2

2

r 2 2

, (4.50)

each component with its primitive specification, one identity thus stalling the other. It
corresponds to a scenario in which the agents controlling the environment draw a random
bit, and upon our input to the open interface gives us a copy of that bit, while storing our
input in their memory. Precisely, the specification E of this dilation is such that the two
upper output ports have the input as a cause, whereas the lower output port has no causes.
This reflects the fact that the random bit can be drawn in advance of seeing our input.

Another causal dilation is given by

2

2 2
XOR

2

2

r 2 2

(4.51)

(again equipping each component with its primitive specification), corresponding to a
scenario in which the agents draw a random bit and use it to decide whether or not to give
us back as output our original input, or to flip it.
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Now, disregarding causality altogether, both of the channels (4.50) and (4.51) are easily
seen to be complete dilations of T , and as such they are equivalent in the dilational ordering
of Section 2.2. However, what we shall do in a moment is to introduce a causal version of this
dilational ordering, and it will notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot be possible to go from one causalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausal dilation to the other in
a way that respects the causality: As causal dilations, (4.50) and (4.51) are simply differentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferentdifferent,
formalising the intuition that the side-information in one dilation (pre-existing knowledge
of which bit will be given as output) is information about something entirely different than
the side-information in the other (pre-existing knowledge of whether or not the input will
be flipped). �

Example 4.3.8. (Acausal Side-Information.)
Let X

(L,E )
Y

D E
be a causal dilation of X (T,C ) Y . A sub-interface E0 ⊆ E is said

to be acausal if E (E0) ⊆ D, or, equivalently, if E (E0) ∩ X = I. The output at an acausal
interface E0 represents the information that can be available at the hidden interface beforebeforebeforebeforebeforebeforebeforebeforebeforebeforebeforebeforebeforebeforebeforebeforebefore
the open interface X of the channel has been used. For instance, in Example 4.3.7 the copies
in the environment of the random bits were acausal.

We will say a dilation (L,E ) has no acausal side-information if I is the only acausal
sub-interface of E, i.e. if E (e) ∩ ports(X) 6= ∅ for all e ∈ ports(E). In such a dilation, no
hidden outputs are available before the accessible interface has been used.

On the other hand, a dilation (L,E ) for which allallallallallallallallallallallallallallallallall of E is acausal is called simply an

acausal dilation. Every trivial dilation
X (T,C ) Y

D (S,D) E
is acausal, but there may be other

acausal dilations. For example, if X T Y can be represented as X
T̃

Y
p

for some

channel T̃ and some state p (e.g. in CIT or QIT, if T admits a convex decomposition
with weights described by p), then for any dilation t

H
E

of p H the causal channel

X
(T̃ , C̃ )

Y

t
H

E
, with C̃ given by C̃ (Y0) = C (Y0) ∪ H for Y0 ⊆ Y non-trivial, is an

acausal dilation of (T,C ), assuming that T̃ is compatible with C̃ . In general (for example,
if T̃ and p constitute a non-trivial convex decomposition of T ) this dilation does not factor
as a trivial dilation.

As we will see in Chapter 5, quantum self-testing ensures that all acausal dilations of
certain channels are trivial, and this has the interpretation that any randomness produced
by those channels is fresh, independent of pre-existing randomness (Proposition 5.3.2). By
the preceding considerations, it also implies that the channel at the open interface has only
trivial convex decompositions, i.e. is extremal (Proposition 5.3.4).

�

Example 4.3.9. (Causal Dilations of a Quantum Measurement?)
Consider in QIT the decoherence channel C2 ∆ C2 given by ∆(A) = |0〉〈0|A |0〉〈0| +
|1〉〈1|A |1〉〈1| for A ∈ End(C2). The channel ∆ models a measurement in the computational
basis ([NC02]). Let us equip ∆ with the primitive causal specification C0 (this is the only
compatible specification anyway). As in Example 4.3.3, we obtain of course for any dilation

Φ
E

C2 C2
of ∆ as a channel, a causal dilation by simply equipping Φ with its primitive

specification.
There is, however, another dilation, namely one which is acausal: Based on the convex

decomposition ∆ = 1
2 idC2 + 1

2Z, where Z is the channel given by conjugation by the Pauli

137



z-unitary σz :=

(
1 0
0 −1

)
, we can write C2 ∆ C2 as C2

Γ
C2

τ C2
, where τ :=

1
2 |0〉〈0|+

1
2 |1〉〈1| is the fully mixed state on C2, and where Γ measures the lower system to

determine whether to apply idC2 or Z to the upper system. But then, letting K : C2 →
C2 ⊗ C2 denote the embedding in QIT of the classical copy-channel, i.e. the quantum
channel given by K(A) = 〈0|A |0〉 |0〉〈0|⊗ |0〉〈0|+ 〈1|A |1〉 |1〉〈1|⊗ |1〉〈1|, the state τ

K

is a dilation of τ (corresponding to a copy), and following Example 4.3.8 we thus obtain the
causal dilation

C2

Γ
C2

τ
K

C2

(4.52)

of C2 ∆ C2 , where each component is equipped with its primitive specification. In
equations, the channel (4.52) is given by A 7→ 1

2A⊗ |0〉〈0|+
1
2σzAσ

∗
z ⊗ |1〉〈1|.

This dilation is strange in the context of measurements since it is acausal, and thus
represents side-information available before the execution of the measurement; the dilation
formalises the curious circumstance that a quantum measurement can – mathematically –
be implemented by tossing a fair coin and using the outcome to decide whether to apply
a Pauli z-conjugation or do nothing to the system at hand. There are other such strange
causal dilations, indeed one for each convex decomposition of ∆ (for example, we also have
∆ = 1

2X+ 1
2Y , where X is Y are conjugations by the Pauli x- and y-unitaries, respectively.)

It would seem that there is no sensible way in which these strange dilations really reflect
the nature of quantum measurements, and I do not know how to interpret them other than
by refuting them as valid dilations when thinking of ∆ as a measurement. As we will see
in Chapter 5, the strangeness is not purely philosophical, but constitutes a mathematical
nuisance when establishing the precise connection between quantum self-testing and the
theory of causal dilations.

�

We now show three stability results about causal dilations, two of which are simple to
prove and the third of which is highly subtle, representing perhaps the most surprising result
about causal dilations at all.

The first result is immediate from the definition, like it was in the causality-free setting:

Proposition 4.3.10. (Stability of Causal Dilations under Parallel Composition.)
Suppose that D1

(L1,E1)
E1

X1 Y1

is a causal dilation of X1 (T1,C1) Y1 and D2
(L2,E2)

E2

X2 Y2

is a causal dilation of X2 (T2,C2) Y2 . Then,

X1
(L1,E1)

Y1

D1 E1

D2
(L2,E2)

E2

X2 Y2

(4.53)

is a causal dilation of
X1 (T1,C1) Y1

X2 (T2,C2) Y2

.
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The next obvious result to prove would be that also the serial composition of causal
dilations is a causal dilation, and this is immediate from the definition too. However, as dis-
cussed earlier, serial composition can be derived from parallel composition and contraction,
so given Proposition 4.3.10 it is stronger to state a stability result about contractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractionscontractions in the
accessible interface:

Proposition 4.3.11. (Stability of Causal Dilations under Accessible Contractions.)
Suppose that D

(L,E )
E

X Y
is a causal dilation of X (T,C ) Y , and that P is a com-

mon sub-interface of X and Y. Then, P is contractible in (T,C ) if and only if it is contractible
in (L,E ), and in that case the contraction

D
CP((L,E ))

E
X \ P Y \ P

(4.54)

is a causal dilation of the contraction X \ P CP((T,C )) Y \ P .

Proof. Consider the causal channel

E tr

D
(L,E )

E
X Y

. (4.55)

By Soundness it is contractible along E, and its contraction along E is given by

D tr

X (T,C ) Y
, (4.56)

since (L,E ) dilates (T,C ). Now, by Freeness of Parallel Composition, P is contractible
in (T,C ) if and only if it is contractible in the channel (4.56). But by Nested Contraction, P
is contractible in (4.56) if and only if it is contractible in (4.55). And this again is the case if
and only if P is contractible in (L,E ). Moreover, in the affirmative case, Nested Contraction
implies that the order of contraction of along P and E can be interchanged, so

E tr

D
CP((L,E ))

E
X \ P Y \ P

(4.57)

contracts along E to yield

D tr

X \ P CP((T,C )) Y \ P
, (4.58)

which by Soundness is precisely to say that CP((L,E )) is a dilation of CP((T,C )).
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The third and final result is the most surprising. It also concerns contractions, but in
the hiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhiddenhidden rather than the accessible interface, and I should like to stress two points which
serve to illustrate that it is non-trivial.

First of all, the result implies a surprising modularity property: If the causal channel
(T1,C1) is implemented by means of the dilation (L1,E1), and, meanwhile, (T2,C2) is im-
plemented by means of the dilation (L2,E2), and maybe (T3,C3), (T4,C4), and so forth, are
also implemented, some in parallel with each other, and others in series (or by contraction),
then Proposition 4.3.10 and Proposition 4.3.11 imply that the total network comprised by
all of the dilations, no matter how complicated it might be, is one big causal dilation of the
channel connecting the accessible interfaces. The result we are now about to prove then
shows that this remains true even if the implementer should choose to connect in all sorts
of obscure ways the hidden wires of this dilation; in other words, the implementer is free
to do anything in the environment and we will not be able to detect this at the accessible
interfaces.

Secondly, as the following example demonstrates, the result is dangerously close to being
false, bearing witness to the fact that the definition of causal dilations was delicately chosen:

Example 4.3.12. (Hidden Contractions of Near-Dilations may Cease to be Near-Dilations.)
Suppose we had defined the concept of a causal dilation slightly more liberally: Let us say
that (L,E ) is a near-dilation of (T,C ), if L is a dilation of T and E (J)∩ports(X) = C (J) for
all J ⊆ ports(Y) (rather than E (J) = C (J) for all J ⊆ ports(Y)). The requirement is loosened
so that while the causes of y ∈ ports(Y) within Xwithin Xwithin Xwithin Xwithin Xwithin Xwithin Xwithin Xwithin Xwithin Xwithin Xwithin Xwithin Xwithin Xwithin Xwithin Xwithin X remain as prescribed by C , y may have
causes in D. (Still, however, L will be non-signalling from D to Y as a channel, since L is a
dilation of T ). The concept of near-dilations is unstable under hidden contractions:

Consider the bit refreshment causal channel 2 tr 1 r 2 from Example 4.3.7,
and consider the causal channel (L,E ) given by

2
XOR

2

κ

XOR
2 2

, (4.59)

where κ denotes two copies of the uniformly random bit, i.e. the state
r

, and where
each component is equipped with its primitive specification. By the encrypting property of
the one-time pad (Example 4.1.7), the channel L dilates T . Moreover, the specification E
is easily seen to have the property required for (L,E ) to be a near-dilation of (T,C ). If we
give the input and output ports in the hidden interface of (L,E ) the same name, then the
pair is contractible, and the resulting contraction is

κ
2

XOR
XOR

2 2 2

= 2 id 2 , (4.60)

which suddenly is no longer a near-dilation of (T,C ), but rather of the identity id{0,1}.
Plainly speaking, though the implementer of (T,C ) achieves the correct input-output be-
haviour on the accessible interface with the causal channel (4.59), the implementer is not
free to connect at will the various wires of the hidden interfaces without destroying the
correctness of this behaviour. �
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Theorem 4.3.13. (Hidden Contractions of Causal Dilations are Causal Dilations.)
Let X (T,C ) Y be a causal channel. Suppose that D

(L,E )
E

X Y
is a causal dilation

of X (T,C ) Y , and that Q ⊆ D ∩ E is contractible. Then the contraction

D \Q
CQ((L,E ))

E \Q
X Y

(4.61)

is a causal dilation of X (T,C ) Y .

Proof. By induction and Coherence of Nested Contraction, it suffices to prove the statement
in the case where Q is a simple interface, i.e. has only a single port q.

Under this assumption, consider the causal channel

Q
(L,E )

Q
D \Q E \Q tr

X Y

. (4.62)

By Freeness of Non-Contracted Interfaces, this causal channel is contractible along Q,
and its contraction is

CQ

 Q
(L,E )

Q
D \Q E \Q tr

X Y

 =
D \Q

CQ((L,E ))
E \Q tr

X Y
.

(4.63)

Notice that the right hand side is precisely the thing to consider if we wish to show that
CQ((L,E )) is a dilation of (T,C ). Hence, let us compute this contraction in a different way.

Observe the following about the causal specification of the channel (4.62): The inputinputinputinputinputinputinputinputinputinputinputinputinputinputinputinputinput
port q ∈ ports(Q) is not a cause of Y, since q /∈ E (Y) by virtue of (L,E ) being a causal
dilation of (T,C ); on the other hand, q is not a cause of the output port q either, since
this would contradict Well-Foundedness by virtue of Q being contractible. By additivity of
causal specifications, we thus conclude that the input interface Q is not a cause of Y ∪ Q,
i.e. not a cause of any outputs whatsoever. But this implies (by Lemma 4.1.26) that (4.62)
must factor as

Q
(L,E )

Q
D \Q E \Q tr

X Y

=

Q tr

D \Q
(S,D)

Q
X Y

(4.64)

for some causal channel (S,D). This identity allows us to determine the contraction
(4.63) differently.

By Soundness we see from (4.64) that

CQ

 Q
(L,E )

Q
D \Q E \Q tr

X Y

 =
D \Q

(S,D)
Q tr

X Y
. (4.65)
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We also see from (4.64) that

Q tr

D \Q
(S,D)

Q tr

X Y

=

Q
(L,E )

Q tr

D \Q E \Q tr

X Y

=

Q tr

D \Q tr

X (T,C ) Y

,

(4.66)

as (L,E ) is a dilation of (T,C ). Hence, D \Q
(S,D)

Q tr

X Y
=

D \Q tr

X (T,C ) Y
by

normality of the theory. Combining this with Eq. (4.65) and Eq. (4.63), we finally conclude
that

D \Q
CQ((L,E ))

E \Q tr

X Y
=

D \Q tr

X (T,C ) Y
, (4.67)

which shows that CQ((L,E )) is a dilation of (T,C ), as desired.

4.3.B The Causal-Dilational Ordering
Now that we have seen a number of examples of causal dilations, we are ready to introduce
the causal version of derivability, namely the dilational ordering of Chapter 2. As outlined
in the introduction to the chapter, this order is meant to formalise the idea that some causal
dilations can be ‘constructed in the environment’ from others. Since we now have contrac-
tions in the bag of possible ‘constructions’ which can take place in the environment, we can
treat two-sided dilations properly, but must also slightly rethink what a sensible notion of
derivability should be.

Given a dilation X
(L,E )

Y
D E

of X (T,C ) Y , we would like to render it equiva-

lent to any dilation of the form
X

(L,E )
Y

D E

A (G,B) B
.15 We would also like to render a dilation

(L′,E ′) derivable from a dilation (L,E ), if (L′,E ′) results from the contraction of a sub-
interface of the hidden interface in (L,E ). These two ideas are combined in Definition 4.3.14
below.

As we want to speak of contraction, we need to restrict attention to E-channels from now
on. (As mentioned earlier, the reader is free to consider for concreteness the case where E
is the class of constructible causal channels in Θ.) Given an E-channel (T,C ), let us denote
by CausDilE((T,C )) the class of causal dilations of (T,C ) which are E-channels.

15That the latter should be deemed derivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivable from the former is clear, since the latter dilation represents
the independent execution of a causal channel (G,B) in the environment. That the former should be
derivable from the latter, however, is ultimately a choice which reflects a convention. For example, it is not

obvious that X
(L, E )

Y
D E

can be ‘constructed’ from
X

(L, E )
Y

D E
A tr

; if the theory Θ has states, we can

construct (L, E ) by inserting a state into A, but if there are no states on A there is no obvious ‘construction’
in the environment which yields (L, E ).
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Definition 4.3.14. (The Causal-Dilational Ordering.)
Let X (T,C ) Y be an E-channel. We denote by DE

(T,C ) the relation on CausDilE((T,C ))
given by

X
(L,E )

Y
D E

DE
(T,C )

X
(L′,E ′)

Y
D′ E′

(4.68)

if and only if there exists, possibly after renaming the ports in D and E, E-channels
A (G,B) B and A′ (G′,B′) B′ such that

CQ

 X
(L,E )

Y
D E

A (G,B) B

 =

X
(L′,E ′)

Y
D′ E′

A′ (G′,B′) B′
(4.69)

for some contractible common sub-interface Q of D ∪ A and E ∪ B. We say in this case
that (L′,E ′) is derivable from (L,E ).

�

Before exemplifying derivability, some observations are in order:

Proposition 4.3.15. (Derivability is a Pre-Order.)
The derivability relation DE

(T,C ) is a pre-order (i.e. is reflexive and transitive) on the class
CausDilE((T,C )).

Proof. The relation is reflexive by taking (G,B) = (G′,B′) and Q = I in the condition
(4.69). As for transitivity, suppose that (L,E ) D (L′,E ′) and (L′,E ′) D (L′′,E ′′). If
(G1,B1), works on the left-hand side of (4.69) to realise the relation (L,E ) D (L′,E ′),
and if (G2,B2) works on the left-hand side of (4.69) to realise the relation (L′,E ′) D
(L′′,E ′′), then the parallel composition (G,B) := (G1,B1) 8 (G2,B2) works to realise the
relation (L,E ) D (L′′,E ′′), using Freeness of Parallel Composition and Coherence of Nested
Contraction. (The intuition is obvious: If (L′,E ′) can be constructed from (L,E ) and
(L′′,E ′′) from (L′,E ′), then by successive construction we can reach (L′′,E ′′) from (L,E ).)
The details are left as exercise.

Remark 4.3.16. (On the ‘Renaming of Ports’ in Definition 4.3.14.)
The reader may wonder why it the renaming of ports cannot simply be absorbed into the
action of (G,B); this is ultimately due to our choice of formally defining contractibility
for commoncommoncommoncommoncommoncommoncommoncommoncommoncommoncommoncommoncommoncommoncommoncommoncommon sub-interfaces (rather than, say, by means of merely a bijective correspondence
between sub-interfaces), and it is illustrated in Example 4.3.19. z

Remark 4.3.17. (On the Significance of (G′,B′) in Condition (4.69).)
We will shortly give a simplifying reformulation of the condition of derivability (Lemma 4.3.21).
Let us already now observe, however, that we may without loss of generality assume that

B′ = I and that (G′,B′) = trA′ ; indeed,
X

(L′,E ′)
Y

D′ E′

A′ tr

is derivable from
X

(L′,E ′)
Y

D′ E′

A′ (G′,B′) B′
,

by parallelly composing the latter with B′ tr and contracting along B′, using Soundness.
The formulation (4.69) was merely chosen for the sake of symmetric appearance. z
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Remark 4.3.18. (Notation – On the Dependence of DE
(T,C ) on (T,C ) and E.)

Like the dilational ordering DT in the causality-free case, the relation DE
(T,C ) depends only

on (T,C ) through the dependence on the open interfaces X and Y (cf. Remark 2.2.3). On
the other hand, there is a strong dependence of DE

(T,C ) on E, since the channel (G,B) used
to construct (L′,E ′) in the environment must be an E-channel. For example, in QIT, if E is
the constructible class, any Bell-channel can be used for (G,B), whereas the inconstructible
PR box cannot.

In practice, we will abbreviate DE
(T,C ) by DE, or even by D if E is clear from the

context. z

The canonical examples of derivability are given by serial composition in the environment,
and by contraction in the environment:

Example 4.3.19. (Derivation by Serial Composition.)
Let X

(L,E )
Y

D E
be a dilation of X (T,C ) Y . For any causal channel E (G,B) E′ ,

the dilation
X

(L,E )
Y

D E (G,B) E′
can be derived from (L,E ), as witnessed by the par-

allel composition

X
(L,E )

Y
D E

E (G,B) E′
(4.70)

which by Soundness is contractible along E with the desired contraction. Note, however,
that we might need to intermittently rename the ports in E so as to make them differ from
those of E′, D and X, in order for the channels to be parallelly composable in the first place
(according to our requirement of distinct port names in a parallel composition).

This example serves to illustrate how the causal-dilational ordering generalises the one
of Chapter 2 (note that (G,B) could easily have had an additional input interface D′).

�

Example 4.3.20. (Derivation by Contraction.)
Let X

(L,E )
Y

D E
be a dilation of X (T,C ) Y , and let Y

(M,F )
Z

E K
be a dilation

of Y (S,D) Z whose hidden input interface matches the hidden output interface of
(L,E ). Of course, the causal channel

X
(L,E )

Y
(M,F )

Z
D E E K

(4.71)

is a causal dilation of X (T,C ) (S,D) Z . (A better two-dimensional drawing of the
channel (4.71) would have the E-wires prolonged, crossing each other, so as to display all the
input interfaces to the far left, and all the output interfaces to the far right.) The interface
E is contractible, and the contraction is given by

X
(L,E )

Y
(M,F )

Z
D E K

; (4.72)
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consequently, (4.72) is dilation derivable from the dilation (4.71).
This derivation could notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot have been realised by ‘building clever circuits around’ the

original dilation; at some point a contraction is needed, and ordinary serial and parallel
composition will not accomplish it. A similar example can be based on the parallel compo-
sition of two dilations, rather than a serial. These two examples illustrate why we could not
properly have treated a dilational ordering among two-sided dilations in Chapter 2 before
introducing the formalism of causal channels and contractions.

�

We shall now restate the definition of derivability in simpler terms, effectively demon-
strating that Example 4.3.19 and Example 4.3.20 are indicative of what general derivability
looks like, namely, a combination of serial composition and contraction of the inaccessible
interface. We have the following:

Lemma 4.3.21. (Simplified Statement of Derivability.)
Let X

(L,E )
Y

D E
and X

(L′,E ′)
Y

D′ E′
be causal dilations of (T,C ), and assume that

the naming of ports is such that the indicated interfaces are sufficiently disjoint (for example,
all pairwise disjoint). Then, (L,E ) DE (L′,E ′) if and only if there exists an E-channel
(G,B) such that

CD


X

(L,E )
Y

D E
(G,B)

D
D′ E′

A′

 =

X
(L′,E ′)

Y
D′ E′

A′ tr

, (4.73)

with D contractible. (If Θ has a state on every system, we may additionally take A′ = I.)

Proof. The ‘if’-direction is clear. For the ‘only if’-direction, assume (G,B) and (G′,B′) are
given such that (4.69) holds. Recall from Remark 4.3.17 that we may assume without loss
of generality that B′ = I and (G′,B′) = trA′ , since we may always (possibly after renaming
inaccessible ports) parallelly compose with trB′ and contract along B′ using Soundness. (If
the theory Θ has states on every system, we may here similarly assume that A′ = I, so that
altogether the channel (G′,B′) does not appear at all on the right hand side of Eq. (4.69).)

We thus have a causal channel (G,B) and a contractible sub-interface Q, such that

CQ

 X
(L,E )

Y
D E

A (G,B) B

 =

X
(L′,E ′)

Y
D′ E′

A′ trA′

(4.74)

(the naming assumption means that a potential renaming of hidden ports can be absorbed
into (G,B)). Now, observe that we can always enlarge the contracted interface Q so as to
ensure that Q ⊇ D ∪ E, by replacing (G,B) with (G,B) 8 id(D∪E)\Q and redefining Q as
Q ∪ [(D ∪ E) \ Q]; indeed, contracting the ports in (D ∪ E) \ Q with identities makes no
difference, by Soundness. Under this modification, we actually have
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CQ


X

(L,E )
Y

D E
E

(G,B)

D
QA QB

A \QA B \QB

 =

X
(L′,E ′)

Y
D′ E′

A′ trA′

, (4.75)

where QA = Q ∩ A and QB = Q ∩ B, and where Q = D ∪ E ∪ QA = D ∪ E ∪ QB. This
last identity implies that QA = QB =: Q0, and by Nested Contraction we can start by
contracting the interface Q0 and may thus assume without loss of generality that actually
QA = QB = I, and thus Q = D ∪ E. But then, by comparing the remaining interfaces on
each side of (4.75), we must have A = A \ QA = D′ ∪ A′ and B = B \ QB = E′, so that
Eq. (4.75) reads

CD∪E


X

(L,E )
Y

D E
E

(G,B)

D
D′ E′

A′

 =

X
(L′,E ′)

Y
D′ E′

A′ trA′

. (4.76)

It now follows by Nested Contraction that we can start in Eq. (4.76) by contracting
E, and by Soundness that this contraction is given by serial composition, so we conclude
Eq. (4.73) as desired.

Remark 4.3.22. (On Interpretation.)
Intuitively, Lemma 4.3.21 is not surprising. It merely says that any construction in the
environment can be realised by adjoining all hidden outputs and inputs of (L,E ) to a
network in the environment (one of them by a serial composition, the other necessarily
by a contraction). The statement could equally well have been formulated using a serial
composition on the D-interface followed by a contraction of the E-interface. z

Remark 4.3.23. (Derivations from One-Sided Dilations.)
Lemma 4.3.21 implies that any dilation derivable from a one-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sided dilation can be obtained
by a serial composition with a causal channel (G,B). As such, when restricting to one-sided
dilations the causal-dilational ordering looks similar to the dilational ordering of Chapter 2.

z

We end this subsection by observing two results to the effect that derivability inter-
acts sensibly with parallel composition and contraction in the accessible interface (thus
subsuming serial composition). Both results are easy to prove, boiling down to axiomatic
gymnastics of contractions, similar to that of earlier proofs. They can be seen as companions
to Proposition 4.3.10 and Proposition 4.3.11.

Theorem 4.3.24. (Parallel Composability of DE.)

Let Dj
(Lj ,Ej)

Ej
Xj Yj

and
D′j

(L′j ,E
′
j )

E′j
Xj Yj

be causal dilations of Xj (Tj ,Cj) Yj for

j = 1, 2, such that
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X1
(L1,E1)

Y1

D1 E1

DE X1
(L′1,E

′
1)

Y1

D′1 E′1
and X2

(L2,E2)
Y2

D2 E2

DE X2
(L′2,E

′
2)

Y2

D′2 E′2
.

(4.77)

Then, it holds that

X1
(L1,E1)

Y1

D1 E1

D2
(L2,E2)

E2

X2 Y2

DE

X′1
(L′1,E

′
1)

Y′1
D′1 E′1
D′2

(L′2,E
′
2)

E′2
X′2 Y′2

. (4.78)

Proof. The proof uses Coherence of Nested Contraction and Freeness of Parallel Composition
and is left as a straightforward exercise.

Theorem 4.3.25. (Contractual Composability of DE.)
Let D

(L,E )
E

X Y
and D′

(L′,E ′)
E′

X Y
be causal dilations of X (T,C ) Y , such that

X
(L,E )

Y
D E

DE X
(L′,E ′)

Y
D′ E′

. (4.79)

Then, a sub-interface P ⊆ X ∩ Y is contractible in (L,E ) if and only if it is contractible
in (L′,E ′), and in that case

X \ P
CP((L,E ))

Y \ P
D E

DE X \ P
CP((L′,E ′))

Y \ P
D′ E′

. (4.80)

Remark 4.3.26. Observe that, as usual, Theorem 4.3.25 about contractions subsumes
serial composition, given Theorem 4.3.24 about parallel composition. z

Proof. Contractions now occur on two distinct levels; on the explicitly stated level of contrac-
tion in the accessible interfaces X and Y, and on the level of contractions in the environment
implicit within the definition of the pre-order DE.

If (G,B) realises the relation (L,E ) DE (L′,E ′), then the desired follows by Freeness
under Parallel Composition and Coherence of Nested Contraction. Again, the details are left
as exercise. (The statement about equivalence of contractibility follows since contractibility
of P in either dilation is equivalent to contractibility of P in (T,C ), by Proposition 4.3.11.)

4.4 Density Theorems and Rigidity
Now that we have understood the basic properties of causal dilations and the pre-order of
derivability, it is natural to start executing the same program as for dilations in Chapter 2,
namely, that of uncovering the structure of causal dilations of a given causal channel (T,C ).

This time, however, the problem at hand is much more complex, and we will not be as
successful in doing this. In this section, I will only make some initial observations about the
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structure of causal dilations, and almost exclusively in specific examples. Whether a more
systematic theory is possible is unclear, and it is probably the most important problem left
open from the work of this thesis.

Again, we work in a fixed contractible theory (Θ,C,E). First, let us transfer to the
setting of causal dilations the idea of completeness, which was one of the most powerful
concepts of Chapter 2:

Definition 4.4.1. (Causal Completeness.)
Let X (T,C ) Y be an E-channel, and let D ⊆ CausDilE((T,C )) be a class of dilations
of (T,C ). A dilation (K,F ) ∈ D is called (causally) complete for D, if (K,F ) DE (L,E ) for
all (L,E ) ∈ D. A dilation (K,F ) ∈ CausDilE((T,C )) is called simply (causally) complete
if it is complete for CausDilE((T,C )). �

Example 4.4.2. By Example 4.3.4, both trashes and states have complete causal dilations.
�

In Chapter 2, completeness was ubiquitous and its absence confined to obscure examples.
CausalCausalCausalCausalCausalCausalCausalCausalCausalCausalCausalCausalCausalCausalCausalCausalCausal completeness, on the other hand, turns out to be a scarce resource, at least in the
information theories CIT and QIT. The reality seems to be that causal completeness should
no longer be regarded as a property of a (contractible) theory, cf. the idea of ‘complete
theories’ in Chapter 2, but rather as a property of certain causal channelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannels in the theory:

Definition 4.4.3. (Rigidity.)
An E-channel X (T,C ) Y is said to be rigid if it has a complete causal dilation. More
generally, we call (T,C ) rigid relative to D ⊆ CausDilE((T,C )) if (T,C ) has a causal dilation
which is complete for D. �

Rigidity signifies that by locking the input-output behaviour (T,C ) between the ac-
cessible interfaces, there is a single ‘worst case’ causal dilation, formalising the strongest
possible causal side-computations the environment can perform during our interaction with
the causal channel (T,C ). At this point, it is not clear that this property has anything to do
with rigidity as it is understood in quantum self-testing (except, perhaps, for similarity in
spirit), but the relationship will be uncovered in Chapter 5. Essentially, ‘rigidity’ as used in
the field of quantum self-testing will correspond to rigidity relative to a certain class of dila-
tions, but not relative to all; that some dilations have to be disregarded slightly disturbs the
simplicity, but it is intimately related to the fact that measurement channels have strange
dilations (Example 4.3.9).

How should we tackle the problem of clarifying the structure of dilations if we cannot
generally rely on completeness?

As a substitute for complete (i.e. DE-largest) dilations of (T,C ), one might look for
DE-maximalmaximalmaximalmaximalmaximalmaximalmaximalmaximalmaximalmaximalmaximalmaximalmaximalmaximalmaximalmaximalmaximal16 dilations, and try to prove results to the effect that any dilation is derivable
from some maximal dilation. Whereas this could indeed be successful, pre-orders in general
need not exhibit such universal boundedness by maximal elements.17

As such, the best we can do is to identify a dense class of dilations, that is, a class18 D of
dilations such that for any dilation (L′,E ′), there exists (L,E ) ∈ D with (L,E ) DE (L′,E ′).

16See the Preliminary section of the thesis for basic terminology of pre-orders.
17It seems to me hard to find principles which in this context facilitate an application of Zorn’s Lemma.
18This class has conceptually nothing to do with the class in the definition of relative completeness

and rigidity, though we denoted it too by the symbol ‘D’. Observe, however, that if D is dense in
CausDilE((T,C )) and (K,F ) is complete for D, then (K,F ) is in fact complete for all of CausDilE((T,C )).
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The smaller we can make the dense class, the better we have understood the large elements
in the causal-dilational ordering, that is, the better we have understood the abilities of a
potentially adversarial environment of the channel (T,C ).

We will use the term density theorem about a result which identifies a certain class of
dilations as dense. A completeness theorem would be an extreme density theorem, asserting
that a class {(K,F )} consisting of a single dilation is dense.

To make any sort of progress, we will from now on restrict attention to constructible
channels, i.e. we will fix E = Cons(Θ) and take C to be the standard notion of contraction.
This is not only a mathematical convenience, but is also, at least in the case of the infor-
mation theories CIT and QIT, physically reasonable.19 We will write simply D in place of
DCons(Θ).

First, we show a general density theorem which holds by virtue of the constructibility
restriction. The most important case of this result is that of Bell-channels. Then, we observe
that causal channels in cartesian theories are always rigid. Finally, we examine density and
rigidity for Bell-channels in CIT.

4.4.A ... in General
In approaching a general density theorem, the first observation to make is that, by Lemma 4.1.24,
every constructible dilation of a causal channel X (T,C ) Y is of the form

X
(L,E )

Y
E

(G,B)
D′ E′

(4.81)

with (L,E ) and (G,B) constructible. This implies that the class of one-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sided con-
structible dilations of (T,C ) is dense. As such, the density question is reduced to finding a
class which is dense within the class of one-sided dilations.

A first step in this direction is to clarify the complexity of the various possible hidden
output interfaces E. The ports e ∈ ports(E) distinguish themselves by their sets of causes
E (e) ⊆ ports(X). These cause-sets encode which ports in the open interface X have to be
fed with an input before side-information becomes available to the environment.

Example 4.4.4. (One-sided Dilations of a General Causal Channel.)
Let (L,E )

E
X Y

be a one-sided dilation of X (T,C ) Y . If two ports e, e′ ∈ ports(E)

have the same causes, E (e) = E (e′), then they can by merged in the environment to a single
port, and this merging can be reversed also by a causal channel in the environment. In other
words, (L,E ) is D-equivalent to a one-sided dilation for which all hidden ports have distinct
sets of causes. Consequently, a dense class of dilations is given by those one-sided dilations
with (at most) 2|X| hidden ports, one for each possible set of causes in the open interface X.

�

A priori, the size of E might not be further reducible than suggested by the exponential
bound 2|X|. But sometimes we can reduce it by virtue of (constructibility and) details of
the causal specification C . The following example not only serves to illustrate this point,

19Otherwise, even a causal channel as simple as the bit refreshment channel has as among its dilation the
PR box, whose physical existence is questionable ([vD13]).
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but will also be extremely important for establishing the relation to quantum self-testing in
Chapter 5:

Example 4.4.5. (Constructible Dilations of a Bipartite Bell-Channel.)
Consider a bipartite Bell-channel, i.e. a constructible causal channel XA

(T,C )
YA

XB YB
with C (yA) = {xA} and C (yB) = {xB}. By Example 4.4.4, any constructible dilation of
(T,C ) is derivable from a one-sided constructible causal dilation with four hidden ports,
corresponding to the cause-sets ∅, {xA}, {xB} and {xA, xB}. It turns out that already the
dilations with threethreethreethreethreethreethreethreethreethreethreethreethreethreethreethreethree types of hidden output ports – corresponding to cause-sets ∅, {xA} and
{xB} – suffice to form a dense class. (As such, side-information with cause-set {xA, xB} can
always be derived from side-information with cause-sets {xA} and {xB}.) The argument is
essentially graph-theoretic:

Define the stencil-complexity of a constructible channel to be the minimal number of
boxes required in a stencil-representation whose filling uses only primitive causal channels.
Given any constructible dilation (L′,E ′) of (T,C ), let (L,E ) D (L′,E ′) be a one-sided
constructible dilation with smallest possible stencil-complexity. Let (F, G) be a stencil-
representation of (L,E ) witnessing this stencil-complexity. We aim to show that (L,E ) has
no hidden port with cause set {xA, xB}. This will prove the desired, since the remaining
ports can then be merged according to causes.

To arrive at a contradiction, assume that for some e ∈ E we have E (e) = {xA, xB}. Then
in the stencil G, the port e must be the child20 of some box, say b. Moreover, both xA and
xB must be ancestral to b, and therefore xA and xB are ancestral to any descendantdescendantdescendantdescendantdescendantdescendantdescendantdescendantdescendantdescendantdescendantdescendantdescendantdescendantdescendantdescendantdescendant of b. In
particular, any output port that descends from b has cause-set {xA, xB}. But by virtue of
the specification C , this implies that b cannot have yA or yB as descendants, so the ports
which descend from b must correspond to a sub-interface E0 of E. Pictorially, the situation
now looks as follows:

X
(L,E )

Y
E

=

X
(L0,E0)

Y
E \ E0

H Tb E0

, (4.82)

where Tb denotes the box b filled with its primitive channel Tb, and where (L0,E0)
abbreviates the remaining part of the representation (F, G), that results from disregarding
the box b. Now, however, if we remove the box b we are left with a one-sided constructible
dilation (L0,E0) D (L,E ) of strictly lower stencil-complexity than (L,E ), contradicting the
choice of (L,E ). Consequently, there cannot be any ports e ∈ ports(E) with E (e) = {xA, xB},
and the desired follows: Any constructible dilation of (T,C ) derives from a constructible

dilation

XA

(L,E )

YA
EA
E0
EB

XB YB

, where E (e0) = ∅, E (eA) = {xA} and E (eB) = {xB}.

�

It is clear that Example 4.4.5 can be easily generalised to the case of a multipartite Bell-
channel, i.e. a constructible causal channel X (T,C ) Y with ports(X) = {x1, . . . , xn}
and ports(Y) = {y1, . . . , yn}, and for which the specification C is given by C (yj) = {xj}
for j = 1, . . . , n. As dense class of dilations we thus obtain those one-sided constructible

20Recall that a vertex v in a directed graph is a child of the vertex v′ if there exists an edge from v′ to v.
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dilations with n + 1 = |X| + 1 hidden ports, one port for each j = 1, . . . , n with cause-set
{xj}, and one port which is acausal i.e. has cause-set ∅. This is a tremendous improvement
over the 2|X| ports that would a priori be expected.

In fact, the graph-theoretic argument we gave can even be generalised beyond Bell-
channels without much difficulty.

Let X (T,C ) Y be an arbitrary constructible causal channel, but let us suppose for
simplicity that Y 6= I and C (Y) = X. (Minding Lemma 4.1.26, this is to say that no trash
can be factored out of (T,C ).) Let us call a set of ports P ⊆ ports(X) a minorant of C given
y if P ⊆ C (y). Let

MinC := {P ⊆ ports(X) | ∃y ∈ ports(Y) : P ⊆ C (y)} (4.83)

be the collection of minorants of C (given some y). If C is a primitive causal specification
(C (y) = ports(X) for all y ∈ ports(Y)), then MinC is the collection of all subsets of ports(X),
so |MinC | = 2|X|. At the other extreme, if C (y) contains just a single port xy ∈ ports(X) for
every y ∈ ports(Y) (like for the Bell-channels), then MinC contains precisely the singletons
{xy} along with the empty set ∅, so |MinC | = |X| + 1 (since y 7→ xy is surjective by the
requirement C (Y) = X).

We have the following:

Theorem 4.4.6. (Density of Minorantal One-Sided Dilations.)
Let X (T,C ) Y be a constructible causal channel with Y 6= I and C (Y) = X. Then the

class of constructible one-sided dilations (L,E )
E

X Y
for which E contains (at most)

|MinC | ports, one port e with E (e) = P for each minorant P ∈ MinC , is a dense class of
dilations.

Remark 4.4.7. For the case Y = I we already have a density theorem in the form of Exam-
ple 4.3.4, indeed, the trashes have complete causal dilations. For Y 6= I but C (Y) ( X, one
can factor out a maximal trash from (T,C ) and prove that the dense class of Theorem 4.4.6
can be combined in parallel with those complete dilations and yield a dense class. z

Proof. The proof closely follows that given in Example 4.4.5.
For any constructible dilation (L′,E ′) of (T,C ), let (L,E ) D (L′,E ′) be a one-sided con-

structible dilation with minimal stencil-complexity, and let (F, G) be a stencil-representation
witnessing this. We prove that E (e) ∈ MinC for every e ∈ ports(E), and this is enough.

Any port e ∈ ports(E) is the child of some box b in the stencil G (if it were the child of an
input port x, then the wire x e would be disconnected from the rest of G, so (T,C ), which
appears by trashing all the ports in E, would have trx as a factor, contradicting C (X) = Y).
By the exact same argument as given in Example 4.4.5, b cannot only have descendants in
ports(E), since this would allow us to remove the box b and obtain a constructible dilation
(L0,E0) D (L,E ) of strictly lower stencil-complexity. Hence, b must have some y ∈ ports(Y)
as descendant. But then every ancestor of b is also an ancestor of y, so every ancestor of eof eof eof eof eof eof eof eof eof eof eof eof eof eof eof eof e is
an ancestor of y. In particular, the cause-set E (e) is contained in the cause-set E (y) = C (y),
which is precisely to say that E (e) ∈ MinC .

Theorem 4.4.6 is neat, in particular as it applies to Bell-channels in the form of Exam-
ple 4.4.5, but it does not really bring us much closer to what causal dilations look like. The
point is, however, that in certain cases we can now use the knowledge of the cause-sets E (e)
to dessicate the dilations (L,E ) even further, by giving a concrete stencil-representation:
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Theorem 4.4.8. (General Density Theorem for Bell-Channels, Part I.)
Let XA

(T,C )
YA

XB YB
be a bipartite Bell-channel. Then, the causal dilations of the form

XA
LA

YA

t

EA
E0

LB
EB

XB YB

, (4.84)

where each component is given its primitive specification, constitute a dense class for
constructible dilations of (T,C ).

Remark 4.4.9. (General Bell-Channels.)
It should be clear how to generalise this statement to multipartite Bell-channels. In the case
of a unipartite Bell-channel (that is, in the case of a primitive causal channel X (T,C ) Y ),

the dense class is comprised by causal dilations of the form
X

L
Y

t
E
E0

. z

Proof. We know from Example 4.4.5 that the constructible dilations

XA

(L,E )

YA
EA
E0
EB

XB YB

,

where E (e0) = ∅, E (eA) = {xA} and E (eB) = {xB}, form a dense class. However, using

Lemma 4.1.24 such a causal channel must be of the form

XA

(SA,DA)

YA
EA
E0

H
(LB,FB)

EB
XB YB

for constructible (SA,DA) and (LB,FB). Since xA /∈ E ({yB, eB}), we may assume as in Ex-
ample 4.1.27 without loss of generality that DA(ports(H)) = ∅ (if ports(H) had DA-causes,
these would propagate to {yB, eB}, unless trashed in (LB,FB)). Using Lemma 4.1.24 again,

(SA,DA) must therefore be of the form

XA
(LA,FA)

YA

t

EA
E0
H

for some state t and some

constructible (LA,FA). Altogether, (L,E ) is now of the form

XA
(LA,FA)

YA

t

EA
E0

(LB,FB)
EB

XB YB

, with

xi ∈ Fi(yi) and xi ∈ Fi(ei). Now, however, the total causal specification that results from
this is precisely the same as when FA and FB are substituted by primitive specifications.
Hence, we can make this substitution and achieve the desired.

The significance of Theorem 4.4.8 is the following: A channel of the form (4.84) is a
dilation of (T,C ) if and only if t is a dilation a state s and the channels Li are dilations of
channels Ti, such that
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XA
TA

YA

s

TBXB YB

=
XA

(T,C )
YA

XB YB
. (4.85)

Though it was of course already clear that (T,C ) must have this form (since it is a
Bell-channel), it was notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot clear that any causal dilation of (T,C ) must derive from a dilation
obtained by simply dilating every component in a triple of possible components. That result
also brings us for the first time promisingly close to the concepts of quantum self-testing:
The various triples (TA, TB, s) will correspond essentially to quantum strategies which pro-
duce a given input-output behaviour.

Now, in a general theory it seems that we cannot achieve a better density theorem (in
the case of Bell-channels) than Theorem 4.4.8. In specific theories, however, certain features
often make an improvement possible. As such, it is essential to have a criterion which
expresses when two dilations of the form (4.84) are related in the pre-order D. Indeed, if
one is derivable from another, then the weaker one can be removed from the class without
losing density. We have the following:

Theorem 4.4.10. (General Density Theorem for Bell-Channels, Part II.)
Let XA

(T,C )
YA

XB YB
be a bipartite Bell-channel. Then, two causal dilations of the form

(4.84) satisfy

XA
LA

YA

t

EA
E0

LB
EB

XB YB

D

XA
L′A

YA

t′

E ′A
E ′0

L′B
E ′B

XB YB

if and only if there exist channels F , GA

and GB such that

XA
LA

YA

t

EA
GA

E ′A

FE0 E ′0

GB

LB

EB E ′B
XB YB

=

XA
L′A

YB

t′

E ′A
E ′0

L′B
E ′B

XA YB

. (4.86)

Remark 4.4.11. (General Bell-channels.)
Again, it should be clear how to generalise the statement to multipartite Bell-channels. In
the case of a unipartite Bell-channel (i.e. of a primitive causal channel X (T,C ) Y ),

we have
XA

L
YA

t
E
E0

D
XA

L′
YA

t′
E ′
E ′0

if and only if there exist channels G and F such

that

XA
L

YA

t

E
G

E ′

FE0 E ′0

=
XA

L′
YA

t′
E ′
E ′0

. (4.87)

z
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Proof. By Lemma 4.3.21, the derivability relation holds if and only if there exists a con-
structible causal channel (G,B) such that

XA
LA

YB

t

EA
(G,B)

E ′A
E0 E ′0

LB
EB E ′B

XA YB

=

XA
L′A

YB

t′

E ′A
E ′0

L′B
E ′B

XA YB

. (4.88)

Since the causal specifications on each side must match, we conclude that B(e′0) ⊆ {e0},
B(e′A) ⊆ {e0, eA} and B(e′B) ⊆ {e0, eB}. Now, however, it can be demonstrated by an
argument slightly more general than in the proof of Theorem 4.4.8 (when arguing about the
structure of (L,E )) that if a constructible (G,B) has a specification with those properties,
then it is necessarily of the form represented in Eq. (4.86). (Importantly, we rely in this proof
on the fact that we fixed the scheme E of allowed causal channels to be the constructible
causal channels.)

4.4.B ... in Cartesian Theories
In cartesian theories, the above observations are not particularly useful, except perhaps in
the case of Bell-channels. However, it is quite easy to see that, regardless of whether the
channel (T,C ) is a Bell-channel or not, it has a causally complete dilation:

Theorem 4.4.12. (Completeness and Rigidity in Cartesian Theories.)
Assume that Θ is a cartesian theory, and let X (T,C ) Y be any (constructible) causal
channel in Θ. Then (T,C ) is rigid, and a complete causal dilation is given by

...
X1

(T,C )... Y
Xn

, (4.89)

where the individual copy channels are given their primitive causal specifications. (Ob-
serve in this regard that the copy channels are formally also boxes in the stencil.)

Remark 4.4.13. Note that a restriction to constructible channels in Θ is void, since by
Theorem 4.1.18 all causal channels in a cartesian theory are constructible. z

Proof. It suffices to show that any one-sided causal dilation of (T,C ) can be derived from
the dilation (4.89). If however (L,E ) is a one-sided dilation, then the underlying channel L
can be derived by completeness of copying for channelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannelschannels (Theorem 2.3.6), so only the causal
specification E remains to be accounted for. But we can argue abstractly as earlier, when
we discussed the standard notion of contraction, by noting that the collection of causal
specifications themselves form a cartesian theory themselves, that E is as such a dilation
of C , and that the causal specification of the channel (4.89) is a complete dilation of the
specification C . More down-to-earth arguments are also possible, and left as exercise.
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4.4.C ... in CIT

In the theory CIT things are much more complicated than in cartesian theories, and here
the general discussion of Section 4.4.A can be put to use. We will restrict attention entirely
to Bell-channels.

Let us start by considering the case of a unipartite Bell-channel. Put differently, this is
really to study the causal dilations of a channel between simple interfaces, X (T,C ) Y ,
where C is the primitive specification given by C (y) = {x}. (Note that this scenario includes
the ‘bit refreshment’ channel of Example 4.3.7.) The analysis of this simple case is already
rather involved, culminating with Theorem 4.4.15.

By Theorem 4.4.8, any constructible dilation of (T,C ) is derivable from a dilation of the
form

X
L

Y

t
R E

E0

, (4.90)

where the state t and the channel L are given their primitive specifications. Due to
special features of CIT, this density statement can be improved; we shall now argue that
effectively any randomness involved in L can be pushed to E0 as acausal side-information,
thus moving up higher in the causal-dilational ordering and thereby narrowing the dense
class:

Every classical channel is a convex combination of deterministic channels (functions). In

particular, this holds for the channel X
T

Y

R
:=

X
L

Y

R E tr
; but this is to say

that

X
T

Y

R
=

X

f

Y

R

q H

(4.91)

for some deterministic channel (function) f and some state q on some system H. For-
getting for a moment about causality, L is evidently a dilation of the channel (4.91), so by
completeness and localisability of CIT (Theorem 2.3.21 and Theorem 2.3.17) the channel L
can be derived (in the dilational ordering of Chapter 2) from the dilation given by copying
q and the inputs to f , that is, there exists a channel G such that

X
L

Y

R E
=

X

f

Y

R

q

G E

. (4.92)

(Clearly, we need not include two copies of q; one suffices.) Turning causality back on,
we see that by giving each component on the right hand side its primitive specification, L
indeed gains the primitive specification, so in summary we can rewrite (4.90) as
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X

f

Y

t

R

q

G E

E0

, (4.93)

with each component given its primitive specification. Now, by simply removing G we
obviously rise in the causal-dilational ordering – in fact, we generically rise strictlystrictlystrictlystrictlystrictlystrictlystrictlystrictlystrictlystrictlystrictlystrictlystrictlystrictlystrictlystrictlystrictly, since,
importantly, the copy of q transits from contributing to the side-information available after
the input to x (as stalled by G) to acausalacausalacausalacausalacausalacausalacausalacausalacausalacausalacausalacausalacausalacausalacausalacausalacausal side-information (cf. Example 4.3.8). A similar
thing can be said about the copy of the R-system, and by merging the three acausal hidden
outputs in the environment, we conclude in summary that the causal dilation Eq. (4.90) is
derivable from a causal dilation of the form

X
f

Y

t̃

R

X

Ẽ0

, (4.94)

so such dilations form a dense class.

One further improvement is possible by noting that since t̃ is a dilation of its R-marginal,
it can be derived from a copy of that marginal by completeness of copying (Theorem 2.3.21).
Hence, we have altogether proved the following density theorem for constructible dilations:

Theorem 4.4.14. (Preliminary Density Theorem for Unipartite Bell-Channels in CIT.)
Let X (T,C ) Y be a primitive causal channel in CIT between simple interfaces. Then
the class of causal dilations of the form

X
f

Y

p R

X
R

, (4.95)

where p is a state on some system R and f a deterministic channel (function), and where
each component is given its primitive causal specification, is a dense class of dilations.

Theorem 4.4.10 tells us when two dilations of the form (4.95) are related in the causal-
dilational ordering, and will allow us to investigate whether a further thinning of this dense
class is possible. But another question merits attention first: How can we interpret the
dilations (4.95)?

This question is actually easy to answer. The dilations (4.95) are indexed by pairs (f, p),
and to understand which pairs give rise to a dilation we simply need to observe that the
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channel (4.95) constitutes a dilation of (T,C ) precisely when X
f

Y

p
= X T Y .

If we consider the function f : X×R→ Y equivalently as a family of functions fr := f(·, r) :
X → Y indexed by r ∈ R, then this requirement is the condition

∑
r∈R

p(r)fr = T, (4.96)

in other words, the dilations (4.95) correspond to convex decompositions of T into deter-
ministic functions.

In this light, Theorem 4.4.14 is perhaps not so surprising – what it says, basically, is
that any causal dilation of T can be thought of as deriving from one in which the agent in
the environment draws a random r ∈ R according to the distribution p, keeps a copy of r
in memory while using another copy to choose a function fr to apply to our input, copies
our input x ∈ X to memory and gives us the value fr(x) as output. If we think about it,
this exactly fits the scheme of the two causal dilations of the bit refreshment channel from
Example 4.3.7; the two dilations correspond to the convex decompositions 1

2f0 + 1
2f1, where

fk : {0, 1} → {0, 1} is the function that is constantly k, respectively 1
2 id{0,1}+ 1

2NOT, where
NOT : {0, 1} → {0, 1} is the bit flip.

This understanding of the nature of the dilations also gives a hint on how to thin the
dense class further. First of all, we may clearly assume that p has full rank on R, i.e. p(r) > 0
for all r ∈ R. Secondly, any convex decomposition (f, p) of T can intuitively be reduced to
one for which fr 6= fr′ whenever r 6= r′; this comes about by merging any instances of r, r′
which violate this. Formally, we replace R by the set of equivalence classes R/ ∼ under the
equivalence relation r ∼ r′ ⇔ fr = fr′ , we replace (fr)r∈R by (f̃[r])[r]∈R/∼, well-defined by
f̃[r] = fr, and we replace p by p̃ : R/ ∼→ [0, 1] given by p̃([r]) =

∑
r′∈[r] p(r); the original

dilation (4.95) can be derived from the new dilation given by (f̃ , p̃), since we can draw a
value of r in the environment conditional on its equivalence class. In summary, the dense
class of Theorem 4.4.14 can be thinned to those dilations (4.95) for which the pair (f, p)
correspond to a properproperproperproperproperproperproperproperproperproperproperproperproperproperproperproperproper convex decomposition of T , that is, one for which p(r) > 0 for all r
and fr 6= fr′ for r 6= r′. ThatThatThatThatThatThatThatThatThatThatThatThatThatThatThatThatThat dense class essentially cannot be thinned any further, however,
for what we have done is to identify a class of inequivalent maximal causal dilations:

Theorem 4.4.15. (Ultimate Density Theorem for Unipartite Bell-Channels in CIT.)
Let X (T,C ) Y be a primitive causal channel in CIT between simple interfaces. Then
the class of causal dilations of the form

X
f

Y

p R

X
R

, (4.97)

where p is a full-rank state on some system R, and where f : X × R → Y is a function
with fr 6= fr′ for r 6= r′, is a dense class of dilations. Moreover, each such dilation is
D-maximal, and the dilations given by (f, p) and (f ′, p′) are D-equivalent if and only they
are related by a relabelling of the elements in R, i.e. there exists a bijection h : R→ R′ such
that p(r) = p′(h(r)) and fr = f ′h(r) for all r ∈ R.
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Remark 4.4.16. (The Dilational Ordering versus the Causal-Dilational Ordering.)
It is worth observing that if we forget about causality, then the dilations (4.97) are all com-
plete dilations of the underlying channel T . In particular, all these dilations are equivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalent
under the dilational ordering of Chapter 2, that is, there always exist channels relating them
in the environment. The significance of the causal-causal-causal-causal-causal-causal-causal-causal-causal-causal-causal-causal-causal-causal-causal-causal-causal-dilational ordering, which renders some of
them inequivalent, is that those channels in the environment are required to take a specific
form so as to preserve causality. z

Proof. We have already argued that the class is dense. It remains to show maximality of
each dilation, and the criterion for equivalence.

Assume we are given two comparable dilations within the class, say
X

f
Y

p R

X
R

D

X
f ′

Y

p′ R′

X

R′

. We show that the relabelling criterion is satisfied. This will prove

all the desired statements (since the relabelling condition is clearly sufficient for equivalence).
First, note that Theorem 4.4.10 implies the existence of channels F and G such that

X
f

Y

p R

X
G

X

F
Z

R R′

=

X
f ′

Y

p′ R′

X

R′

. (4.98)

By trashing the hidden copy of X, we see that

X
f

Y

p R

R H R′

=

X
f ′

Y

p′ R′

R′

, (4.99)

where H is the marginal of F . Let us prove that this identity can only hold if H =: h is
in fact a deterministic bijection from R to R′; this implies the desired.

Given r ∈ R and r′ ∈ R′, let us write P(H(r) = r′) for the ‘probability that H maps r
to r′’, that is, for the quantities defined by H(δr) =

∑
r′∈R′ P(H(r) = r′)δr′ . Algebraically,

Eq. (4.99) is then the identity
∑
r′∈R′

∑
r∈R p(r)P(H(r) = r′) fr ⊗ δr′ =

∑
r′∈R′ p

′(r′) f ′r′ ⊗
δr′ .

Comparing terms, this identity is equivalent the identities

f ′r′ =
∑
r∈R

p(r)

p′(r′)
P(H(r) = r′) fr for all r′ ∈ R′. (4.100)

(These have the following interpretation: f ′r′ is the probabilistic mixture of the fr’s,
with weights determined by the conditional distribution of r given r′ = H(r).) But now
the desired follows: For any fixed r′ ∈ R′, extremality of the channel f ′r′ and the fact that
p(r) > 0 for all r ∈ R implies by Eq. (4.100) that P(H(r) = r′) ∈ {0, 1} for all r ∈ R,
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and that there must be a unique (since the fr’s are all distinct) r with P(H(r) = r′) = 1.
This is precisely to say that H =: h is deterministic, injective and (since r′ was arbitrary)
surjective.

Theorem 4.4.15 ends our analysis of the unipartite case, and the conclusion is clear: Ev-
ery causal dilation of (T,C ) is derivable from a maximal causal dilation, and the maximal
causal dilations correspond precisely to the distinct convex decompositions of T into deter-
ministic functions. As such, the study of causal dilations of (T,C ) is the study of convex
decompositions of T .

The following consequence is immediate:

Corollary 4.4.17. (Rigidity of Unipartite Bell-Channels in CIT.)
A primitive causal channel between simple interfaces X (T,C ) Y in CIT is rigid if and
only if T admits a unique convex decomposition into functions from X to Y .

Example 4.4.18. (Extremal implies Rigid.)
If X (T,C ) Y is deterministic, it is rigid. �

Example 4.4.19. (Rigid does not imply Extremal.)
If |X| = 1, then X (T,C ) Y corresponds to a state on Y , which is released upon giving
an input (‘pushing a button’). Any state in CIT has a unique convex decomposition into
deterministic functions (pure states), hence every such causal channel is rigid. In particular,
extremality of T is not necessary for rigidity. �

Example 4.4.20. (Non-Rigidity of Bit Refreshment.)
The bit refreshment dilations from Example 4.3.7 are maximal and inequivalent, as they cor-
respond to the distinct convex decompositions 1

2f0 + 1
2f1 and 1

2 id{0,1}+ 1
2NOT, as described

earlier. Hence, the bit refreshment channel is notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot rigid. �

The non-rigidity of the bit refreshment channel has another peculiar consequence:

Remark 4.4.21. (Rigidity is Non-Composable – Temporal Localisability fails for Causal
Dilations.)
Consider the two causal channels {0, 1} tr 1 and 1 r {0, 1} in CIT, both equipped
with their primitive specifications. By Example 4.3.4 and Example 4.3.5, both of them have
complete causal dilations (so they are rigid). However, their serial composition is the bit
refreshment channel, which is not rigid; in particular, the composition of the complete
causal dilations for {0, 1} tr 1 and 1 r {0, 1} is not a complete causal dilation of
the bit refreshment, that is, the principle of temporal localisability fails for causal channels
in CIT. z

Now, let us move on to the multipartite case. The analysis that led us in the unipartite
case to the preliminary density theorem Theorem 4.4.14 generalises without difficulty (for
simplicity, it is stated merely for the bipartite case):

Theorem 4.4.22. (Preliminary Density Theorem for Bipartite Bell-Channels in CIT.)
Let XA

(T,C )
YA

XB YB
be a bipartite Bell-channel in CIT. Then the class of causal dilations

of the form
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XA

XA
fA

YA

p
RA

RB

fB
XB YB

XB

, (4.101)

where p is a state on some system RA×RB, where fA and fB are deterministic channels
(functions), and where each component is given its primitive causal specification, is a dense
class of dilations.

Clearly, we may in Theorem 4.4.22 moreover restrict to triples (fA, fB, p) for which the
state p has locallylocallylocallylocallylocallylocallylocallylocallylocallylocallylocallylocallylocallylocallylocallylocallylocally full rank, meaning that the A- and B-marginals of p both have full rank.
However, the rest of the analysis that led us in the unipartite case to the improved density
theorem Theorem 4.4.15 is not immediately transferable. In particular, that p has locally
full rank does not imply that p itself has full rank, indeed there can be strong correlations
between the A- and B-parts of the state.

In fact, I will leave open the problem of finding an equivalent to Theorem 4.4.15, char-
acterising the D-maximal causal dilations and D-equivalence among them. The following
improvement of Theorem 4.4.10 (which appeared in disguise in the proof of Theorem 4.4.15
in the unipartite case) might be helpful in this regard:

Theorem 4.4.23. (Relations within the Dense Class for Bipartite Bell-Channels.)
Let XA

(T,C )
YA

XB YB
be a bipartite Bell-channel in CIT. Then, two causal dilations of the

form (4.101) satisfy

XA

XA
fA

YA

p
RA

RB

fB
XB YB

XB

D

XA

XA
f ′A

YA

p′
R′A

R′B

f ′BXB YB
XB

if and only if there exists

a channel F such that

XA
fA

YA

p
RA

F
RB

fB
XB YB

=

XA
f ′A

YA

p′
R′A

R′B

f ′BXB YB

. (4.102)

Proof. The ‘only if’-direction is clear from Theorem 4.4.10, by trashing the hidden ports cor-
responding to XA and XB (this is also what we did in the proof of Theorem 4.4.15). The ‘if’-
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direction follows simply by noting that the identity

XA

XA
fA

YA

p
RA

F
RB

fB
XB YB

XB

=

XA

XA
f ′A

YA

p′
R′A

R′B

f ′BXB YB
XB

follows from (4.102).

The fact that we have not obtained a multipartite counterpart to Theorem 4.4.15 in
principle also leaves open the problem of finding a characterisation of rigidityrigidityrigidityrigidityrigidityrigidityrigidityrigidityrigidityrigidityrigidityrigidityrigidityrigidityrigidityrigidityrigidity in the mul-
tipartite case (i.e. an equivalent to Corollary 4.4.17). We do, however, have the following,
which for simplicity is again only stated in the bipartite case:

Corollary 4.4.24. (Sufficient Condition for Rigidity of Bipartite Bell-Channels in CIT.)
Let XA

(T,C )
YA

XB YB
be a bipartite Bell-channel in CIT. If T admits a unique convex

decomposition into deterministic product channels, then (T,C ) is rigid.
Explicitly, (T,C ) is rigid if there exists a unique probability density p : Y XA

A ×Y XB

B → [0, 1]

(here, Y Xi
i denotes the set of functions from Xi to Yi) such that

T =
∑
gA,gB

p(gA, gB) gA × gB. (4.103)

Proof. By an argument similar to that used in the unipartite case, we may restrict the dense
class of dilations (4.101) to ensure that fA(·, rA)× fB(·, rB) 6= fA(·, r′A)× fB(·, r′B) whenever
the pairs (rA, rB) and (r′A, r

′
B) are distinct. However, the uniqueness of p in the representation

(4.103) means that there is, up to relabelling, only one dilation of this kind, so it must be a
complete dilation.

Example 4.4.25. (Bipartite Rigidity without Marginal Rigidity.)

The bipartite Bell-channel {0, 1}
(T,C )

{0, 1}
{0, 1} {0, 1}

with T = 1
2 id{0,1}⊗NOT+ 1

2NOT⊗id{0,1}
is rigid. Both of its marginals are 1

2 id{0,1} + 1
2NOT = 1

2f0 + 1
2f1, i.e. they are the bit

refreshment channel, which is not rigid. Hence, the rigidity of (T,C ) resides in a sense in
the correlation between the local behaviours. �

Open Problem 4.4.26. (Rigidity of Multipartite Bell-Channels.)
Corollary 4.4.24 says that the uniqueness of convex decomposition into deterministic product
channels implies rigidity. Is the converse true?

Open Problem 4.4.27. (An Ultimate Density Theorem for Multipartite Bell-Channels.)
For a bipartite (or generally multipartite) Bell-channel (T,C ), is there an equivalent to
Theorem 4.4.15, i.e. a dense class of D-maximal causal dilations, and what is a criterion
for D-equivalence among such dilations?

Open Problem 4.4.28. (Analysis of Other Causal Channels.)
Is it possible to give an analysis of the causal dilations of a constructible causal channel in
CIT which is not a Bell-channel?
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4.5 Summary and Outlook
In this chapter, we have defined causal channels (Definition 4.1.3) and causal dilations
(Definition 4.3.1), both of which have been heavily exemplified. The result that ultimately
justifies our definition of a causal channel is the fact that contractions can be well-defined
from knowledge of a channel and its causal specification alone (Theorem 4.2.6). An especially
important class of causal channels are the constructible channels (Definition 4.1.15), which
model physically realisable causal channels.

We have also seen how one may define notions of contraction in general (Definition 4.2.8),
though the simplicity of this idea is slightly contaminated by the fact that we had to intro-
duce schemes of causal channels (Definition 4.2.7), which physically represent ‘all sensible
causal channels’ (e.g. the constructible ones), but mathematically are primarily needed so
as to facilitate the Coherence of Nested Contraction (as for the constructible scheme in
Theorem 4.2.13).

Given (a scheme and) a notion of contraction, it is possible to define the causal-dilational
ordering (Definition 4.3.14), which is our final model for derivability among various dila-
tions, hinted at already in the general introduction to the thesis. We have proved a handful
of stability results about the causal-dilational ordering (Theorem 4.3.13, Theorem 4.3.24,
Theorem 4.3.25) which all serve to consolidate the concepts of causal dilations and deriv-
ability.

Finally, we introduced the idea of density theorems and rigidity (Section 4.4), and have
seen this exemplified most interestingly in the theory CIT, where in particular we saw that
the bit refreshment channel is an example of non-rigidity since it allows two distinct convex
decompositions (Example 4.4.20).

Several problems remain open for future investigation:

1. Open Problem 4.2.12: Given a universal theory, does there exist a notion of contraction
in the scheme of all causal channels?

2. Can we find substitutes for the universal dilations of Chapter 2 so as to nail down
more precisely what the causal-dilational ordering looks like, similar to what we did
in Proposition 2.4.8?

3. In particular, how can we further the understanding of density theorems and rigidity
in CIT, cf. Open Problem 4.4.26, Open Problem 4.4.27 and Open Problem 4.4.28?

4. Can we develop a metric version of the theory of causal channels and causal dilations,
cf. the discussion in §4 of the prelude to this chapter?
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Chapter 5

Rigidity and Quantum Self-Testing

§1. Introduction and Outline.
We concluded the preceding chapter by examining the causal-dilational ordering in CIT
in a few special cases. The main lesson was that the dilational structure of Chapter 2 is
fundamentally altered when causality is taken into account. In particular, the completeness
principle no longer reigns globally, but rather becomes a volatile feature which depends on
specifics of the causal channel in question. This phenomenon persists in the theory QIT,
where it connects to the well-established field of quantum self-testing. That connection is
the topic of this final chapter of the thesis.

(The reader is recommended at this point to review the material in the preliminary sec-
tion of the thesis if it is unknown.)

Let us recall from the general introduction that quantum self-testing ([MY98, MY04,
MYS12]) pertains to the following scenario:1 Imagine that we interact with two separated
computing devices, labelled by A and B. Device i ∈ {A,B} accepts inputs from a finite
set Xi and gives outputs from a finite set Yi. By probing the devices many times, we may
(under an i.i.d. assumption) establish the statistical input-output behaviour of the devices.
These statistics are summarised by a collection of probability distributions (P x)x∈X on the
set of output pairs, Y := YA × YB, indexed by the set of input pairs, X := XA × XB. In
general, the sets XA, XB, YA and YB are said to define a (bipartite) Bell-scenario, and a
collection of probability distributions (P x)x∈X is called a behaviour2 for that Bell-scenario.
Now assume that the devices work by sharing a bipartite quantum state % ∈ St(HA ⊗HB),
and device i performing, on input xi ∈ Xi, a projective quantum measurement to produce
an outcome yi ∈ Yi, the measurement being described by the PVM (Πxi

i (yi))yi∈Yi
. By

the formalism of quantum theory, the input-output behaviour P is given by the Born rule,
P xA,xB(yA, yB) = tr([ΠxA

A (yA)⊗ΠxB

B (yB)]%). We then ask the following:

Can the state and measurements be deduced from the input-output behaviour P?

A configuration of state and measurements, (%,ΠA,ΠB), is called a (tensor-product3)
quantum strategy. Clearly, there is always more than one quantum strategy which produces a

1We restrict for simplicity to the bipartite case.
2Some authors use the term correlation. The term ‘behaviour’ is due to Cirelson ([Cir93]).
3There is in the infinite-dimensional case a more general notion of quantum commuting strategies

([DP16]). These are usually not considered in quantum self-testing, and neither shall we.

163



given input-output behaviour, since e.g. a local unitary rotation of state and measurements
leaves the behaviour invariant. As such, taking the above question literally its answer
is always in the negative. For some behaviours, however, it turns out that the strategy
is ‘essentially unique’, in the sense that every strategy (%,ΠA,ΠB) with behaviour P is
‘reducible’ to a fixed canonical strategy (%̃, Π̃A, Π̃B), where the state %̃ =: ψ̃ is pure.4 ThisThisThisThisThisThisThisThisThisThisThisThisThisThisThisThisThis
is the phenomenon of quantum self-testing.

To be precise, we say that (%,ΠA,ΠB) is reducible to (ψ̃, Π̃A, Π̃B), if there exist Hilbert
spaces Hres

A ,Hres
B (called residual spaces), isometries Wi : Hi → H̃i ⊗Hres

i , and a pure state
ψres on Hres

A ⊗Hres
B ⊗ P such that

(WΠx(y)⊗ 1P) |ψ〉 = Π̃x(y) ˜|ψ〉 ⊗ |ψres〉 for all x ∈ X, y ∈ Y , (5.1)

where W = WA ⊗WB, Πx(y) = ΠxA

A (yA) ⊗ ΠxB

B (yB), Π̃x(y) = Π̃xA

A (yA) ⊗ Π̃xB

B (yB) and
where ψ is a purification of % with purifying system P.5 (This definition, which includes a
purification of the state %, is modelled on that of Refs. [ŠB19, RUV13].)

Intuitively, reducibility expresses that the strategy (%,ΠA,ΠB) can be locally embedded
into larger spaces and thereby realised as the strategy (ψ̃, Π̃A, Π̃B), augmented by a residual
state ψres which is left unmeasured. It is obvious that such a relation between strategies
implies that their behaviours are the same – it is the converse which is interesting. One
says that P self-tests the strategy (ψ̃, Π̃A, Π̃B) if every strategy (%,ΠA,ΠB) with behaviour P
is reducible to (ψ̃, Π̃A, Π̃B). Occasionally, one calls a behaviour P rigid if it self-tests somesomesomesomesomesomesomesomesomesomesomesomesomesomesomesomesome
strategy, but we will refer to this as rigidity a.t.t.l. (according to the literature), so as to
avoid confusion with rigidity in the sense of Definition 4.4.3 with which we ultimately want
to link it.

Whereas the standard definition of self-testing reviewed above is mathematically unam-
biguous, its operational significance is unclear. The best way to expose this is by observing
that is not at all obvious how one would formulate self-testing in a theory distinct from
quantum theory – indeed, the reducibility condition is cast in a formalism specific to quan-
tum theory, in terms of operators on Hilbert spaces. In particular, the projections Πxi

i (yi)
are merely mathematical representations of certain measurement channels, guaranteed to
exist by abstract theorems (as summarised in the preliminary section of the thesis); in fact,
a general measurement channel is equivalent to a POVM, and whereas the reduction to
PVMs is often justified in the literature on self-testing by reference to Naimark’s theorem,
the meaning of this reduction remains somewhat obscure.6 Moreover, these unclarities are
amplified when considering the fact that there could be ways for the two computing devices
to locally establish an output on a given input which are more intricate than locally mea-
suring a state;7 though it seems intuitively clear that we can standardise the form of more
general ‘strategies’ to the form above, the meaning of the components deteriorates in that

4In fact, many treatments also take the state % to be pure as well, as we did for simplicity in the general
introduction. This, however, is unjustified as one should quantify universally over general strategies.

5It is easy to see that the choice of purification does not matter, since we may change the state ψres

accordingly. The choices of vector representatives do not matter either, since we may absorb a potential
phase into one of the isometries Wi.

6The reduction is often said to be ‘without loss of generality’ – whereas this is of course perfectly legitimate
in cases where the objective is to prove a particular theorem using the self-testing phenomenon (as in e.g.
Ref. [RUV13]), a statement of this kind is mathematically nonsensical in the absence of such a target
theorem.

7For example, locally throwing a die and using the outcome to establish which of several shared states
to use in a long sequence of various operations which ultimately make up an output, etc.
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process.

In this chapter, we will see a fundamentally different way of looking at quantum self-
testing. The idea is to consider the behaviour P = (P x)x∈X not as a collection of probability
distributions, but as a causalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausal channelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannelchannel XA

(P,C )
YA

XB YB
in QIT, with classical inputs on

Xi := CXi and classical outcomes on Yi := CYi , and where C is the local causal specification
that stems from the devices being separated. It is in fact easy to see that that the behaviours
that can be realised by quantum strategies are precisely the Bell-channels in QIT.

The key is then to relate the causal dilations of this channel to the (tensor-product)
quantum strategies as ordinarily perceived, and to relate the reducibility criterion (5.1) to
the causal-dilational ordering. As such, self-testing will be recast operationally in terms of
causally structured side-computations which the two computing devices may perform during
our interaction with them.

As in Section 4.4, we will assume throughout that the scheme E is that of constructible
causal channels in QIT. In particular, all causal dilations will be constructible and deriv-
ability (D) will always refer to derivability using constructible channels.

Density in Purifiable Theories. We start in Section 5.1 by making a few observa-
tions about the causal-dilational ordering in general purifiable theories (of which QIT is
an example), in particular establishing a density theorem (Theorem 5.1.1) which slightly
improves on Theorem 4.4.8 and Theorem 4.4.10. The density theorem says in the special
case of QIT that causal Stinespring dilations form a dense class of dilations of a given Bell-
channel. More precisely, in the case of a bipartite Bell-channel XA

(P,C )
YA

XB YB
, these are

the causal dilations of the form

XA
ΣA

YA

π

EA
E0

ΣB
EB

XB YB

, (5.2)

with π a pure state and with ΣA,ΣB isometric quantum channels. It is (some of) those
dilations which we will ultimately identify as representing the traditional quantum strategies.

In Section 5.1.A I will give an abstract recharacterisation of the channels (5.2), to the
effect that an arbitrary isometric channel is of the form (5.2) precisely if it satisfies the
correct non-signalling conditions (Theorem 5.1.2). This implies in particular that a mul-
tipartite channel is the behaviour of a (tensor-product) quantum strategy if and only if it
admits a multipartite Stinespring dilation which is non-signalling among the different parties
(Corollary 5.1.5). This result is quite surprising, since there are certainly channels which
themselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselves are non-signalling without arising from quantum strategies, e.g. the PR box. As
such, though the results presented in Section 5.1.A will not be put to use in the remainder
of the chapter (in fact Section 5.1.A can be skipped without diminishing coherence in read-
ing), they have been included because of their independent interest and connections to the
work of Refs. [PR94, BGNP01, ESW02], which first contemplated the relationship between
non-signalling and structural representations.

In Section 5.1.B we improve in purifiable theories on Theorem 4.4.10, giving a criterion
(Lemma 5.1.8) for derivability among causal dilations in the dense class of dilations (5.2);
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this will bring us closer to the language of quantum self-testing, in particular by emergence
of the residual state ψres. The result also implies a partial ‘collapse’ of the causal-dilational
ordering (Theorem 5.1.10), which in particular entails that the existence of a complete
dilations with no acausal side-information is equivalent to all of the dilations (5.2) being D-
equivalent. We will ultimately prove that this circumstance occurs for quantum self-testing,
and this can be seen as justifying the intuition of some authors in the field who use the term
‘equivalence’ about the reducibility criterion (5.1), even though that criterion itself does not
define an equivalence relation. (It also implies, however, that the condition (5.1) must be
something slightly different from our notion of D-derivability, as detailed below.)

The Bridge to Quantum Self-Testing. In Section 5.2, we relate the framework
proposed in this thesis to the standard framework of quantum self-testing. Specifically, the
goal is to link rigidity and complete dilations of the causal behaviour channel (P,C ) to the
standard notion of self-testing in terms of P . Basically, we face two challenges:

First, we must identify within the framework of causal dilations precisely what are the
entities that correspond to quantum strategies for P in the usual sense. Then, we must
rephrase in our language what the reducibility criterion (5.1) means in terms of these entities.

Strategies and Classically Bound Dilations. First, every ordinary quantum
strategy (%,ΠA,ΠB) will give rise to a causal dilation of the form (5.2); indeed, letting
CXi

Λi
CYi

Hi
denote the ensemble of projective measurements corresponding to Πi (cf.

the definition in the preliminary section of the thesis), we obtain a dilation (5.2) by taking
π = ψ a purification of % and Σi = Λ̂i a Stinespring dilation of Λi. As it turns out, however,
some dilations of the form (5.2) will notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot arise in this way from quantum strategies, and this
is ultimately due to the fact that measurements can be dilated in peculiar ways, cf. Exam-
ple 4.3.9. In the present context, those strange dilations reflect the fact (see Example 5.2.8)
that it is mathematically possible to choose a state % and channels ΛA and ΛB such that
even though the channel

XA
ΛA

YA

%
HA

HB
ΛBXB YB

(5.3)

behaves as XA
(P,C )

YA
XB YB

, with classical inputs and outputs, the channels ΛA and
ΛB are not themselves measurement channels, and thus the ‘strategy’ defined by the triple
(%,ΛA,ΛB) has no counterpart in the ordinary framework of self-testing. We will resolve
this basically by explicitly eliminating such ‘bad’ dilations, but providing the interpretation
(Proposition 5.2.12) that it corresponds to restricting the class of imaginable dilations in a
sensible way, namely to dilations which will be called classically bound (Definition 5.2.10).

Reducibility and Local Derivability. Secondly, as for the reducibility relation (5.1),
there seems to be something fundamentally off with the directiondirectiondirectiondirectiondirectiondirectiondirectiondirectiondirectiondirectiondirectiondirectiondirectiondirectiondirectiondirectiondirection of the relation, when com-
pared to the philosophy that underlies the framework of causal dilations. Indeed, rigidity
in terms of causal dilations means the existence of a D-largestlargestlargestlargestlargestlargestlargestlargestlargestlargestlargestlargestlargestlargestlargestlargestlargest dilation, whereas quantum
self-testing would seem to assert the existence of a smallestsmallestsmallestsmallestsmallestsmallestsmallestsmallestsmallestsmallestsmallestsmallestsmallestsmallestsmallestsmallestsmallest (w.r.t. reducibility) strategy.
The resolution to this paradox is offered by the collapse of the causal-dilational ordering as
expressed by Corollary 5.1.12 mentioned above. More precisely, what we will show (Theo-
rem 5.2.16) is that if (ψ, Λ̂A, Λ̂B) defines a causal Stinespring dilation that corresponds to
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the strategy (%,ΠA,ΠB) and if (ψ̃, ˆ̃ΛA,
ˆ̃ΛB) defines one that corresponds to (ψ̃, Π̃A, Π̃A), then

the reducibility condition (5.1) holds if and only if there exist channels ΓA and ΓB such that

XA
Λ̂A

YA

ψ

ΓA

tr

Λ̂B

ΓB

XB YB

=

XA ˆ̃ΛA

YA

ψ̃

ˆ̃ΛBXB YB

. (5.4)

(The key to proving this is a technical result, Lemma 5.2.24.) We may call the above
relation local derivability, since it asserts the D-derivability of one dilation by another using
a product of three channels in the environment. (Though this condition is somewhat theory-
independent, it is not purely operational, since causal Stinespring dilations do not seem to
admit an operational definition.) Using the above-mentioned collapse-corollary, however,
we will show (Corollary 5.2.20) that this condition can be rephrased as rigidity of (P,C )
relative to classically bound dilations witnessed by a complete dilation with no acausal
side-information, alongalongalongalongalongalongalongalongalongalongalongalongalongalongalongalongalong with the existence of a simple representative in the D-equivalence
class of causal Stinespring dilations, namely the one corresponding to the canonical strategy
(ψ̃, Π̃A, Π̃A). Conjecturing that such a simple representative always exists (Conjecture 5.2.22)
suggests a fully operational view on quantum self-testing.

Some Perks of a Reformulation. The recasting of quantum self-testing in the lan-
guage of causal dilations not only points towards generalisations to other theories, but also
loosens the original theory from linear operators and thus facilitates a new way of under-
standing some well-known consequences of quantum self-testing.

For example, it is easy to prove that self-testing implies the production of genuine ran-
domness in a Bell-experiment (Proposition 5.3.2) and that extremality of a behaviour is a
necessary condition for quantum self-testing (Proposition 5.3.4). The former fact connects
to the work of Ref. [FFW11], and the latter (though seemingly common knowledge for many
years) was first proven formally in Ref. [GKW+18].

It will also be clear from the reformulation why the canonical state and the canonical
measurements can always be locally extracted from the state and measurements of arbitrary
strategies. Extractibility of the state can be proven in a few lines using the original formu-
lation, and is also easily proved in the reformulation using local derivability, though by a
completely different argument (Proposition 5.3.6). Extractibility of the measurements does
not seem to have been proved before in the formulation presented here (Proposition 5.3.7),
but relates to some authors’ alternative phrasing of self-testing (see e.g. Ref. [Kan17] and
the discussion in Ref. [ŠB19]).

§2. Further Notes on the Existing Literature.
Quantum Self-Testing as Ordinarily Perceived. The concept of quantum self-

testing is widely recognised as being introduced in Refs. [MY98] and [MY04] by D. Mayers
and A. Yao, with Ref. [MY04] establishing much of the current terminology. However, Ref.
[Eke91] by Artur Ekert contains already on an informal level some core ideas, in particular
pointing towards the field of device-independent cryptography, and the mathematical results
that some behaviours can be achieved by essentially unique quantum strategies were inde-
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pendently reported already in Refs. [SW87] and [PR92], though with a foundational rather
than cryptographic perspective.

The general mathematical definition of self-testing took its modern standard form in Ref.
[MYS12], and it is the one employed in the vast majority of contemporary expositions on
the subject. There are authors who, when proving rigidity results, seek alternative formula-
tions, but to the best of my knowledge all such are either designed for specialised situations
(e.g. [RUV13], Def. 5.5), or, though generally applicable, capture only certain aspects of
the commonly used definition (e.g. [Kan17]). As such, a general operational definition of
quantum self-testing has not been attempted before.

§3. Contributions.
The original contributions of this chapter are the following:

1. Proving a density theorem for Bell-channels in purifiable theories (Theorem 5.1.1) and
providing and abstract characterisation of elements in the dense class, implying in
particular a surprising new characterisation of tensor-product quantum behaviours in
terms of non-signalling properties of their Stinespring dilations (Corollary 5.1.5).

2. Establishing a formal connection between the conventional definition of quantum self-
testing ([MY98, MY04, MYS12, ŠB19]) and rigidity in the sense of Chapter 4 (Theo-
rem 5.2.16, Corollary 5.2.20 and Conjecture 5.2.22).

3. Giving simple proofs for known implications of quantum self-testing, including the
necessity of extremality of the behaviour (Proposition 5.3.2 and Proposition 5.3.4),
and local extractibility of the canonical state (Proposition 5.3.6) and the canonical
measurements (Proposition 5.3.7).

The contribution mentioned in 2. is in a sense the most important, as it was the original
motivation for the thesis project itself. It points towards a purely operational interpretation
of quantum self-testing, entailing in particular that

• the origin of quantum strategies (Definition 5.2.1) is explained, including the validity
of restricting to projective measurements;

• the nature of the reducibility relation (Definition 5.2.3) is clarified, by exhibiting it as
a strong version of derivability in the environment;

• the notions of reducibility and self-testing are put into a context of general theories;

• quantum self-testing is seen to imply rigidity in the sense of causal dilations, a fully
operational notion, and a converse to this implication is conjectured.

§4. The Metric Aspect.
We will not touch at the concept of robust self-testing, an approximate version of the self-

testing story in which the exact equality of behaviours and exact fulfilment of the reducibility
condition are relaxed ([MYS12]). It seems quite obvious that an understanding of robustness
in the framework of causal dilations hinges upon a metric version of Chapter 4, whose
challenges have already been discussed.
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5.1 Density Considerations in Purifiable Theories

Suppose that XA
(T,C )

YA
XB YB

is a bipartite Bell-channel in a purifiable theory Θ where

every channel has a pure one-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sided dilation (e.g. by virtue of Θ being universal, cf. Propo-
sition 2.5.10). We have the following improvement of the general density theorem (The-
orem 4.4.8), which as usual generalises without effort to the multipartite (or unipartite)
case:

Theorem 5.1.1. (Density Theorem for Bell-Channels in Purifiable Theories.)
The causal dilations of the form

XA
ΣA

YA

π

EA
E0

ΣB
EB

XB YB

, (5.5)

where ΣA,ΣB and π are dilationally pure, constitute a dense class for the constructible

dilations of (T,C ). Moreover,

XA
ΣA

YA

π

EA
E0

ΣB
EB

XB YB

D

XA
Σ′A

YA

π′

E ′A
E ′0

Σ′B
E ′B

XB YB

if and only if there exist

channels ΓA, ΓB and a dilationally pure channel Φ such that

XA
ΣA

YA

π

EA
ΓA

E ′A

ΦE0 E ′0

ΓB

ΣB

EB E ′B
XB YB

=

XA
Σ′A

YB

π′

E ′A
E ′0

Σ′B
E ′B

XA YB

(5.6)

Proof. The density statements follow from Theorem 4.4.8, simply by additionally forming
for each component a pure dilation, thus moving further up in the D-ordering. As for the
characterisation of the derivability relation D, that follows directly from the statements in
Theorem 4.4.10, observing that Φ can be taken dilationally pure by choosing a pure dilation
and including a trash in one of the channels Γi if necessary.

As mentioned in the introduction, a (tensor-product) quantum strategy will be encoded
in the isometric channel (5.5) in the theory QIT. This isometric channel will reveal all
relevant information about the strategy with regards to self-testing. We will call it a causal
Stinespring dilation of (T,C ). In a general purifiable theory, the channels (5.5) are pure if
the theory is localisable and we may thus more generally call them pure causal dilations.

As was the case in CIT (cf. Remark 4.4.16), the channels of the dense class are complete
dilations of T if we disregard causality.8 Hence, the dilations (5.5) are all equivalent by

8This is no coincidence; in a complete and localisable theory, Theorem 4.4.8 can always be such improved,
by picking complete dilations of each component.
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means of a channel acting on the inaccessible interface; the intricacy arises because for two
channels in the dense class to be related in the causalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausalcausal-dilational order, they must be related
by a channel with a particular structure as prescribed by Eq. (5.6).

5.1.A An Abstract Characterisation of Pure Causal Dilations
In Chapter 2, we saw that many theories have the DiVincenzo Property, which allows one

to conclude a that a channel XA
T
YA

XB YB
has the structure

XA
T1

YA

T2XB YB
merely

provided that it satisfies the necessary non-signalling condition – in the case of QIT, this
statement was raised and illuminated in Ref. [BGNP01], and then fully proved in Ref.
[ESW02].

On the other hand, it has been known since the work of Ref. [PR94] that more intricate
structures generally can notnotnotnotnotnotnotnotnotnotnotnotnotnotnotnotnot be concluded based on fulfilment of non-signalling conditions;
for example, not every channel XA

T
YA

XB YB
satisfying the same non-signalling conditions

as the channel

XA
TA

YA

s

TBXB YB

(5.7)

(i.e. compatible with the local causal specification C given by C (yi) = {xi}) is of that
form. In the language of Chapter 4, not every causal channel with local specification is
constructible.

What we will prove in the present subsection is that, under mild dilational assumptions,
every purepurepurepurepurepurepurepurepurepurepurepurepurepurepurepurepure channel which satisfies the necessary non-signalling conditions is of the form
(5.7). In fact, we have the following:

Theorem 5.1.2. (Structure from Non-Signalling.)
Suppose that Θ is localisable, and that there is a state on every system in Θ. Then, a
dilationally pure channel

XA

T

YA

Z
XB YB

(5.8)

is of the form

XA
TA

YA

s Z

TBXB YB

(5.9)

if and only if it is compatible with the causal specification C given by C (ports(Z)) = ∅,
C (ports(YA)) = {xA} and C (ports(YA)) = {xB}. If Θ is moreover universal and purifiable,
then the components TA, TB and s may be taken pure in that case.

170



Remark 5.1.3. (More Parties.)
The statement and proof generalise to the arbitrary multipartite setting by induction. In
fact, the proof can be seen as the induction step executed in going from the case of unipartite
to bipartite Bell-scenarios. z

Remark 5.1.4. (Approximate Generalisation.)
If D is a dilational metric on Θ (cf. Definition 3.3.1), it is easy to see from the proof that
the first statement in Theorem 5.1.2 admits an approximate generalisation, such that if T
is ε-close to being suitably non-signalling, then T is 3ε-close to a channel of the form (5.9).

z

Proof. The ‘only if’-direction is clear. As for the ‘if’-direction, first observe that, since
Θ is spatially localisable, Θ has the DiVincenzo Property (Proposition 2.3.20). Since T
is compatible with C , the non-signalling property implied by the condition C (ports(Z) ∪
{yB}) = {xB} therefore yields that T is of the form

XA
TA

YA

SB Z
XB YB

(5.10)

for some channels SB and TA. If we can show that SB is of the form s Z

TBXB YB

, then

we are done proving the first statement in the theorem. To this end, however, observe that
because of the non-signalling property implied by the condition C (ports(Z)∪ {yA}) = {xA},
the channel T is also of the form

XA

S′A

YA

Z

T ′BXB YB

(5.11)

for some channels S′A and T ′B. In general, the equality of the two forms (5.10) and (5.11)
of T is all that can be concluded on the basis of compatibility with the specification C .
If we could somehow reverse TA and move it to the other side of this equality, effectively
isolating SB, we would have the desired form of SB, but this is not possible in general.
However, since T is dilationally pure, we can squeeze out this opportunity: If we pick (by
Proposition 2.3.19) a reversible dilationdilationdilationdilationdilationdilationdilationdilationdilationdilationdilationdilationdilationdilationdilationdilationdilation RA of TA, then dilational purity of T implies that

RAXA YA

SB Z
XB YB

=

t

XA

T

YA

Z
XB YB

=

t

XA

S′A

YA

Z

T ′BXB YB

(5.12)
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for some state t, and applying an inverse9 R−A to RA on both sides yields the identity

XA

SB Z
XB YB

=

t
R−A

XA

XA

S′A Z

T ′BXB YB

. (5.13)

Now, by finally inserting an arbitrary state as input to XA and trashing it, we obtain

SB Z
XB YB

=
s Z

T ′BXB YB

(5.14)

for some state s. Letting TB = T ′B, we conclude that T is of the form Eq. (5.9), as desired.
To prove the second statement in the theorem, first observe that we may without loss

of generality assume that SB in Eq. (5.10) is dilationally pure. Indeed, by redefining TA to
include a trash, we may replace SB with a universal dilation of SB, and by Proposition 2.5.10
this dilation is dilationally pure. By the same argument, the state s in (5.14) may be taken

to be pure and a universal dilation of s Z
tr

without loss of generality. Then, however,

Eq. (5.14) implies by purity of SB and universality of the dilation s that TB(= T ′B) is
dilationally pure. Inserting (5.14) into Eq. (5.10), and once again replacing s by a universal

dilation s′ Z of s

tr

Z then similarly implies (since s′ Z

TBXB YB

is a universal

dilation, TB being pure and reversible) that the modified TA is dilationally pure.

Theorem 5.1.2 immediately implies a recharacterisation in terms of non-signalling of the
channels in the dense class of Theorem 5.1.1. In a purifiable theory such as QIT, however,
it also directly yields a surprising recharacterisation of the entire class of Bell-channels in
terms of non-signalling in their pure dilations:

Given an arbitrary bipartite channel XA
T
YA

XB YB
, let us say that T is purely non-

signalling if T has a dilationally pure bipartite dilation

XA

Σ

YA
EA

EB

XB YB

which is compatible

with the specification C given by C (ports(Ei) ∪ {yi}) = {xi} for i = A,B. This requirement
does not imply that everyeveryeveryeveryeveryeveryeveryeveryeveryeveryeveryeveryeveryeveryeveryeveryevery pure bipartite dilation will be non-signalling, but merely says there

9We might pick RA to be dilationally pure, and for this reason reversible; in QIT, this corresponds to
picking RA isometric, i.e. of ‘going to the church of the larger Hilbert space’. As such, the following joke may
help to remember the idea behind the proof of Theorem 5.1.2: Why is the church of the larger Hilbert space
better than the church of Catholicism? Because, while in the Catholic church your sins can be forgiven, in
the church of the larger Hilbert space your sins can be undoneundoneundoneundoneundoneundoneundoneundoneundoneundoneundoneundoneundoneundoneundoneundoneundone.
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exist ones which are.10 In the specific theory QIT, the condition is a matter of whether
there exists a bipartite StinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespringStinespring dilation which is non-signalling, i.e. whether T can be
implemented in a non-signalling way ‘in the Church of the larger Hilbert space’.

We have the following:

Corollary 5.1.5. (Purely Non-Signalling means Bell.)
Let Θ be a universal, localisable and purifiable theory. Then, an arbitrary bipartite channel
XA

T
YA

XB YB
is purely non-signalling if and only if it is a Bell-channel, i.e. of the form

XA
TA

YA

s

TBXB YB

. (5.15)

Remark 5.1.6. Again, the generalisation to the multipartite case is straightforward. z

Proof. First recall that every channel in Θ has a one-sided pure dilation, by the last state-
ment in Proposition 2.5.10.

The ‘if’-direction is not difficult (the reader is encouraged to think about the special case
of QIT, where pure one-sided dilations mean Stinespring dilations): If T is a Bell-channel,
we may take it to be of the form (5.15) with s pure. By dilating TA and TB to pure channels,
we thus obtain a pure (by localisability) bipartite dilation of T which evidently has the
required non-signalling properties, so T is purely non-signalling.

The ‘only if’-direction is the surprise: Given a purely non-signalling channel T , any pure
bipartite dilation which witnesses this must by Theorem 5.1.2 (with Z = I) factor as a
Bell-channel; but then, trashing the hidden interfaces gives the Bell-structure (5.15) for T
itself.

Corollary 5.1.7. In QIT, there exist non-signalling channels XA
T
YA

XB YB
which are

not purely non-signalling. For example, the PR box is non-signalling but not purely non-
signalling.

Corollary 5.1.5 gives a novel characterisation of the tensor-producttensor-producttensor-producttensor-producttensor-producttensor-producttensor-producttensor-producttensor-producttensor-producttensor-producttensor-producttensor-producttensor-producttensor-producttensor-producttensor-product quantum behaviours
in QIT, i.e. those that arise as Bell-channels. It is unexpected because, a priori, there is no
reason to think that ‘non-signalling in the Church’ should favour tensor-product behaviours
over more general behaviours. By previous observations, Corollary 5.1.5 applies not only to
the theory QIT but also the theory QIT∞. In that theory, a slightly more general model
for the implementable behaviours is that arising from so-called commuting-operator strate-
gies ([DP16]); however, Corollary 5.1.5 means that the behaviours from this class which are
not already tensor-product behaviours do not admit non-signalling Stinespring dilations.
(The approximate generalisation of Corollary 5.1.5 even implies, in light of the recently
established fact that there exist commuting-operator behaviours which are not even close
to being tensor-product behaviours ([JNV+20]), that some commuting-operator behaviours
are not even close to having non-signalling Stinespring dilations.)

It is also worth observing (still in QIT∞) that if the systems Xi and Yi are finite-
dimensional, then a slightly more detailed book-keeping in the proof of Corollary 5.1.5 will

10In general, there will be ones which are not non-signalling, since given any one that is non-signalling we
can swap EA with EB and generically obtain one that is not.
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reveal that the bipartite system HA ⊗HB corresponding to the state s can be taken finite-
dimensional if and only if the hidden systems in the non-signalling Stinespring dilation
can be taken finite-dimensional. Since there are Bell-channels in QIT∞ which cannot be
realised using a state on a finite-dimensional system, this means that some bipartite channels
XA

T
YA

XB YB
in QIT∞ have a non-signalling bipartite Stinespring dilation with infinite-

dimensional hidden systems, but no one with finite-dimensional hidden systems.

5.1.B A Partial Collapse of the Causal-Dilational Ordering
It is of interest to better understand the relation (5.6) of derivability between the dilations
of Theorem 5.1.1. As it turns out, purifiability of a theory entails a recharacterisation of
this relation:

Lemma 5.1.8. (Recharacterisation of D among Pure Causal Dilations.)
Suppose that Θ is purifiable and localisable, and let XA

(T,C )
YA

XB YB
be a bipartite Bell-

channel in Θ. Then, two pure causal dilations satisfy

XA
ΣA

YA

π

EA
E0

ΣB
EB

XB YB

D

XA
Σ′A

YA

π′

E ′A
E ′0

Σ′B
E ′B

XB YB
if and only if there exist dilationally pure channels Γ̂A, Γ̂B, Φ and a dilationally pure state
πres, such that

XA
ΣA

YA

π

EA
Γ̂A

E ′A

ΦE0 E ′0

Γ̂B

ΣB

EB E ′B
XB YB

=

XA
Σ′A

YA

π′

E ′A id
E ′A

πresE ′0

id
Σ′B

E ′B E ′B
XB YB

, (5.16)

where each channel is given its primitive specification (the identities thus stalling the out-
puts), and where some of the wires of the hidden interfaces are drawn dotted and unlabelled
for the sake of clearer perception.

The channel Φ may be taken identical to that of Eq. (5.6).

Remark 5.1.9. (Interpretation.)
The main difference between the above condition and the original condition (5.6) is that
all involved channels above are dilationally pure. In QIT, one would say that (5.16) is
the ‘purified’ version of (5.6), or that it corresponds to viewing the condition (5.6) ‘in the
Church of the larger Hilbert space’. The surprise of Lemma 5.1.8 is that even in this purified
view the condition is rather simple, with no shenanigans playing out on the right hand side
– only a harmless residual state πres is adjoined. z

Proof. It is clear that (5.16) implies (5.6), simply by trashing all systems corresponding to
dotted wires. Conversely, if (5.6) holds as an equation between channels, then by forming
dilationally pure dilations Γ̂A of ΓA and Γ̂B of ΓB, dilational purity of the right hand side of
(5.6) implies the identity (5.16) for somesomesomesomesomesomesomesomesomesomesomesomesomesomesomesomesome state πres. That πres must in fact be dilationally
pure follows from dilational purity of the left hand side of (5.16).

(We use in this proof that compositions of pure channels are pure; this hinges on local-
isability.)
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Theorem 5.1.10. (Partial Collapse.)

A pure causal dilation of (T,C ) is derivable from a given pure causal dilation

XA
ΣA

YA

π

EA
E0

ΣB
EB

XB YB
if and only if it is D-equivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalent to a dilation of the form

XA
ΣA

YA

π

EA
id

EA 8 GA

Φ

GA
E0 E ′0

GB
id

ΣB

EB EB 8 GB
XB YB

(5.17)

for some dilationally pure channel Φ, where each channel is given its primitive specifica-
tion (the identities thus stalling the Gi-outputs). In fact, the channel Φ can be taken to be
the one that derives it according to condition (5.6).

Remark 5.1.11. The significance of this theorem is that within the class of pure causal
dilations, the pre-order D implodes (up to equivalence) to simple modifications which re-
distribute the acausal side-information of E0 to acausal side-information in E ′0 along with
side-information in GA and GB, by means of the pure channel Φ. z

Proof. It is clear that the dilation (5.17) is derivable from the dilation

XA
ΣA

YA

π

EA
E0

ΣB
EB

XB YB

, so

any D-equivalent dilation must be as well. Conversely, we find for any derivable dilation
XA

Σ′A
YA

π′

E ′A
E ′0

Σ′B
E ′B

XB YB

by Lemma 5.1.8 a pure state πres and pure channels Γ̂A, Γ̂B and Φ such

that (5.16) holds. As such, it is also derivable from the dilation (5.17). But it is in fact
D-equivalent to it: By Theorem 2.5.11, the pure channels Γ̂A and Γ̂B are reversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversiblereversible, so by
applying left-inverses Γ̃A and Γ̃B, with their primitive specifications, we obtain the identity

XA
ΣA

YA

π

EA
id

EA 8 GA

Φ

GA
E0 E ′0

GB
id

ΣB
EB EB 8 GB

XB YB

=

XA
Σ′A

YA

π′

E ′A
Γ̃A

EA 8 GA

πresE ′0

Γ̃B

Σ′B
E ′B EB 8 EB

XB YB

, (5.18)

showing that the converse derivability holds as well, as desired. (Plainly speaking, we
have managed to transfer to the other side of the equality symbol the circuitry in the
environment that derives one dilation from the other.)
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Recall from Example 4.3.8 the notion of a dilation having no acausal side-information.

If a pure causal dilation

XA
ΣA

YA

π

EA
E0

ΣB
EB

XB YB

has E0 = 1, then it is clearly D-equivalent to

a dilation with no acausal side-information, so we might as well use the term about that
dilation itself. In this case (i.e. when E0 = 1), the dilation (5.17) is D-equivalent to it
for any Φ, and this gives us the following two corollaries to Theorem 5.1.10, which will be
important in the context of quantum self-testing:

Corollary 5.1.12. (Derivability Collapses to Equivalence.)

If

XA
ΣA

YA

π

EA
1

ΣB
EB

XB YB

is a pure causal dilation of (T,C ) with no acausal side-information,

then the pure causal dilations which are derivable from it are precisely those which are D-
equivalent to it.

Proof. Obvious from Theorem 5.1.10.

Corollary 5.1.13. The following are equivalent:

1. (T,C ) has a complete dilation with no acausal side-information.

2. All pure causal dilations of (T,C ) are D-equivalent.

Moreover, in this case any pure causal dilation is complete.

Proof. If 2. holds, then the dense class collapses to a single level; hence, any pure causal
dilation is a complete dilation of (T,C ). Clearly, we find among the pure causal dilations
one with E0 = 1, simply by picking anyone and applying some Φ which merges E0 with EA.

If 1. holds, then any given complete dilation with no acausal side-information can be
derived from a pure complete dilation, by density of pure dilations. We may moreover assume
without loss of generality that this pure dilation has E0 = 1. In other words, (T,C ) has a
purepurepurepurepurepurepurepurepurepurepurepurepurepurepurepurepure causal dilation which is complete and has no acausal side-information. In particular, it
must be possible to derive any pure causal dilation from it, so Corollary 5.1.12 implies that
2. holds.

What we now aim to get at, is that when (T,C ) = (P,C ) encodes the behaviour in a
Bell-scenario, quantum self-testing is essentially equivalent to the two conditions of Corol-
lary 5.1.13. There are, however, two subtleties related to this statement.

First, it turns out that we have to consider rigidity relative to a sub-classsub-classsub-classsub-classsub-classsub-classsub-classsub-classsub-classsub-classsub-classsub-classsub-classsub-classsub-classsub-classsub-class of possible dila-
tions, because some dilations of (P,C ) will not be reflected in the space of ordinary quantum
strategies; this is related to the peculiarities of dilating measurements, cf. Example 4.3.9.

Secondly, in the usual formulation of self-testing a specific strategy S̃ is singled out as
canonical, and the relations that other strategies S bear to it is not a symmetric one, and
thus cannot possibly be D-equivalenceequivalenceequivalenceequivalenceequivalenceequivalenceequivalenceequivalenceequivalenceequivalenceequivalenceequivalenceequivalenceequivalenceequivalenceequivalenceequivalence; what is actually going on is that S̃ is smallest in the
D-equivalence class, w.r.t. a pre-order (namely, reducibility) which refines the pre-order D.
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5.2 Rigidity in QIT – Quantum Self-Testing

Consider a bipartite Bell-channel XA
(P,C )

YA
XB YB

in QIT. Suppose that the systems Xi
and Yi are embeddings of classical systems, Xi = CXi and Yi = CYi , for finite sets Xi and
Yi. Suppose moreover that the channel P is classical on its interfaces, i.e. that

∆XA

(P,C )
∆YA

∆XB
∆YB

= (P,C ) , (5.19)

where ∆Z is the decoherence channel on CZ given by ∆Z(A) =
∑
z∈Z |z〉〈z|A |z〉〈z|. As

discussed earlier, P can then be thought of as a channel in CIT, determined by the states

P (xA,xB) := P (|xA〉〈xA| ⊗ |xB〉〈xB|), xA ∈ XA, xB ∈ XB, (5.20)

which are classical states on CYA ⊗ CYB ∼= CYA×YB , that is, probability distributions on
YA × YB. In the traditional language of self-testing, we are given a behaviour or correlation
(P (xA,xB))xA∈XA,xB∈XB

for the bipartite Bell-scenario with input sets XA, XB and output sets
YA, YB. Let us denote by X := XA ×XB and Y := YA × YB the total input and output sets,
and let us generically write x and y for the tuples (xA, xB) and (yA, yB), respectively.

By Theorem 5.1.1, the isometric channels

XA
ΣA

YA

π

HA EA
E0

HB
ΣB

EB
XB YB

(5.21)

form a dense class for constructible causal dilations of (P,C ). The goal is now to build
our way from the channels (5.21) to the traditional (tensor-product) quantum strategies
which realise the input-output behaviour (P x)x∈X , and to connect rigidity of the causal
channel (P,C ) to the traditional definition of quantum self-testing.

5.2.A The Standard Definition of Quantum Self-Testing
Let us begin by recalling the traditional notions from the literature (recall in particular that
measurements are in this traditional conception taken to be projective):

Definition 5.2.1. (Quantum Strategies.)
A (finite-dimensional tensor-product) quantum strategy is a triple (%,ΠA,ΠB), where % is
a state on some bipartite finite-dimensional system HA ⊗ HB, and where, for i = A,B,
Πi = (Πxi

i )xi∈Xi is a collection of PVMs on Hi, that is, families Πxi
i = (Πxi

i (yi))yi∈Yi of
orthogonal projections on Hi with

∑
yi∈Yi

Πxi
i (yi) = 1Hi

. �

Given a quantum strategy (%,ΠA,ΠB), we will generically denote the system HA⊗HB by
H, and for x = (xA, xB) and y = (yA, yB) the tensor-product projection ΠxA

A (yA) ⊗ ΠxB

B (yB)
by Πx(y).
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Definition 5.2.2. (Behaviour of a Quantum Strategy.)
The behaviour of the quantum strategy (%,ΠA,ΠB) is the behaviour P = (P x)x∈X given by

P x(y) = tr(Πx(y)%) = tr([ΠxA

A (yA)⊗ΠxB

B (yB)]%) (5.22)

for x = (xA, xB) ∈ X and y = (yA, yB) ∈ Y .
�

Observe that the collection Πi = (Πxi
i )xi∈Xi

of projective measurements can be packed
(cf. the observations in the preliminary section of the thesis) in the ensemble CXi

Λi
CYi

Hi
,

and as such the behaviour P is nothing but the channel

CXA

ΛA
CYA

%
HA

HB
ΛB

CXB CYB

. (5.23)

A behaviour P is often called a quantum behaviour (or, quantum correlation) if it is the
behaviour of some quantum strategy, and in our terminology the quantum behaviours are
thus simply the Bell-channels in QIT.

Definition 5.2.3. (Reducibility of Strategies.)
Let (%,ΠA,ΠB) and (ψ̃, Π̃A, Π̃B) be two quantum strategies, with ψ̃ a pure state. We say
that (%,ΠA,ΠB) is reducible to (ψ̃, Π̃A, Π̃B) if there exists a purification ψ ∈ St(HA⊗HB⊗P)
of %, systems Hres

A and Hres
B , a pure state ψres on Hres

A ⊗Hres
B ⊗P and isometries Wi : Hi →

H̃i ⊗ H̃res
i such that

[WAΠxA

A (yA)⊗WBΠxB

B (yB)⊗ 1P ] |ψ〉 = [Π̃xA

A (yA)⊗ Π̃xB

B (yB)] ˜|ψ〉 ⊗ |ψres〉 for all x ∈ X, y ∈ Y ,
(5.24)

or, with W = WA ⊗WB, more compactly

[WΠx(y)⊗ 1P ] |ψ〉 = Π̃x(y) ˜|ψ〉 ⊗ |ψres〉 for all x ∈ X, y ∈ Y , (5.25)

where, by usual abuse of notation, we write |·〉 to denote vector representatives of pure
states.11 �

Remark 5.2.4. (Terminology and Scope.)
The term reducible is not standard in the literature, indeed the condition is rarely separated
from the self-testing definition and explicitly named. The domain of the reducibility relation
is slightly odd, since % can be arbitrary but ψ̃ is assumed pure, but the relation restricts to
a pre-order on the class of pure-state strategies. Alternatively, it could be made a pre-order
on the class of all strategies by rephrasing it to quantify also over purifications of potentially
mixed state %̃ of the strategy (%̃, Π̃A, Π̃B). This notion is apparently never considered in the
literature on self-testing. z

11The condition is not dependent on the choice of vector representatives, since a phase may be absorbed
into one of the isometries Wi.
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Definition 5.2.5. (Quantum Self-Testing and Rigidity According to the Literature.)
Suppose that (ψ̃, Π̃A, Π̃B) is a quantum strategy with behaviour P , whose state ψ̃ is pure.
We say that P self-tests the strategy (ψ̃, Π̃A, Π̃B) if every strategy (%,ΠA,ΠB) with behaviour
P is reducible to (ψ̃, Π̃A, Π̃B).

A behaviour P is called rigid according to the literature (for short, rigid a.t.t.l.) if P
self-tests some quantum strategy. �

Remark 5.2.6. (To be Pure or Not to be Pure.)
In Definition 5.2.5 we quantify over strategies whose state % may be non-pure. In much
work, this quantification is (seemingly unconsciously) restricted to strategies for which the
state % is pure, thus obtaining an a priori weaker condition. Later results will imply (cf.
Remark 5.2.18) that if the isometries Wi in condition (5.24) can be chosen independently
of % (only depending on the PVMs Πxi

i ), and if the behaviour P is extremal in the convex
set of quantum behaviours, then these two definitions are actually equivalent. However, I
do not know whether this is generally the case, and the question apparently has not been
considered in the literature. The strong version of quantifying over all strategies agrees
with the definition that appears in the recent review article [ŠB19], and is also used in Ref.
[RUV13]. z

Example 5.2.7. (Rigidity a.t.t.l. of the CHSH-Behaviour.)
Recall the CHSH-behaviour from Example 4.1.17. This behaviour self-tests the strategy
which we explicitly used to define it in Example 4.1.17. Historically, the CHSH-behaviour
was the first behaviour to be proven rigid a.t.t.l. ([SW87, PR92, Cir93]), though the ter-
minology of self-testing was only coined later ([MY98, MY04]), in the context of a slightly
different behaviour. The CHSH-behaviour remains the quintessential example of quantum
self-testing, and there are by now several different proofs for its rigidity ([MYS12, MS13,
ŠB19]). �

5.2.B Classically Bound Dilations
Consider again the channel (5.21) from the dense class of causal Stinespring dilations of the
Bell-channel (P,C ), i.e. the channel

XA
ΣA

YA

π

HA EA
E0

HB
ΣB

EB
XB YB

. (5.26)

When analysing density in CIT, we were successful by introducing the marginalsmarginalsmarginalsmarginalsmarginalsmarginalsmarginalsmarginalsmarginalsmarginalsmarginalsmarginalsmarginalsmarginalsmarginalsmarginalsmarginals of the
individual components,

Xi
Λi

Yi
Hi

:=
Xi

Σi
Yi

Hi Ei tr
and %

HA

HB

:= π

HA

E0 tr

HB

,

(5.27)

so that
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XA
P
YA

XB YB
=

XA
ΛA

YA

%
HA

HB
ΛBXB YB

. (5.28)

If we can understand the triples (%,ΛA,ΛB) which satisfy Eq. (5.28), then we understand
the possible triples (π,ΣA,ΣB) defining the dilations (5.26), for these arise by Stinespring
dilating the components of the former triples. And now, for the first time in our story,
quantum self-testing finally meets causal dilations: Indeed, as we observed above, any triple
(%,ΛA,ΛB) that corresponds to an ordinary quantum strategy (i.e. for which ΛA and ΛB

are ensembles of projective measurements) is a triple that satisfies Eq. (5.28); hence, any
ordinary quantum strategy defines a causal Stinespring dilation (5.26). The challenge is now
that there might be otherotherotherotherotherotherotherotherotherotherotherotherotherotherotherotherother triples (%,ΛA,ΛB) satisfying Eq. (5.28) than those arising from
such strategies.

First of all, there might of course be triples for which ΛA and ΛB correspond to ensembles
of measurements which are not projective. This is not problematic, since, as we will show
in due time, any causal Stinespring dilation corresponding to such a POVM-strategy is
derivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivable from one corresponding to a PVM-strategy, i.e. the dense class can be further
thinned – for this, we use Naimark’s theorem.12

A much more peculiar problem, however, is that even though the channel P has classical
inputs and outputs, the channels ΛA and ΛB actually need not be measurement ensembles:

Example 5.2.8. (Strange Realisations of the CHSH-Behaviour.)
Consider the strategy for the CHSH-behaviour which we defined in Example 4.1.17. Or, more
generally, consider for the Bell-scenario with XA = XB = {0, 1} and YA = YB = {+1,−1}
anyanyanyanyanyanyanyanyanyanyanyanyanyanyanyanyany strategy (ψ̃, Π̃A, Π̃B) for which ψ̃ is a pure state on C2⊗C2, and all projections Π̃xi

i (±1)
have rank one (i.e. project onto 1-dimensional subspaces). The channel

CXA

Λ̃A
CYA

ψ̃
C2

C2

Λ̃BCXB CYB

(5.29)

is the behaviour of this strategy, and it has classical inputs and outputs. Now, however,
observe the following: Every projective rank-one measurement on C2 can be realised as
a unitary conjugation followed by a measurement in the computational basis (|0〉 , |1〉); in
other words, there exists an ensemble of unitary conjugations (Ũ xi

i )xi∈Xi on C2, such that,
with [Ũ ]i denoting the channel that encodes this ensemble, we have CXi

Λ̃i
CYi

C2
=

CXi

[Ũ ]i
C2 ∆ CYi

C2
, where ∆ is the measurement in the computational basis of C2

(under some identification of CYi with C2). As we have seen in Example 4.3.9, the channel
∆ can be written as a convex combination of unitary conjugations, that is, C2 ∆ CYi =
C2

[V ]i
CYi

τi
for some classical state τi on Cmi (e.g. with mi = 2), and some ensemble

of unitaries [V ]i. In total, we can therefore rewrite the channel (5.29) as
12ThisThisThisThisThisThisThisThisThisThisThisThisThisThisThisThisThis is the correct way of stating that the measurements in a ‘quantum strategy’ can without loss of

generality be assumed to be projective.
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CXA

[Ũ ]A
C2

[V ]A

CYA

ψ̃

C2

τA CmA

τB CmB

[V ]BC2

[Ũ ]BCXB C2 CYA

. (5.30)

Now, if we regroup components so as to make a new triple (%,ΛA,ΛB) for which % =
ψ̃⊗τA⊗τB and Λi is the channel given by the composition of [Ũ ]i and [V ]i, then the channel
Λi will generally not have classical outputs. In fact, on input |xi〉〈xi| from CXi and |k〉〈k|
from Cmi , the channel acts as a unitary conjugation from C2 to CYi ∼= C2. The resulting
triple (%,ΛA,ΛB) has no chance of being interpreted as a strategy in the traditional sense
– it corresponds to a ‘strategy’ in which the outcomes are not produced by measurements,
but by unitarily conjugating a state % whose conjugates happenhappenhappenhappenhappenhappenhappenhappenhappenhappenhappenhappenhappenhappenhappenhappenhappen to be classical states on
CYA ⊗ CYB . �

The issue illustrated by Example 5.2.8 is not merely a formal nuisance, but has opera-
tional ramifications as well. Indeed, the representation (5.30) gives a convex decomposition
of e.g. the CHSH-behaviour (interpreting the classical distribution τA ⊗ τB as the weights),
and it is a convex decomposition into channels which individually map every classical input
|xA〉〈xA|⊗|xB〉〈xB| to a purepurepurepurepurepurepurepurepurepurepurepurepurepurepurepurepure state; since the CHSH-behaviour itself yields a non-pure state on
any classical input, these pure states cannot all be identical, so if we dilate τA⊗ τB by form-
ing a copy to obtain an acausal dilation of the CHSH-behaviour (as in Example 4.3.8), then
this acausal dilation does not factor. In other words, it is possible to have side-information
correlated with the outputs, before the inputs have been given, a circumstance which dras-
tically contradicts the usual conception of self-testing ([ŠB19]). The twist is, of course, that
the outputs provided by the strange strategy of Example 5.2.8 are not classical, and thus
cannot be interpreted in the usual framework of self-testing. The unwelcome acausal dilation
arising from this is in turn related to the strange dilations of measurements which we saw
in Example 4.3.9.

In this subsection, we will eliminate this problem, more or less by forcing it away. (We
must also enforce classicality of the inputs, but though we ultimately pick the same solution,
this problem is of a different character – indeed, it is the honest users of the open interfaces,
and not the potentially malicious agents implementing the channel, who provide the inputs.)

The solution we choose, though not overly elegant, is essentially to dismiss the dilations
that arise from the strange strategies of Example 5.2.8. That this should be sensible relies
on the fact that it is the honest users of the channel who control the open interfaces; as such
they may well choose to only provide classical inputs, and to measuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasuremeasure the outputs received
from the channels. Under this course of action, the class of dilations which we deemed
reasonable would shrink:

Definition 5.2.9. (Classical Dilations.)
Let XA

(P,C )
YA

XB YB
be a Bell-channel with classical inputs and outputs. A causal dilation

XA

(L,E )

YA
XB YB
D E

of (P,C ) is called classical if
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∆XA

(L,E )

∆YA

∆XB
∆YB

D E

= (L,E )

D E
. (5.31)

�

Recall from Definition 4.4.3 the concept of rigidity relative to D, namely the notion that
a class of causal dilations D has a D-largest element.

Now, it isisisisisisisisisisisisisisisisis possible to prove that rigidity a.t.t.l. of P (Definition 5.2.5) implies rigidity of
(P,C ) relative to the class of classical dilations in our sense. However, we shall eventually
prove a different result, and there are two reasons for that.

First of all, the above implication is not optimal: Self-testing in the sense of Defini-
tion 5.2.5 implies rigidity relative to a slightly larger class of dilations than the classical
ones, and up to some small caveats the converse is true as well. On the other hand, I do
not know that rigidity relative to classical dilations should conversely imply self-testing in
the usual sense.

Secondly, though the problem exposed by Example 5.2.8 is ultimately a child of the
strange dilations of measurements (Example 4.3.9), there seems to be something odd about
the assumption that we can ignore anyanyanyanyanyanyanyanyanyanyanyanyanyanyanyanyany dilations of the measurements that are performed by
the honest users (cf. the condition (5.31)). After all, this apparently goes against the very
idea of asking about the possible dilations that the accessible channel could have come from.
More concretely: The devices which allegedly execute our measurements could themselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselvesthemselves
be manufactured by malicious agents.

Fortunately, these two issues are solved by the same move, namely, by not assuming
that absolutely no information leaks to the environment from those measurements, but only
restraining the allowed dilations of the measurements so as to exclude the strange acausal
dilations. What we must require is that only primitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitiveprimitive dilations13 of a measurement count
as reasonable (cf. Example 4.3.3):

Definition 5.2.10. (Classically Bound Dilations.)
Let XA

(P,C )
YA

XB YB
be a Bell-channel with classical inputs and outputs. A causal dilation

XA

(L,E )

YA
XB YB
D E

of (P,C ) is called classically bound if there exists a causal dilation (Ľ, Ě )

of (P,C ), such that

∆XA
∆YA

(Ľ, Ě )∆XB
∆YB

Ď Ě

D
XA

(L,E )

YA
XB YB
D E

(5.32)

for some primitive dilations ∆Xi
of ∆Xi

and ∆Yi
of ∆Yi

.
�

13That is, dilations with no acausal side-information.
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Remark 5.2.11. The reason for allowing the dilation (Ľ, Ě ) to be distinct from (L,E ) is
that if we force (Ľ, Ě ) = (L,E ), it does not seem obvious that any dilation derivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivablederivable from
a classically bound dilation is itself classically bound, and this property is desirable for the
interpretation of classically bound dilations as ‘the allowed ones’. z

Every classical dilation is classically bound, as witnessed by choosing (Ľ, Ě ) = (L,E ),
∆Xi

= ∆Xi
and ∆Yi

= ∆Yi
. Classical boundedness is however slightly less restrictive than

classicality. In fact we have the following result, which expresses that we have achieved
exactly the desired:

Proposition 5.2.12. (Concrete Recharacterisation of Classical Boundedness.)
The classically bound dilations of (P,C ) are precisely those which are derivable from a
dilation of the form

XA
Λ̂A

YA

ψ

HA ÊA
E0

HB
Λ̂B

ÊB
XB YB

, (5.33)

where ψ is a purification of a state %, and where Λ̂A and Λ̂B are Stinespring dilations of

measurement ensembles ΛA and ΛB such that XA
P

YA
XB YB

=

XA
ΛA

YA

%
HA

HB
ΛBXB YB

.

Proof. Let us start by observing that the dilations of the form

∆̂XA
∆̂YAXA

ΣA
YA

π

HA EA
E0

HB
ΣB

EB

∆̂XB

XB YB
∆̂YB

, (5.34)

where π, ΣA and ΣB are isometric, and where ∆̂Xi
are Stinespring dilations of ∆Xi

and
∆̂Yi

of ∆Yi
, constitute a dense class within the class of classically bound dilations. First,

any classically bound dilation (L,E ) can be derived from such a dilation: Pick a dilation
(Ľ, Ě ) such that

∆̂XA
∆̂YA

(Ľ, Ě )∆̂XB
∆̂YB

Ď Ě

D
XA

(L,E )

YA
XB YB
D E

(5.35)
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holds (observe that in Eq. (5.32) we may always without loss of generality take the
dilations of the measurements to be Stinespring dilations, by completeness). Then, by the
density theorem Theorem 5.1.1, we find a pure causal dilation such that

XA
ΣA

YA

π

EA
E0

ΣB
EB

XB YB

D
XA

(Ľ, Ě )

YA
XB YB
Ď Ě

, (5.36)

and by our coherence theorems from Chapter 4 it follows that

∆̂XA
∆̂YAXA

ΣA
YA

π

HA EA
E0

HB
ΣB

EB

∆̂XB

XB YB
∆̂YB

D

∆̂XA
∆̂YA

(Ľ, Ě )∆̂XB
∆̂YB

Ď Ě

; (5.37)

derivability of (L,E ) from (5.34) is then implied by transitivity of D. Secondly, the
dilations (5.34) are themselves classically bound: This is simply by virtue of the fact that,
for any set Z, we have ∆Z ◦∆Z = ∆Z so there there exists a channel ΓZ such that

∆̂Z
∆̂Z

ΓZ
= ∆̂Z

, (5.38)

as the left-most composition is a Stinespring (hence complete) dilation of ∆Z . Altogether,
the dilations (5.34) therefore constitute a dense class within classically bound dilations, as
asserted.

Next, note that if a dilation is derivable from a classically bound one, then it must
itself be classically bound (this is obvious from the definition). Hence, the classically bound
dilations are exactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactlyexactly those that can be derived from a dilation of the form (5.34).

With this in place it is however easy to reach the desired conclusion, by observing that

the class of channels ∆̂Xi ∆̂YiXi
Σi

Yi
Hi Ei

, with Σi an arbitrary isometric channel,

is equivalent (by means of channels acting in the environment) to the class of channels
Xi

Λ̂i
Yi

Hi Êi
, with Λ̂i the Stinespring dilation of a measurement ensemble Λi.

Proposition 5.2.12 implies in particular that the class of dilations (5.33) is densedensedensedensedensedensedensedensedensedensedensedensedensedensedensedensedense in the
class of classically bound dilations, so rigidity relative to classically bound dilations can
be decided from the former class. One last stroke is needed to go from general measure-
ment ensembles to projectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojective measurement ensembles, which then link directly to the usual
definition of quantum strategies. This reduction amounts to the following density theorem:
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Theorem 5.2.13. (Density of PVM-Dilations.)
The dilations of (P,C ) of the form

XA
Λ̂A

YA

ψ

HA ÊA
E0

HB
Λ̂B

ÊB
XB YB

, (5.39)

where ψ is a purification of a state %, and where Λ̂A and Λ̂B are Stinespring dilations of

projectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojectiveprojective measurement ensembles ΛA and ΛB such that XA
P

YA
XB YB

=

XA
ΛA

YA

%
HA

HB
ΛBXB YB

,

is dense in the class of constructible classically bound dilations of (P,C ).

Remark 5.2.14. (Re-Recharacterisation of Classically Bound Dilations.)
Obviously, a slightly stronger statement is also true, namely that a dilation is classically
bound ififififififififififififififififif and only if it can be derived from a dilation of the form (5.39). z

Remark 5.2.15. (Relation to the Usual Reduction.)
Theorem 5.2.13 is a precise mathematical statement. In contrast, the standard comment in
the literature in motivating the definition of quantum strategies (Definition 5.2.1) – namely,
that measurements can ‘without loss of generality’ be assumed to be projective – is in most
contexts where it is used not a precise mathematical statement. Indeed, a ‘without loss of
generality’-claim is formally the claim that the statement ∀s ∈ S : Q(s) follows from the
statement ∀s ∈ S0 : Q(x), where S0 ⊆ S, and in the absence of such a predicate Q it is
meaningless. (To some authors, the predicate Q(s) seems to be implicitly ‘the strategy s is
reducible to the canonical strategy’, but this of course is meaningless too, since the relation
of being reducible to the canonical strategy has not even been defined for strategies which
do not have projective measurements.) z

Proof. We have already seen in Proposition 5.2.12 that the class is dense when ΛA,ΛB range
over measurement ensembles, so we need only prove that any such dilation can be derived
from one in which the measurements are projective.

By the well-known theorem of Naimark (see the preliminary section), any measure-

ment on H with outcomes in Y , H M CY , can be written as
H

MNai
CY

φNai KNai
,

where φNai is a pure state on some system KNai, and where MNai is a projective measure-
ment on H ⊗ KNai. By an inductive argument we can easily extend this to ensembles: If

CXi

Λi
Hi CYi

is an ensemble of measurements, it can be written as
CXi

ΛNai
i

Hi CYi

φNai
i KNai

i

,

with φNai
i a pure state and ΛNai

i an ensemble of projective measurements. Then, however, if

Λ̂Nai
i is a Stinespring dilation of ΛNai

i , the channel
CXi

Λ̂Nai
i

Hi CYi

φNai
i KNai

i Ei
is a Stinespring

dilation of Λi, so the desired follows by redefining the state % as %⊗ φNai
A ⊗ φNai

B .
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Theorem 5.2.13 concludes our strive for locating quantum strategies within the frame-
work of causal dilations: They correspond to the channels (5.39), forming a dense class of
classically bound dilations. Whereas it would evidently have been cleaner if that class were
dense in the class of allallallallallallallallallallallallallallallallall (constructible) dilations, the reader should think of this result as
explaining the origin of the traditional quantum strategies. This understanding will be so-
lidified and improved when in the next subsection we see how the relation between strategies
used in the conventional definition of self-testing can be re-expressed in terms of operations
on the inaccessible interface of (5.39).

5.2.C The Bridge to Quantum Self-Testing
Suppose that (%,ΠA,ΠB) is a quantum strategy, and that ΛA and ΛB are the associated
measurement ensembles. What does the channel (5.39), i.e. the channel

XA
Λ̂A

YA

ψ

HA ÊA
E0

HB
Λ̂B

ÊB
XB YB

(5.40)

look like? That of course depends on the concrete choice of purification and Stinespring
dilations, but by the completeness properties of Chapter 2, all choices are equivalent by
means of channels acting locally on the inaccessible systems. Therefore, we may fix them
at our convenience without compromising density of the dilation class. In equations, the

channel
Xi

Λi
Yi

Hi
which encodes the measurement ensemble Πi is given by

Λi(A⊗B) =
∑

yi∈Yi,xi∈Xi

tr[Πxi(yi)A] |yi〉〈yi| 〈xi|B |xi〉 for A ∈ End(Hi), B ∈ End(Xi).

(5.41)

A particularly nice choice of Stinespring dilation of this channel is the isometric channel
Xi

Λ̂i
Yi

Hi Hi ⊗Xi
corresponding to the isometry Si : Hi ⊗Xi → Hi ⊗Xi ⊗ Yi given by14

Si =
∑

xi∈Xi,yi∈Yi

Πxi
i (yi)⊗ |xi〉 ⊗ |yi〉 ⊗ 〈xi| . (5.42)

With this choice, the isometric channel (5.40) corresponds to the isometry S : X →
H⊗X ⊗ Y given by

S =
∑

x∈X,y∈Y
[ΠxA

A (yA)⊗ΠxB

B (yB)⊗ 1E0 ] |ψ〉 ⊗ |x〉 ⊗ |y〉 ⊗ 〈x| , (5.43)

14Observe that if the measurements Π
xi
i had not been projective but rather general POVMs, Exii =

(E
xi
i (yi))yi∈Yi

, then we would have had to include additionally a copy of Yi in the inaccessible system, and

the Stinespring isometry Si would instead have been
∑
xi∈Xi,yi∈Yi

√
E
xi
i (yi)⊗ |xi〉 ⊗ |yi〉 ⊗ |yi〉 ⊗ 〈xi|.
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where X = XA ⊗ XB, Y = YA ⊗ YB (and as usual H = HA ⊗ HB), and where |x〉 =
|(xA, xB)〉 = |xA〉 ⊗ |xB〉 and |y〉 = |(yA, yB)〉 = |yA〉 ⊗ |yB〉. (Observe that Êi = Hi ⊗Xi.)

Qualitatively, this is the pivotal moment in our storyline: We now see the quantities
from the reducibility condition (5.24) emerge in the guise of a causal Stinespring dilation of
the behaviour channel. The fundamental link between the reducibility criterion and these
casual dilations is contained in the following result:

Theorem 5.2.16. (Reducibility among Quantum Strategies in Terms of PVM-Dilations.)
Let (ψ̃, Π̃A, Π̃B) be a quantum strategy for which the state ψ̃ is pure and has locally full
rank. Then, a quantum strategy (%,ΠA,ΠB) is reducible to (ψ̃, Π̃A, Π̃B) in the sense of Defi-
nition 5.2.3 if and only if there exist channels ΓA,ΓB such that

XA
Λ̂A

YA

ψ

ΓA

tr

Λ̂B

ΓB

XB YB

=

XA ˆ̃ΛA

YA

ψ̃

ˆ̃ΛBXB YB

, (5.44)

where Λ̂i and
ˆ̃Λi are Stinespring dilations of the corresponding measurement ensembles

Λi and Λ̃i, respectively, and where ψ is a purification of %.

Remark 5.2.17. (On the Full-Rank Assumption.)
The technical full-rank assumption is, to the best of my knowledge, satisfied in all known
examples of quantum self-testing. Also, it is only needed for the ‘if’-direction of the state-
ment. z

Remark 5.2.18. (Reducibility of Pure-State Strategies versus General Strategies.)
From Theorem 5.2.16, we may argue that in order to establish self-testing it is often enough
to quantify over pure-state strategies (cf. Remark 5.2.6):

Suppose that every pure-state strategy (ψ,ΠA,ΠB) with behaviour P is reducible to
(ψ̃, Π̃A, Π̃B), and that this is witnessed by isometries Wi which do not depend on ψ. (This
is often the case, cf. the so-called swap-method ([ŠB19]), which produces isometries Wi de-
pending only on Πi.) By the proof of Theorem 5.2.16, the channels Γi are simply marginals
of the isometric conjugations by Wi, so Γi can then be chosen independently of ψ. Suppose
moreover that the behaviour P is extremal (this is true, for example, if the reducibility
of pure-state strategies can be established merely based on the value of the behaviour in
a so-called non-local game ([ŠB19])). Now, if (%,ΠA,ΠB) is a generalgeneralgeneralgeneralgeneralgeneralgeneralgeneralgeneralgeneralgeneralgeneralgeneralgeneralgeneralgeneralgeneral strategy with be-
haviour P , then, writing % =

∑n
k=1 pkψk by the spectral theorem, with ψ1, . . . , ψn pure and

p1, . . . , pn > 0, we conclude by extremality that all of the pure-state strategies (ψk,ΠA,ΠB)
have behaviour P . We thus find (by the state-independence assumption) channels ΓA,ΓB

such that

XA
Λ̂A

YA

ψk
ΓA

Λ̂B

ΓB

XB YB

=

XA ˆ̃ΛA

YA

ψ̃
ˆ̃ΛBXB YB

for all k = 1, . . . , n, and hence by forming

the convex combination on each side we have

XA
Λ̂A

YA

%
ΓA

Λ̂B

ΓB

XB YB

=

XA ˆ̃ΛA

YA

ψ̃
ˆ̃ΛBXB YB

, which
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is exactly the condition (5.44), so (%,ΠA,ΠB) is reducible to (ψ̃, Π̃A, Π̃B).
In summary, self-testing relative to pure-state strategies along with extremality of the

behaviour implies, under the state-independence assumption, the full self-testing condition.
(The converse holds as well, since the full self-testing condition always implies extremality
of the behaviour, as detailed in Section 5.3.A.) z

Proof of Theorem 5.2.16. By Lemma 5.1.8, the condition (5.44) is equivalent to the exis-
tence of isometric channels Γ̂A, Γ̂B and a pure state ψres on Hres

A ⊗Hres
B ⊗ E0, such that

XA
Λ̂A

YA

ψ

HA ⊗XA
Γ̂A

H̃A ⊗XA

Hres
A

E0

Γ̂B

Hres
B

Λ̂B

HB ⊗XB H̃B ⊗XB

XB YB

=

XA ˆ̃ΛA

YA

ψ̃

H̃A ⊗XA

ψres

Hres
A

E0
Hres

B

ˆ̃ΛB

H̃B ⊗XB

XB YB

, (5.45)

with our convenient choice of Stinespring dilations Λ̂i and
ˆ̃Λi from above. Eq. (5.45)

is an identity between two isometric channels, and can thus be rephrased as an identity
between the two isometries which represent them (possibly absorbing a phase). Let Vi :

Hi ⊗Xi → H̃i ⊗Hres
i ⊗Xi be an isometry representing the channel Γ̂i, and let |ψ〉 , ˜|ψ〉 and

|ψres〉 represent the states. Then, Eq. (5.45) is equivalent to the equation

∑
x∈X,y∈Y

[V xA

A ΠxA

A (yA)⊗ V xB

B ΠxB

B (yB)⊗ 1E0 ] |ψ〉 ⊗ |y〉 ⊗ 〈x|

=
∑

x∈X,y∈Y
[Π̃xA

A (yA)⊗ Π̃xB

B (yB)] ˜|ψ〉 ⊗ |ψres〉 ⊗ |x〉 ⊗ |y〉 ⊗ 〈x| ,
(5.46)

where V xi
i : Hi → H̃i ⊗Hres

i ⊗ Xi denotes the isometry Vi(1Hi
⊗ |xi〉). Now, since the

system (|y〉⊗ 〈x|)x∈X,y∈Y is orthonormal, this identity can be rephrased component-wise as

∀x ∈ X, y ∈ Y : [V xΠx(y)⊗ 1E0 ] |ψ〉 = Π̃x(y) ˜|ψ〉 ⊗ |ψres〉 ⊗ |x〉 , (5.47)

with the abbreviations V x = V xA

A ⊗ V xB

B , and, as usual, Πx(y) = ΠxA

A (yA) ⊗ ΠxB

B (yB),
Π̃x(y) = Π̃xA

A (yA)⊗ Π̃xB

B (yB). In comparison, the reducibility condition (Eq. (5.25)) reads

∀x ∈ X, y ∈ Y : [WΠx(y)⊗ 1E0 ] |ψ〉 = Π̃x(y) ˜|ψ〉 ⊗ |ψres〉 , (5.48)

with W = WA⊗WB, for some isometries Wi : Hi → H̃i⊗Hres
i and some pure state ψres.

If Eq. (5.48) holds, then Eq. (5.47) follows by taking Vi = Wi ⊗ 1Xi
, so that V xi

i = Wi ⊗
|xi〉. Hence, it is clear that (5.44) follows from the reducibility condition. That conversely
Eq. (5.48) follows from Eq. (5.47) is not obvious, and it is the content of Lemma 5.2.24
below (using the assumption that ψ̃ has locally full rank). Hence, the reducibility condition
follows from (5.44), finishing the proof.
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The main technicalities of the above proof reside in Lemma 5.2.24 below. We will post-
pone this lemma to the end of the subsection, however, in order to first discuss the conse-
quences of Theorem 5.2.16 and phrase it more transparently in our language.

When P self-tests (ψ̃, Π̃A, Π̃B), Theorem 5.2.16 apparently says that the causal dilation
corresponding to (ψ̃, Π̃A, Π̃B) can be derived from the causal dilation corresponding to any
strategy (%,ΠA,ΠB). This, of course, is the wrong way around compared to our conception
of rigidity. The point is, however, that as in the proof of Theorem 5.1.10, the purified re-
lation (5.45) allows us to move the channels Γ̂i to the other side, thus realising also that
the dilation corresponding to (%,ΠA,ΠB) is derivable from the dilation corresponding to
(ψ̃, Π̃A, Π̃B). As such, self-testing really implies that all dilations corresponding to strategies
are D-equivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalentequivalent (as in Corollary 5.1.12).

Consequently, rigidity a.t.t.l. implies in our language rigidity relative to classically bound
dilations, but in the rather strong sense that all pure causal dilations are D-equivalent. In
this light, there is nothing special about the ‘canonical’ strategy (ψ̃, Π̃A, Π̃B); any represen-
tative of the equivalence class will be a complete dilation of (P,C ). However, Eq. (5.44)
expresses that the dilation corresponding to the strategy (ψ̃, Π̃A, Π̃B) is particularly simple,
because it can be derived from the others using local operations in the environment.

More precisely, suppose we define the following pre-order on the class of pure causal
dilations:

Definition 5.2.19. (Local Derivability.)
Let (P,C ) be a Bell-channel. For two pure causal dilations we write

XA
ΣA

YA

π

EA
E0

ΣB
EB

XB YB

Dloc.

XA
Σ′A

YA

π′

E ′A
E ′0

Σ′B
E ′B

XB YB

(5.49)

and say that the latter is locally derivable from the former if there exist channels ΓA, ΓB

and Γ0 such that

XA
ΣA

YB

π

EA ΓA E ′A
E0 Γ0 E ′0

ΣB

EB ΓB E ′B
XA YB

=

XA
Σ′A

YB

π′

E ′A
E ′0

Σ′B
E ′B

XA YB

. (5.50)

�

Then, the pre-order Dloc. refines the pre-order D, and we have the following which will
constitute our best relation between self-testing (that is, rigidity a.t.t.l.) and rigidity in our
sense:
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Corollary 5.2.20. (Rigidity versus Rigidity a.t.t.l.)
Let XA

(P,C )
YA

XB YB
be bipartite Bell-channel, and let (ψ̃, Π̃A, Π̃B) be a quantum strategy

with behaviour P for which the state ψ̃ is pure and has locally full rank. Then, the following
are equivalent:

1. P self-tests (ψ̃, Π̃A, Π̃B).

2. All the causal Stinespring dilations of (P,C ) corresponding to quantum strategies are
D-equivalent, and (ψ̃, Π̃A, Π̃B) is a Dloc.-smallest element of this equivalence class.

3. (P,C ) is rigid relative to classically bound dilations and has a complete dilation with
no acausal side-information. Moreover, the D-equivalence class of causal Stinespring
dilations corresponding to quantum strategies has a Dloc.-smallest element, namely the
dilation corresponding to (ψ̃, Π̃A, Π̃B).

Proof. The equivalence of 1. and 2. follows from Theorem 5.2.16 and the considerations
that follow. The equivalence of 2. and 3. follows by Corollary 5.1.12 (or rather, an adaption
of this corollary to the class of classically bound dilations).

Now, of the statements appearing in Corollary 5.2.20 only the statement ‘(P,C ) is rigid
relative to classically bound dilations and has a complete dilation with no acausal side-
information.’ is of a purely operational nature. Indeed, as far as I can see, the causal
Stinespring dilations themselves a priori have no operational interpretation.

Consider therefore the following question:

Open Problem 5.2.21. (Existence of Simple Representatives.)
Does every D-equivalence class of [classically bound] causal Stinespring dilations contain a
Dloc.-smallest element?

If it has an affirmative answer, then, by Corollary 5.2.20, quantum self-testing can be
given a purely operational formulation. Indeed, the following will be true (assuming that
also the full-rank condition on the state is always satisfied):

Conjecture 5.2.22. (Equivalence of Quantum Self-Testing with Acausal Rigidity.)
Given a bipartite Bell-channel XA

(P,C )
YA

XB YB
, the following are equivalent:

1. P is rigid a.t.t.l., i.e. self-tests (in the sense of Definition 5.2.5) some strategy
(ψ̃, Π̃A, Π̃B).

2. (P,C ) is rigid relative to classically bound dilations, and has a complete dilation with
no acausal side-information.

On the other hand, there seems to me to be no good reasons why it should not be possible
to have rigidity by means of a complete dilation with non-trivial acausal side-information:

Open Problem 5.2.23. (Rigidity Beyond the Usual Assumptions of Quantum Self-Testing.)
Does there exist a Bell-channel (P,C ) which is rigid relative to classically bound dilations,
but for which no complete dilation has no acausal side-information?

We end the subsection by establishing the missing technical ingredient for the proof of
Theorem 5.2.16:
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Lemma 5.2.24. (Technical Result for Theorem 5.2.16).
Let (%,ΠA,ΠB) and (ψ̃, Π̃A, Π̃B) be quantum strategies, for which ψ̃ is a pure state with
locally full rank. Suppose that there exists a purification ψ of % with purifying space P, a
pure state ψres on Hres

A ⊗Hres
B ⊗ P, and isometries V xi

i : Hi → H̃i ⊗Hres
i ⊗ Xi, such that,

with V x = V xA

A ⊗ V xB

B ,

[V xΠx(y)⊗ 1P ] |ψ〉 = Π̃x(y) ˜|ψ〉 ⊗ |ψres〉 ⊗ |x〉 for all x ∈ X, y ∈ Y . (5.51)

Then, there exist xi-independent isometries Wi : Hi → H̃i ⊗Hres
i such that, with W =

WA ⊗WB,

[WΠx(y)⊗ 1P ] |ψ〉 = Π̃x(y) ˜|ψ〉 ⊗ |ψres〉 for all x ∈ X, y ∈ Y . (5.52)

In other words, (%,ΠA,ΠB) is reducible to (ψ̃, Π̃A, Π̃B).

Remark 5.2.25. (On an Approximate Generalisation.)
It is clear that the condition (5.51) implies that the behaviours of the two strategies (%,ΠA,ΠB)
and (ψ̃, Π̃A, Π̃B) are identical. Nevertheless, it has never been considered in the literature
that this condition, in which the local isometries are allowed to depend on the local inputs
(xi), should actually be the correct notion of reducibility among quantum strategies. The
result of this lemma gives a possible explanation for this. It is worth noting, however, that
the relationship between the two conditions (5.51) and (5.52) is probably more subtle in
the approximate case (of so-called robust self-testing), since we use at a point in the proof
a full-rank argument without regards to the fact that some Schmidt coefficients may be
small. z

Proof. First, we argue that there exists an xA-independent isometry WA : HA → H̃A ⊗Hres
A

such that the operator identity

WA = [1H̃A⊗Hres
A
⊗ 〈xA|]V xA

A (5.53)

holds on the subspace supp(%A) of HA, for all xA ∈ XA. (Here, %A is the A-marginal of
%.)

By summing over y ∈ Y in condition (5.51), we obtain the identity

[V x ⊗ 1P ] |ψ〉 = ˜|ψ〉 ⊗ |ψres〉 ⊗ |x〉 (5.54)

for all x ∈ X. Now, let

|ψ〉 =

r∑
j=1

√
p(j) |ψA(j)〉 ⊗ |ψ¬A(j)〉 (5.55)

be a Schmidt decomposition of |ψ〉 relative to the factorisation HA ⊗H¬A where H¬A =
HB ⊗ P, with p(1), . . . , p(r) > 0. We then have by Eq. (5.54), for x = (xA, xB) ∈ X,
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˜|ψ〉 ⊗ |ψres〉 ⊗ |xB〉 = [1H̃⊗Hres⊗P⊗XB
⊗ 〈xA|][V x ⊗ 1P ] |ψ〉

=

r∑
j=1

√
p(j)[1H̃A⊗Hres

A
⊗ 〈xA|]V xA

A |ψA(j)〉 ⊗ [V xB

B ⊗ 1P ] |ψ¬A(j)〉 .

(5.56)

The left hand side of Eq. (5.56) is independent of xA. The isometry V xB

B is also indepen-
dent of xA, whence the orthonormal system

(
[V xB

B ⊗ 1P ] |ψ¬A〉 (j)
)
j=1,...,r

is independent of
xA. Therefore,

[1H̃A⊗Hres
A
⊗ 〈xA|]V xA

A |ψA(j)〉 (5.57)

must be independent of xA, for all j = 1, . . . , r. (In this step we would loose something
in an approximate argument, when dividing by

√
p(j).) Observing that

span{|ψA(j)〉 | j = 1, . . . , r} = supp(%A), (5.58)

we conclude that the operator [1H̃A⊗Hres
A
⊗〈xA|]V xA

A restricted to supp(%A) is independent
of xA. Moreover, it acts isometrically:

By the Eq. (5.56),

1 = ‖ ˜|ψ〉 ⊗ |ψres〉 ⊗ |xB〉‖
2

=

r∑
j=1

p(j) ‖[1H̃A⊗Hres
A
⊗ 〈xA|]V xA

A |ψA(j)〉‖ 2
, (5.59)

and by extremality of 1 in the convex set [0, 1] this forces ‖[1H̃A⊗Hres
A
⊗ 〈xA|]V xA

A |ψA(j)〉‖ =

1 for all j = 1, . . . , r (here we would lose again in the approximate version). It follows that

‖[1H̃A⊗Hres
A
⊗ |xA〉〈xA|]V xA

A |ψA(j)〉‖ = 1, (5.60)

and since 1H̃A⊗Hres
A
⊗ |xA〉〈xA| is a projection and V xA

A |ψA(j)〉 is a unit vector, we must
therefore have

[1H̃A⊗Hres
A
⊗ |xA〉〈xA|]V xA

A |ψA(j)〉 = V xA

A |ψA(j)〉 , (5.61)

so that

(V xA

A )∗[1H̃A⊗Hres
A
⊗ |xA〉〈xA|]V xA

A |ψA(j)〉 = |ψA(j)〉 (5.62)

for all j = 1, . . . , r, which is precisely the statement that [1H̃A⊗Hres
A
⊗ 〈xA|]V xA

A acts
isometrically on supp(%A).

Altogether, we conclude as desired the existence of an isometry WA : HA → H̃A ⊗Hres
A

such that WA = [1H̃A⊗Hres
A
⊗ 〈xA|]V xA

A on supp(%A), for any xA ∈ XA.
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By the exact same argument, we find an xB-independent isometryWB : HB → H̃B⊗Hres
B

such that WB = [1H̃B⊗Hres
B
⊗ 〈xB|]V xB

B on supp(%B) for any xB ∈ XB.

Next, we argue that the operator identity Wi = [1H̃i⊗Hres
i
⊗ 〈xi|]V xi

i holds not only on
supp(%i) = span{|ψi(j)〉 | j = 1, . . . , r}, but in fact on the a priori larger space

span{Πxi
i (yi) |ψi(j)〉 | j = 1, . . . r, xi ∈ Xi, yi ∈ Yi}

(= span{Πxi
i (yi) |φi〉 | |φi〉 ∈ supp(%i), xi ∈ Xi, yi ∈ Yi}).

(5.63)

This will imply, by (5.51), that the local isometry W := WA ⊗WB witnesses condition
(5.52), and thus altogether finish the proof. To demonstrate the assertion, we show that –
under the assumption that the marginal %̃i of ψ̃ has full rank – the subspace (5.63) in fact
coincides with supp(%i).15

By rewriting Eq. (5.54) in terms of density matrices (i.e. [V x ⊗ 1P ] |ψ〉〈ψ| [V x ⊗ 1P ]∗ =
|ψ̃〉〈ψ̃| ⊗ |ψres〉〈ψres| ⊗ |x〉〈x|) and marginalising to site i ∈ {A,B}, we obtain

V xi
i %i(V

xi
i )∗ = %̃i ⊗ %res

i ⊗ |xi〉〈xi| , (5.64)

which implies (since (V xi
i )∗ is surjective) the following equality of subspaces:

V xi
i [supp(%i)] = supp(%̃i)⊗ supp(%res

i )⊗ span{|xi〉}. (5.65)

By a similar rewriting, the condition (5.51) implies that

V xi
i Πxi

i (yi)%iV
xi
i
∗ = Π̃xi

i (yi)%̃i ⊗ %res
i ⊗ |xi〉〈xi| , (5.66)

where this time, before marginalising to i, the ket side was obtained from (5.51) by
summing only over the elements of Y¬i, whereas the bra side was obtained by summing over
all elements of Y . This analogously implies the following equality of subspaces:16

V xi
i Πxi

i (yi)[supp(%i)] = Π̃xi
i (yi)[supp(%̃i)]⊗ supp(%res

i )⊗ span{|xi〉}. (5.67)

Now, by the full-rank assumption, Π̃xi
i (yi)[supp(%̃i)] ⊆ supp(%̃i), and since V xi

i has
a left-inverse (indeed, it is an isometry), we thus conclude from (5.65) and (5.67) that
Πxi
i (yi)[supp(%i)] ⊆ supp(%i). This proves the desired assertion, and ultimately finishes the

proof of the lemma.

5.3 Some Implications of a Reformulation
In this final section, I will highlight how some of the (very few) general results which are
known about quantum self-testing can be easily and transparently proved using the equiv-
alent formulation provided by Theorem 5.2.16.

15It may be observed from the argument that this conclusion relies only on the weaker circumstance that
supp(%̃i) is invariantinvariantinvariantinvariantinvariantinvariantinvariantinvariantinvariantinvariantinvariantinvariantinvariantinvariantinvariantinvariantinvariant under the operators (Π̃

xi
i (yi))yi∈Yi,xi∈Xi

, and thus we could alternatively have stated
the lemma under this weaker assumption.

16Eq. (5.65) actually follows from Eq. (5.67) by summing over yi ∈ Yi, but a direct argument for (5.65)
was given first for the sake of transparency.
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The first such result is that a behaviour P which self-tests some strategy is necessarily
extremal in the convex set of all (tensor-product) quantum behaviours. The second and third
result assert that if P self-tests the strategy (ψ̃, Π̃A, Π̃B), then for any strategy (%,ΠA,ΠB)
with behaviour P , the state ψ̃ can be locally extracted from the state %, and the measurement
ensemble Λ̃i can be extracted from the measurement ensemble Λi on the local support of
the state % (in a suitable sense). This third result clarifies the connection to other notions
of self-testing of measurements, cf. Def. 3 in Ref. [ŠB19], as e.g. employed in Ref. [Kan17].

5.3.A Rigidity, Security and Extremality
It has for some time been part of the folklore in quantum self-testing that a necessary
condition for P to self-test a strategy is extremality of P in the convex set of all behaviours
realisable by quantum strategies. A formal general proof of this, however, appears to have
been first given in Ref. [GKW+18]. As observed earlier in Ref. [FFW11], extremality in the
set of quantum behaviours is equivalent to a natural notion of security, and thus a valid way
to show the implication is by demonstrating that self-testing implies security in this sense.
This implication can be seen as a precise version of the remarkable insight of Ekert’s in Ref.
[Eke91], which was mentioned already in the general introduction to the thesis.

Below, I will give a definition of the security notion in the language of dilations, prove
that it implies extremality, and then prove that self-testing implies security. This yields
altogether a different proof for the necessity of extremality, and also directly the proof for
security, with the interpretation that the randomness generated in a Bell-experiment is
genuinely random, in the sense of being unknowable before the inputs to the channel are
provided.

Recall from Example 4.3.8 the notion of acausal side-information.

Definition 5.3.1. (Security.)
Let D be a class of causal dilations of a causal channel XA

(P,C )
YA

XB YB
. We say that

(P,C ) is secure (against acausal side-information) relative to D if any acausal dilation
XA

(L,E )

YA
XB YB
D E

in D is trivial, i.e. factors as
XA

(P,C )
YA

XB YB
D (S,D) E

for some causal channel

(S,D). �

The reader should have in mind the case where D is class of classically bound dila-
tions; security then means that any reasonable side-information about the channel, which is
present before the inputs have been supplied, must be completely independent of the channel
(‘reasonable’ referring to classical boundedness). In particular, any randomness generated
by the channel (P,C ) is fresh, in the sense that it must be uncorrelated with pre-existing
randomness.

We have the following:

Proposition 5.3.2. (Self-Testing implies Security.)
If XA

(P,C )
YA

XB YB
is a Bell-channel in QIT for which P self-tests some quantum strategy,

then (P,C ) is secure relative to classically bound dilations.

Proof. By Corollary 5.2.20, (P,C ) has a complete dilation for classically bound dilations,
with no acausal side-information. The statement should be intuitively clear from this cir-
cumstance, but let us prove it explicitly:
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Let
XA

(K,F )

YA
XB YB

E0

be a dilation of (P,C ) which is complete for classically bound

dilations and which has no acausal side-information. By Lemma 4.3.21, any classically
bound dilation is thus of the form

XA

(K,F )

YA
XB YB

E0
(G,B)

D E

(5.68)

for some causal channel (G,B). If the dilation (5.68) is acausal, which is to say that
F (ports(E0)∩B(ports(E))) = ∅, then, since F (e0) 6= ∅ for all e0 ∈ ports(E0), we must have
ports(E0)∩B(ports(E)) = ∅, i.e. B(ports(E)) ⊆ ports(D). This however implies that (G,B)

factors as
E0 tr

D (S,D) E
, and the desired follows.

Remark 5.3.3. (On the Significance of Security.)
As demonstrated by the proof, most of this statement has nothing to do with self-testing
per se; it is true in anyanyanyanyanyanyanyanyanyanyanyanyanyanyanyanyany theory that the existence of a complete dilation with no acausal
side-information implies security. What makes the statement interesting in the context of
quantum self-testing, is that a quantum behaviour can give random outputs and still have
a complete dilation with no acausal side-information.

This is not true, for example, in CIT: We have seen that some Bell-channels in CIT
have complete dilations (cf. Example 4.4.25 and the examples following Corollary 4.4.17),
but any such causal channel which has a complete dilation with nonononononononononononononononono acausal side-information
must be a deterministic channel. Indeed, by a consideration as the one in Example 4.3.8 (or
as in Proposition 5.3.4 below), such a channel is extremal. z

Proposition 5.3.4. (Security and Extremality.)
Let XA

(P,C )
YA

XB YB
be a Bell-channel in QIT. If (P,C ) is secure relative to classically

bound dilations, then P is extremal in the convex set of quantum behaviours from X to Y.

Proof. First, observe that, by density of one-sided dilations (due to the constructibility as-
sumption), (P,C ) is secure if and only if one-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sidedone-sided acausal dilations are trivial. What we will
do is to establish a correspondence between the classically bound one-sided acausal dilations
of (P,C ) and the convex decompositions of P into quantum behaviours. Conceptually, this
correspondence is analogous to that in the case of CIT as expressed by Theorem 4.4.14 or
Theorem 4.4.15.

More precisely, given a convex decomposition P =
∑n
k=1 skPk with Pk a quantum be-

haviour and s1, . . . , sn > 0, we may write XA
P
YA

XB YB
=

XA

P̌

YA
XB YB
σ

, where σ is the

state
∑n
k=1 sk |k〉〈k| on Cn and P̌ the channel that reads the value k in the Cn-register

and yields Pk accordingly. Giving P̌ the obvious causal specification Č , this identity more-
over holds between causal channels as well. Also, (P̌ , Č ) is constructible since each Pk is
constructible. Letting σ

Cn

Cn
denote the classical copy of σ, the channel
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XA

(P̌ , Č )

YA
XB YB

σ
Cn

(5.69)

is evidently a classically bound acausal dilation17 of (P,C ). It moreover encodes the
initial convex decomposition of P , as it is given by

∑n
k=1 skPk ⊗ |k〉〈k|. Now, if (P,C ) is

secure relative to classically bound dilations, then the acausal dilation (5.69) must factor,
and this implies that P1 = P2 = . . . = Pn. Hence, P is extremal.

Proposition 5.3.2 and Proposition 5.3.4 together imply that if P self-tests some strategy
(i.e. is rigid a.t.t.l.), then P is necessarily extremal.

Open Problem 5.3.5. (Extremality versus Rigidity)
Does every extremal quantum behaviour self-test some quantum strategy?

5.3.B Extraction of the Canonical State
It is well-known that the usual definition of quantum self-testing implies that the state ψ̃ of
a strategy (ψ̃, Π̃A, Π̃B) which is self-tested by P can be locally extracted from the state % of
any strategy (%,ΠA,ΠB) with behaviour P . Indeed, if in the reducibility condition

[WAΠxA

A (yA)⊗WBΠxB

B (yB)⊗ 1P ] |ψ〉 = [Π̃xA

A (yA)⊗ Π̃xB

B (yB)] ˜|ψ〉 ⊗ |ψres〉 (5.70)

we sum over yA ∈ YA and yB ∈ YB (for any fixed xA, xB), then we obtain

[WA ⊗WB ⊗ 1P ] |ψ〉 = ˜|ψ〉 ⊗ |ψres〉 , (5.71)

or, more compactly,

[W ⊗ 1P ]ψ[W ∗ ⊗ 1P ] = ψ̃ ⊗ ψres, (5.72)

with W = WA ⊗WB. In pictures, this last condition reads

ψ

HA
ΞA

H̃A

Hres
A

P

ΞB

Hres
B

HB H̃B

= ψ̃

H̃A

ψres

Hres
A

P
Hres

B

H̃B

, (5.73)

with Ξi the isometric channel corresponding to conjugation by Wi. This condition is a
purified version of the condition that there exist some (not necessarily isometric) channels
MA and MB such that

17Recall the tacit assumption that we only consider constructible dilations – therefore, it is important for
the argument that (P̌ , Č ) is constructible.
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%
HA MA H̃A

HB MB H̃B

= ψ̃
H̃A

H̃B

, (5.74)

asserting local extractibility of ψ̃ from %. Though this argument is so simple that is
hardly needs improvement, it is instructive to see how local extractibility of the canonical
state ψ̃ is manifested in the self-testing formulation offered by Theorem 5.2.16. There will
be no summing over yA, yB in equations involving operators; another argument altogether
(which would also be valid in most other theories) proves extractibility:

Proposition 5.3.6. (Self-Testing implies Local Extractibility of the Canonical State.)
Suppose that P self-tests (ψ̃, Π̃A, Π̃B). If (%,ΠA,ΠB) is any strategy with behaviour P , then
there exist channels MA and MB such that (5.74) holds.

Proof. By Theorem 5.2.16, there are channels Γi such that

XA
Λ̂A

YA

%

ΓA

Λ̂B

ΓB

XB YB

=

XA ˆ̃ΛA

YA

ψ̃

ˆ̃ΛBXB YB

. (5.75)

By applying inverses to the reversible channels ˆ̃Λi on both sides, we obtain

XA
M ′A

XA

%
H̃A

M ′B
H̃B

XB YB

=

XA

ψ̃
H̃A

H̃B

XB

, (5.76)

for some channels M ′i . The desired then follows by inserting arbitrary states into the
systems Xi and trashing them.

5.3.C Extraction of Canonical Measurements
Finally, let us prove that self-testing implies local extractibility of the canonical measurement
ensembles. This connects to alternative formulations of self-testing (e.g. as in Ref. [Kan17]
in the case of the ‘tilted CHSH-behaviour’), but as far as I know the general statement below
has not been presented before. The proof provided here is pictorial, in the same style as the
one above for local extractibility of the state, and in principle it generalises beyond QIT to
other purifiable theories.

Proposition 5.3.7. (Self-Testing implies Local Extractibility of Canonical Measurements.)
Suppose that P self-tests (ψ̃, Π̃A, Π̃B), and assume that ψ̃ has locally full rank. If (%,ΠA,ΠB)
is any strategy with behaviour P , then there exist channels NA and NB such that

Xi
Λi

Yi
H̃i Ni Hi

=
Xi

Λ̃i
Yi

H̃i
(5.77)
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for i = A,B, where Λi and Λ̃i are the measurement ensembles corresponding to (Πxi
i )xi∈Xi

and (Π̃xi
i )xi∈Xi , respectively.

Remark 5.3.8. (Generalisation to the Approximate Case.)
As observed in the proof, approximate versions of this result (e.g. in terms of the diamond-
distance) will generally lose factors, but the loss depends only on the Schmidt coefficients
of the fixed and known state ψ̃. z

Proof. It is enough to show the existence ofNA. We know that (5.44) holds for some channels
ΓA, ΓB. We can actually prove the desired from the weaker circumstance that occurs after
purifying and moving channels to the other side, namely from the assumption that

XA
Λ̂A

YA

ψ

Λ̂BXB YB

=

XA ˆ̃ΛA

YA

ψ̃

Γ̃A

ψres

Γ̃B

ˆ̃ΛBXB YB

(5.78)

for some state ψres and some channels Γ̃A and Γ̃B.
We may assume without loss of generality that Γ̃B is reversible. (If not, we simply replace

it by a pure reversible dilation, absorb the pure state arising on the left hand side into ψ,
noting that the modified dilated measurement channel Λ̂B 8 id is a Stinespring dilation of
ΛB ⊗ tr, which is extractibility-equivalent to ΛB.)

Under this assumption, first observe that by applying a left-inverse Λ̂−A to Λ̂A on both
sides, and then inserting an arbitrary state on XA and trashing XA, yields

ψ

Λ̂BXB YB

=
ψ̃

N ′A

ψres

Γ̃B

ˆ̃ΛBXB YB

(5.79)

for some channel N ′A. By inserting this fragment back into Eq. (5.78), we find

XA
Λ̂A

YA

ψ̃

N ′A

ψres

Γ̃B

ˆ̃ΛBXB YB

=

XA ˆ̃ΛA

YA

ψ̃

Γ̃A

ψres

Γ̃B

ˆ̃ΛBXB YB

.

(5.80)
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Now, cancelling Γ̃B (which we assumed reversible) and afterwards ˆ̃ΛB, and then inserting
an arbitrary state on XB and trashing XB, yields

XA
Λ̂A

YA

ψ̃

N ′A

ψres =

XA ˆ̃ΛA

YA

ψ̃

Γ̃A

ψres .

(5.81)

Trashing furthermore the two lower systems of ψres finally yields

XA
Λ̂A

YA

ψ̃

NA =

XA ˆ̃ΛA

YA

ψ̃

MA (5.82)

for some channels NA and MA. Now, since ψ̃ has locally full rank18 it is a universal
dilation of its marginal, so we must have

XA
Λ̂A

YA
NA

=
XA ˆ̃ΛA

YA
MA

, (5.83)

which even more strongly than desired asserts that any dilationdilationdilationdilationdilationdilationdilationdilationdilationdilationdilationdilationdilationdilationdilationdilationdilation of ΛA can be extracted
by means of NA from some dilation of Λ̃A.

5.4 Summary and Outlook
In this chapter, we have seen a precise connection between quantum self-testing as it is
traditionally envisioned and the framework of causal dilations presented in the thesis.

Specifically, we established that quantum strategies form a dense class of classically
bound dilations (Definition 5.2.10) of the behaviour channel, and we then formulated the
usual reducibility condition between strategies in terms of these dilations (Theorem 5.2.16).
By virtue of a partial collapse in the causal-dilational ordering due to purifiability of QIT,
we were able to relate this condition to the existence of a complete causal dilation with
no acausal side-information, along with the existence of a simple representative in the D-
equivalence class of strategies (Corollary 5.2.20). It has moreover been conjectured that such
a representative always exists and that quantum self-testing can thus be recast in purely
operational terms (Conjecture 5.2.22).

We have also seen that the causal Stinespring dilations of a quantum behaviour can be
surprisingly recharacterised by non-signalling conditions (Theorem 5.1.2) and seen how this
implies a recharacterisation of the set of quantum behaviours (Corollary 5.1.5).

Many problems are left open for future work:
18This is the first argument which would not be robust to errors.
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1. Can we give a proof of the rigidity of e.g. the CHSH-behaviour withoutwithoutwithoutwithoutwithoutwithoutwithoutwithoutwithoutwithoutwithoutwithoutwithoutwithoutwithoutwithoutwithout reference to
Corollary 5.2.20, but instead based in the language of causal dilations rather than
linear operators?

2. Do the Open Problem 5.2.21 and the Conjecture 5.2.22 have affirmative answers?

3. Does the Open Problem 5.2.23 have an affirmative answer?

4. What happens to the causal-dilational ordering, and rigidity by extension, if we replace
the constructible scheme E = Cons(QIT) with another? Is it feasible, and is it
relevant?

5. Is Corollary 5.1.5 useful?

It is very interesting to observe, as mentioned in Remark 5.2.25, that the relationship
between quantum strategies that seems to arise from the framework of causal dilations allows
local isometries which depend on the local input. Though it happens in the exact case that
this dependence can be eliminated (that is the content of Lemma 5.2.24), the situation
in the approximateapproximateapproximateapproximateapproximateapproximateapproximateapproximateapproximateapproximateapproximateapproximateapproximateapproximateapproximateapproximateapproximate case (of robust self-testing [MYS12]) may very well be different. As
such, ‘robustness’ results could in the framework of this thesis turn out to be of an entirely
different quantitative character than in the usual framework. This is probably one of the
most interesting problems for future research.
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Conclusion

The results of this thesis were motivated by the desire to recast quantum self-testing in a
new, operational language. We have seen that such a recasting is viable (Chapter 5) in a
framework of causally structured dilations (Chapter 4) which applies to physical theories of
a very general kind (Chapter 1). In the course of contemplating dilations systematically, we
have also seen that a rather rich theory is possible based on a handful of principles pertaining
only to the structure of dilations (Chapter 2), and considered how a metric version of this
theory can be created (Chapter 3).

Each chapter has already been concluded with summaries and detailed overviews of
open problems for the reader to consult (Section 1.4, Section 2.6, Section 3.6, Section 4.5,
Section 5.4).

Let me reiterate, however, what could be the three most interesting open directions for
future work.

First, there is the problem of understanding in more detail the causal-dilational ordering.
Systematic considerations (in the style of Chapter 2) may be possible, but it might of course
also be the case that general techniques simply lack, and that its structure depends heavily
on both the theory and the causal channel in question.

Secondly, there is the problem of extending the metric considerations of Chapter 3 to
the causal setting of Chapter 4. Possible challenges in this regard have already been men-
tioned in the prelude to Chapter 4. Such an extension is not only interesting on theoretical
grounds, but also because it would seem the proper way of recasting robust self-testing in
the language of causal dilations, cf. the results of Chapter 5. As mentioned in Section 5.4,
this might ultimately yield robustness results of a different kind.

Finally, there is the curious question of whether it might be possible to derive a self-
testing result not by reference to Corollary 5.2.20, but rather by giving a proof withinwithinwithinwithinwithinwithinwithinwithinwithinwithinwithinwithinwithinwithinwithinwithinwithin the
language of causal dilations. If such a proof were to be found, which made no reference
to linear operators, it would likely yield a new and enlightening perspective on quantum
self-testing.

One of the most general – but also most vague – points that surface from the work in
this thesis is that causal dilations seem to formally cover the intuitive notion of ‘implemen-
tations’ of a physical process. We saw this already in the general introduction with the bit
refreshment channel (and it was formalised in Section 4.4.C), and it is also the message of
the link between quantum strategies and causal dilations (Theorem 5.2.13). In a sense, this
correspondence between implementations and causal dilations is the moral of the thesis. It
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is possible that there is a precise and eloquent way of expressing this connection – or that
it is even, when properly viewed, tautological – but at this point I do not know the answer
to that question.
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