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Abstract

In this dissertation, we study boundary actions, equivariant injective envelopes, as well as the
ideal structure of reduced crossed products. These topics have recently been linked to the
study of C∗-simple groups, that is, groups with simple reduced group C∗-algebras.
In joint work with Matthew Kennedy, we consider reduced twisted crossed products over
C∗-simple groups. For any twisted C∗-dynamical system over a C∗-simple group, we prove
that there is a one-to-one correspondence between maximal invariant ideals in the underlying
C∗-algebra and maximal ideals in the reduced crossed product. When the amenable radical of
the underlying group is trivial, we verify a one-to-one correspondence between invariant tracial
states on the underlying C∗-algebra and tracial states on the reduced crossed product.
In subsequent joint work with Tron Omland, we give criteria ensuring C∗-simplicity and the
unique trace property for a non-ascending countable HNN extension. This is done by both
purely algebraic and dynamical methods. Moreover, we also characterize C∗-simplicity of an
HNN extension in terms of its boundary action on its Bass-Serre tree.
We finally consider equivariant injective envelopes of unital C∗-algebras, and relate the inter-
section property for group actions on unital C∗-algebras to the intersection property for the
equivariant injective envelope. Moreover, we also prove that the equivariant injective envelope
of the centre of the injective envelope of a unital C∗-algebra can be regarded as a C∗-subalgebra
of the centre of the equivariant injective envelope of the original C∗-algebra.

Resumé

Denne afhandling omhandler randvirkninger, ækvivariante injektive hylstre, samt idealstruk-
turen af reducerede krydsprodukter. Disse emner er for nylig blevet knyttet til studiet af
C∗-simple grupper, dvs. grupper hvis reducerede C∗-algebra er simpel.
I samarbejde med Matthew Kennedy betragter vi reducerede snoede krydsprodukter over
C∗-simple grupper. For alle snoede C∗-dynamiske systemer over C∗-simple grupper viser
vi, at der er en bijektiv korrespondence mellem maksimale invariante idealer i den under-
liggende C∗-algebra og maksimalidealer i det reducerede krydsprodukt. Under antagelse af at
det amenable radikal af den underliggende gruppe er trivielt, påviser vi endvidere en bijektiv
korrespondence mellem invariante sportilstande på den underliggende C∗-algebra og sportil-
stande på det reducerede krydsprodukt.
I efterfølgende samarbejde med Tron Omland giver vi kriterier for C∗-simplicitet og entydighed
af spor for en ikke-opadgående tællelig HNN-udvidelse. Dette gøres både ved rent algebraiske
og ved dynamiske metoder. Endvidere karakteriserer vi også C∗-simplicitet af HNN-udvidelser
ved randvirkningen på deres Bass-Serre-træer.
Til sidst undersøger vi ækvivariante injektive hylstre af C∗-algebraer. Vi viser, at en virkning
af en diskret gruppe på en C∗-algebra med enhed har skæringsegenskaben, hvis og kun hvis
virkningen på dens ækvivariante injektive hylster har skæringsegenskaben. Ydermere viser vi,
at det ækvivariante injektive hylster af centret af det injektive hylster af en C∗-algebra kan ses
som en C∗-delalgebra af centret af det ækvivariante injektive hylster af den givne C∗-algebra.
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Chapter 

Introduction
“Über die Grenzen des All blicktest du sinnend hinaus;”

Richard Engländer (–), as Peter Altenberg

A discrete group is said to be C∗-simple when the C∗-algebra associated to its left regular
representation is simple. This property for discrete groups found its primus motor in a
paper by Powers, who proved in  that the non-abelian free group on two generators
is C∗-simple. Since then, many other examples of C∗-simple groups of all sizes and
shapes have been found, one of the chief C∗-simple group detectives being de la Harpe.

A common denominator for all C∗-simple groups is that they are always highly non-a-
menable, in the sense that they have trivial amenable radical, i.e., they admit no normal
non-trivial amenable subgroups. Another property related to simplicity of the reduced
group C∗-algebra is the unique trace property, i.e., that the reduced group C∗-algebra
admits a unique tracial state. The unique trace property also implies triviality of the
amenable radical. An early question of de la Harpe [, p. ] was whether there was
any connection between the aforementioned properties. Until recently, no characteriza-
tions of C∗-simplicity nor the unique trace property were known, nor did there exist
examples of groups that only satisfied one of these two properties. Only in  did
Kalantar and Kennedy obtain the first known characterization of C∗-simplicity [], and
later that year, Breuillard, Kalantar, Kennedy and Ozawa gave a characterization of
the unique trace property in terms of its amenable radical []. By means of the re-
sult of Kalantar and Kennedy, de la Harpe’s question was finally completely settled in
, when Le Boudec found examples of non-C∗-simple groups with the unique trace
property, by examining actions of countable groups on trees [].

The results of Kalantar and Kennedy were achieved by comparing two constructions
with completely different backgrounds, namely the equivariant injective envelope of a
C∗-algebra and the Furstenberg boundary of a discrete group. In , Hamana proved
that any unital C∗-algebra is contained in an injective C∗-algebra that is minimal with
respect to this containment, called the injective envelope of the original C∗-algebra
[]. Six years later, Hamana generalized the result to G-C∗-algebras, meaning unital
C∗-algebras with an action of a discrete group G by automorphisms. By requiring that
the maps determining the injectivity of a G-C∗-algebra should also be G-equivariant, or
that the G-C∗-algebra is G-injective, Hamana obtained the existence of a G-C∗-algebra,





 Chapter . Introduction

containing the original G-C∗-algebra as an invariant C∗-subalgebra, which is G-injective
and minimal in the same sense as above []. The second type of construction originated
with Furstenberg in the ’s. He considered what came to be known as boundary
actions, in order to investigate the irreducible unitary representations of a group. A
boundary action is a minimal action of a group on a compact Hausdorff space that
is strongly proximal, i.e., each orbit in the space of probability measures on the space
contains a point mass. Furstenberg proved that any locally compact group G always
admits a universal boundary action [], meaning a compact Hausdorff space ∂FG that
maps uniquely G-equivariantly onto any other compact Hausdorff space with a boundary
action of the group G.

The realization of Kalantar and Kennedy was that the G-injective envelope of the
smallest possible G-C∗-algebra C, or equivalently, the smallest G-injective G-C∗-algebra,
was in fact isomorphic to the commutative C∗-algebra C(∂FG) for any discrete group
G. By means of Hamana’s results on G-injective envelopes as well as a result due to
Archbold and Spielberg [], they were able to show that a group G is C∗-simple if and
only if the action of G on the Furstenberg boundary ∂FG is topologically free. Later that
year, Breuillard, Kalantar, Kennedy and Ozawa used the relationship between equivari-
ant injective envelopes and the Furstenberg boundary to show that the unique trace
property of a group is equivalent to the group having trivial amenable radical. Because
of the above characterizations, as well as their close affiliation with non-amenability,
C∗-simplicity and the unique trace property have since witnessed a spike in interest.

The aim of the present thesis is to widen the understanding of boundary actions,
C∗-simplicity and injective envelopes, as well as to indicate that the connection between
these topics, at the base of the Kalantar-Kennedy theorem, perhaps goes much deeper.
In an effort to increase the readability and comprehensilibity of our results, as well as
inspire future research, we have elected to give a full treatment of all the theory needed in
the original  proof, as well as a parade of examples of varying degrees of generality.

Let us now give a brief review of our main results.

• In Sections . and ., we consider non-ascending countable HNN extensions and
give criteria for these to be C∗-simple and have trivial amenable radical (Theorem
.. and Proposition ..). These criteria improve upon previously known ones
given by de la Harpe and Préaux []. Furthermore, we prove that a non-ascending
countable HNN extension Γ is C∗-simple if and only if the subgroup of elements
g ∈ Γ whose fixed point sets have non-empty interior is C∗-simple (Theorem ..).
This is joint work with Tron Omland.

• In Sections ., . and ., we investigate twisted C∗-dynamical systems over
C∗-simple groups and generalize results of Bédos and Conti [] on the ideal struc-
ture of reduced twisted crossed products. More precisely, we prove that any re-
duced twisted crossed product of a unital C∗-algebra A over a C∗-simple group
G admits a one-to-one correspondence from its set of maximal ideals to the set of
maximal G-invariant ideals of A (Theorem ..). Furthermore, if we only assume
that G has trivial amenable radical, there is a one-to-one correspondence between
tracial states on the reduced twisted crossed product and G-invariant tracial states
on A (Corollary ..). Therefore reduced twisted group C∗-algebras of C∗-simple
groups are simple and have a unique tracial state. This is joint work with Matthew
Kennedy [].





• In Section ., we prove that the action of a discrete group G on a unital C∗-algebra
A has the intersection property if and only if the G-action on the G-injective enve-
lope IG(A) has the intersection property (Theorem ..). This generalizes a recent
result by Kawabe [, Theorem .]. We also prove for all unital C-C∗-algebras A
that there exists a G-equivariant injective ∗-homomorphism from IG(Z(I(A))), the
G-injective envelope of the centre of the injective envelope I(A), into Z(IG(A)),
the centre of IG(A) (Theorem ..) [].

We finally give an overview of what is contained in the present thesis.
Chapter . Here, we give an introduction to proximal actions and boundary actions,

both notions due to Furstenberg [], and we give proofs of the existence and uniqueness
of the universal minimal compact space of a group, as well as for the universal mini-
mal compact proximal space and the Furstenberg boundary. We then give examples
of boundary actions; this includes detailed introductions to the Gromov boundary of a
hyperbolic metric space, as well as boundary actions on countable trees. We explain the
relation between amenability and boundary actions, by means of a thorough discussion
of group actions on compact convex spaces, as well as an important theorem of Fur-
man []. Almost every result in this chapter is stated in the fullest possible generality,
meaning that the groups considered need not be discrete.

In Section ., we consider the question of whether the action of a discrete group G
on its universal minimal compact space is proximal or strongly proximal. Our conjecture
is that proximality and strongly proximality only holds if G = {1}, though we have not
been able to prove why that is. Nonetheless, we give a strategy of how an eventual proof
might proceed, along with many examples of groups for which the answer to the question
is negative, by means of known properties of proximal and strongly proximal spaces.

Chapter . This chapter contains an introduction to and a brief history of C∗-sim-
plicity and the unique trace property for discrete groups, as well as a proof of Kalantar
and Kennedy’s theorem by means of the theory established in the previous chapter. We
also give half a proof of the equivalence of the unique trace property and having trivial
amenable radical, due to Breuillard, Kalantar, Kennedy and Ozawa. Finally, we give an
account of the stability properties of C∗-simplicity and having trivial amenable radical,
as well as a selection of examples of C∗-simple discrete groups. The chapter is concluded
by our study of when HNN extensions are C∗-simple, in which we take both a purely
algebraic point of view, and a geometric point of view, the latter made possible by every
HNN extension admitting an action on its Bass-Serre tree.

Chapter . In this chapter, we give a thorough introduction to the notion of a
twisted C∗-dynamical system and its crossed products. We apply another characteriza-
tion of C∗-simplicity (due to Breuillard, Kalantar, Kennedy and Ozawa [, Section ])
to obtain approximation and ideal structure results for reduced twisted crossed products
over C∗-simple groups. Aside from our main results mentioned above, we are also able
to determine the ideals of certain reduced group C∗-algebras that are close to being
C∗-simple, by means of a structure theorem due to Bédos [], as well as select properties
of reduced crossed products in terms of properties of the reduced crossed product by a
normal icc subgroup.

Chapter . In this chapter, we give an introduction to the G-equivariant injective
envelope of a G-C∗-algebra for a discrete group G, a construction due to Hamana. We
give a self-contained proof of its existence and uniqueness, as well as an account of some
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its most basic properties. Furthermore, we explain in detail Hamana’s results on the
relation between the injective envelope of a reduced crossed product of a C∗-algebra A
by G and the reduced crossed product of the G-injective envelope of A by G. In our own
work (Section .), we consider the relation between ideals in reduced crossed products
and ideals in reduced crossed products over the G-injective envelope. Furthermore, in an
attempt to generalize techniques of Breuillard, Kalantar, Kennedy and Ozawa from [],
we obtain the inclusion of centres of equivariant injective envelopes mentioned above,
and derive some notable applications from relating this inclusion to our ideal structure
results.

. Notation

Before delving into the main part of the thesis at hand, we take the opportunity to
introduce some notation and terminology.

All topological groups considered throughout are assumed to be Hausdorff, but will be
discrete from Chapter  onward. All compact spaces are also assumed to be Hausdorff,
unless otherwise stated. The complex numbers, real numbers, integers and positive
integers (with 0) are denoted by C, R, Z and Z+, respectively.

For any subset S of a set X, χS : X → {0, 1} denotes the characteristic function
mapping each x ∈ S to 1 and each x ∈ X \ S to 0. For any x ∈ X, the point mass δx is
the function χ{x} : X → {0, 1}. The set X will always be clear from the context. The
identity map on X is denoted by idX .

A group will usually be denoted by G, H or N , and elements in groups are typically
denoted by g, h, s, or t. The identity element of a group is always denoted by 1. Now
let G be a group. For any g ∈ G, the subgroup generated by g is denoted by 〈g〉. The
automorphism group of a group G is denoted by Aut(G), and the inner automorphism
G→ G given by s 7→ gsg−1, is denoted by Ad(g) ∈ Aut(G). The centralizer CG(S) of a
subset S of a group G is the subset of all elements of G commuting with every element
of S. If every non-trivial conjugacy class in a group is infinite, we say that the group is
icc.

If a group G acts on a set X, we will usually suppress the symbol of the map from
G into the symmetric group of X. Thus the image of (g, x) will usually be written gx
for all g ∈ G and x ∈ X.

C∗-algebras are usually named A and B, or M and N if they are von Neumann
algebras, and operator subsystems of a C∗-algebra will often be denoted by E or S. The
identity element of a unital C∗-algebra A is denoted by 1A, or 1, if A is clear from the
context. A general operator in a C∗-algebra is usually denoted by a, b, x, or y. The
centre of a C∗-algebra A is written Z(A). The automorphism group of a C∗-algebra A
is denoted by Aut(A). The unitary group of a unital C∗-algebra A is denoted by U(A),
and if u ∈ U(A) is a unitary operator, the inner automorphism x 7→ uxu∗ is denoted by
Ad(u) ∈ Aut(A). Every closed ideal in a C∗-algebra is assumed to be two-sided.

For any Hilbert space H, the C∗-algebra of bounded linear operators on H is denoted
by B(H), and the unitary group of B(H) is denoted by U(H). The identity operator on
H is denoted by 1H , or 1 if H is clear from the context.

The dual space of complex-valued continuous linear functionals on a topological
vector space X is denoted by X∗. The convex hull of a subset X of a linear space is
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denoted by convX, and if a topology is specified, the closure of the convex hull of X is
denoted by convX. If A is a C∗-algebra, the state space on A is denoted by S(A).

The minimal tensor product of two C∗-algebras A and B is denoted by A ⊗ B [,
Section .]. The C∗-algebra of n-by-n complex matrices is denoted by Mn(C), and
the n-by-n matrix algebra over an operator system is either denoted by Mn(A), or
A⊗Mn(C) or A is a C∗-algebra. The n-fold amplification of a linear map ψ : A→ B to
the n-by-n matrix algebras is analoguously denoted by either ψ(n) : Mn(A) → Mn(B),
or by means of the tensor product map ψ ⊗ idn : A ⊗ Mn(C) → B ⊗ Mn(C), where
idn : Mn(C)→Mn(C) is the identity map.

Finally, we will often consider completely positive maps between operator systems;
to save space, we write c.p. whenever we mean completely positive. A c.c.p. map is a
contractive c.p. map, and a u.c.p. map of operator systems is a c.p. map that is also
unital or identity-preserving, meaning that it preserves identity elements.
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Topological dynamics

Consider for a moment the extended real line R∗. Applying a fixed non-trivial translation
of R to any bounded subset repeatedly, be it a point or a compact interval, this subset
is moved closer to one of the two “end points” in the boundary of R in R∗, namely −∞
and +∞. The concept of a boundary action was originally introduced by Furstenberg in
, the basic idea being to describe to what degree a fixed group of homeomorphisms
of a space can treat any (or at least some) point in the space as if it were “infinity” in
the sense of the above example.

The aim of this chapter is twofold: to give a thorough introduction to Furstenberg’s
[] and Glasner’s [] notion of a boundary action, as well as to argue why the defini-
tions are suitable by providing both concrete and general examples. In describing these
dynamical phenomena, we will draw connections to objects associated to the space – in
our case, the natural object to consider is the C∗-algebra of continuous complex-valued
functions on the space. We also consider what properties a space or group must have in
order to admit a boundary action.

. Boundary actions

In this section we give the definition of a proximal and a strongly proximal action, as
well as Furstenberg’s proof that any Hausdorff topological group possesses a universal
boundary.

Definition ... LetX be a locally compact Hausdorff space and let G be a topological
group. IfX is equipped with a continuous action G×X → X, we say thatX is a G-space.

A continuous map f : X → Y between G-spaces X and Y is said to be G-equivariant
if f(gx) = gf(x) for all g ∈ G and x ∈ X.

Definition ... Let G be a topological group and let X be a G-space. If every G-orbit
is dense in X, we say that the action of G on X is minimal. If the action is understood,
we say that X is a minimal G-space.

A minimal subset of a G-space X is a non-empty closed G-invariant subset M of X
for which the action of G on M is minimal.

Remark ... As in the above definition of minimality, if G is a topological group, X
is a G-space and the action of G on X has some property, we will allow ourselves to say
that X has the same property as a G-space if the action is understood.





.. Boundary actions 

If a G-space is compact (so that the collection of closed subsets has the finite in-
tersection property), the following well-known result is an easy consequence of Zorn’s
lemma.

Proposition ... Let G be a topological group and let X be a compact G-space. Then
X has a minimal subset.

The first item on our agenda is to realize the following result, which constitutes one
half of a  theorem (Theorem ..) due to Ellis [].

Theorem ... Every Hausdorff topological group G has a universal minimal com-
pact G-space MG, i.e., for every minimal compact G-space X there exists a continuous
G-equivariant surjection MG → X.

In Section . we will give the rest of Ellis’ result, namely that a universal mini-
mal compact G-space is unique up to G-equivariant homeomorphism, and give a more
detailed account of the properties of this space (or, what properties it may not have).

The proof of Theorem .. requires our allowing C∗-algebras into the frame; let us
first comment on the relationship between actions on compact spaces X and actions on
the C∗-algebra C(X) by automorphisms. For any compact Hausdorff space X, we let
P(X) denote the space of all Radon probability measures on X. By means of the Riesz
representation theorem we identify P(X) with the state space of the unital C∗-algebra
C(X), equipped with the weak∗ topology.

For any compact G-space X, we may define an action of G by automorphisms on
the C∗-algebra C(X), by

gf := f ◦ g−1, g ∈ G, f ∈ C(X).

We observe for any f ∈ C(X) that the map G → C(X) given by g 7→ gf is norm-con-
tinuous. Defining the dual action of G by surjective isometries on the dual space C(X)∗
by gϕ = ϕ ◦ g−1 for g ∈ G and ϕ ∈ C(X)∗, then P(X) is a G-invariant, weak∗-compact
and convex subset of C(X)∗, making it a compact G-space.

In general, for any continuous linear map ϕ : A→ B of normed spaces, the dual map
is the map ϕ∗ : B∗ → A∗ given by ϕ∗(ψ)(x) = ψ(ϕ(x)) for ψ ∈ B∗ and x ∈ A; thus
ψ 7→ gψ for ψ ∈ C(X)∗ is the dual map of the automorphism f 7→ g−1f of C(X).

The map X → P(X) given by x 7→ δx, where δx denotes the point mass at x, is
continuous and G-equivariant, and we denote its image by δX .

If A is a unital commutative C∗-algebra, then A is ∗-isomorphic to the C∗-algebra of
continuous complex-valued functions on the compact Hausdorff space of characters Â.
In this case, Â can be identified with the maximal ideal space of A, which is the nom
de guerre we will employ for this space. If G is a Hausdorff topological group and A is
equipped with a continuous G-action by automorphisms, Â is a weak∗-closed subset of
the weak∗-compact unit ball of A∗ and it is G-invariant with respect to the dual action
of G on C(Â) ∼= A defined above, thus making it a compact G-space.

For any Hausdorff topological group G, we denote by Cb(G) the unital C∗-algebra of
continuous, bounded complex-valued functions G→ C equipped with the uniform norm.
An action of G on Cb(G) is then given by the action of G on itself by left translation,
i.e.,

(gf)(s) = f(g−1s), g, s ∈ G, f ∈ Cb(G).
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Let C lu
b (G) ⊆ Cb(G) denote the unital translation-invariant C∗-subalgebra of all boun-

ded left uniformly continuous complex-valued functions on G, so that

C lu
b (G) = {f ∈ Cb(G) | g 7→ gf, is a norm-continuous map G→ Cb(G)}.

In other words, a function f : G → C is left uniformly continuous if for all ε > 0 there
exists a neighbourhood U of 1 such that ‖gf − f‖ < ε for all g ∈ U .

The following is based on the construction given in []. Let SG be the maximal
ideal space of C lu

b (G). The action of G on C lu
b (G) by left translation then passes to a

continuous G-action on SG, so that SG is a compact G-space. The map G→ SG given
by g 7→ δg, δg denoting the evaluation map at g, defines an open embedding of G into
SG, as G is completely regular and points of G are separated by bounded left uniformly
continuous functions [, Theorem I.]. Moreover, since SG is the space of extreme
points of the weak∗-compact, convex space P(SG) = S(C lu

b (G)) and the convex hull of
δG = {δg | g ∈ G} is weak∗-dense in S(C lu

b (G)), Milman’s converse to the Krein-Milman
theorem implies that δG is weak∗-dense in SG.

Definition ... The compact G-space SG constructed above is called the greatest
ambit of G.

We note that the same considerations as above, but for Cb(G), defines the well-known
Stone-C̆ech compactification βG of G, and that if G is discrete, then the greatest ambit
and Stone-C̆ech compactification are identical.

The greatest ambit SG of G has the following universal property: for any compact
G-space X and any point x0 ∈ X, there exists a unique continuous G-equivariant map
ω : SG → X satisfying ω(1) = x0. Indeed, if F : C(X)→ C lu

b (G) is the ∗-homomorphism
given by F (f)(g) = f(gx0), let ω be the restriction of the dual map of F to SG. Unique-
ness follows from density of G in SG.

Proof of Theorem ... If MG is a minimal subset of SG (Proposition ..), suppose
that X is a minimal G-space and let x0 ∈ X. The universal property of SG yields
the existence of a continuous G-equivariant map f : SG → X such that f(1) = x0.
Restricting f to MG finishes the proof.

In the above discussion we used the important property that a group action on a com-
pact Hausdorff space can be seen as a group action on a C∗-algebra by automorphisms;
let us quickly remind ourselves what we require of such an action.

Definition ... Let G be a topological group and let A be a C∗-algebra. An action
of G on A by automorphisms is a group homomorphism α : G → Aut(A) such that,
writing αg := α(g) for g ∈ G, the map G→ A given by g 7→ αg(a) is continuous for all
a ∈ A. We say that A is a G-C∗-algebra, that α is the G-action on A and that the triple
(A,G, α) is a C∗-dynamical system. If the action is understood, we will often suppress
the name of the action and simply write (A,G) instead of (A,G, α), and ga instead of
αg(a) for all g ∈ G and a ∈ A.

If A and B are G-C∗-algebras, a linear map ϕ : A→ B is said to be G-equivariant if
ϕ(ga) = gϕ(a) for all g ∈ G and a ∈ A.
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In the following we will restrict our attention to compact minimal G-spaces. The
following notions are due to Furstenberg [] and were later elaborated upon by Glasner
in [].

Definition ... The action of a topological group G on a compact G-space X is said
to be

• proximal if for any two points x, y ∈ X there exists a net (gi) in G such that
limi gix = limi giy;

• strongly proximal if the weak∗ closure of every G-orbit in P(X) intersects δX .

A G-boundary is a compact G-space X on which the G-action is minimal and strongly
proximal. In this case, we say that the action of G on X is a boundary action.

Notice that strong proximality combined with minimality yields that in aG-boundary
X, δX is contained in the weak∗ closure of the G-orbit of any µ ∈ P(X).

The next couple of observations are mainly due to Glasner [, ] (see also [,
Lemma .]).

Lemma ... Let G be a Hausdorff topological group and let X be a compact G-space.
Then P(X) is a proximal G-space if and only if X is a strongly proximal G-space. In
particular, strong proximality implies proximality.

Proof. If X is strongly proximal, then for µ, ν ∈ P(X) there is a net (gi) in G such that
1
2(giµ + giν) → δx for some x ∈ X in the weak∗ topology. By compactness, we may
assume that (giµ) and (giν) both converge in P(X), in which case their limit is δx since
δx is an extreme point of P(X). This proves that P(X) is a proximal G-space. Since δX
is G-invariant and weak∗-closed, we see that X is a proximal G-space whenever P(X)
is. Finally, if P(X) is proximal, then for µ ∈ P(X) and x ∈ X there is a net (gi) such
that lim giµ = lim giδx ∈ δX , meaning that X is strongly proximal.

Remark ... Let G be a Hausdorff topological group and let X be a proximal
compact G-space. Then X has a unique minimal subset. Indeed, suppose that M1 and
M2 are minimal subsets of X. Then for xi ∈ Mi, i = 1, 2, there is a net (gj) in G such
that limj gjxi = y for some y ∈ X, meaning that y ∈M1 ∩M2 and M1 = Gy = M2.

The following proposition and its proof are extremely basic, but its descriptory value
should definitely not be underestimated.

Proposition ... Let G be a Hausdorff topological group and let X be a minimal,
proximal compact G-space. If X has an isolated point, then X is a one-point space.

Proof. If {x} were open for some x ∈ X, then for any y ∈ X \ {x} there would exist a
net (gi) in G such that lim gix = x = lim giy. It follows that gix = giy for some i, a
contradiction.

The above proposition has some interesting consequences. Suppose, for instance,
that X is a minimal proximal compact G-space, and that X is disconnected. Then X
has uncountably many connected components.

To see why, recall that the quasi-component of X containing x ∈ X is the inter-
section of all clopen sets containing x. Since X is disconnected, X has at least two
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quasi-components. Defining an equivalence relation by saying that two points in X are
equivalent if they belong to the same quasi-component, we obtain a quotient space X0
of quasi-components, and the G-action on X passes to a continuous G-action on X0.
Moreover, X0 is a compact Hausdorff G-space: to verify that X0 is Hausdorff, simply
observe for quasi-components A 6= B that there are disjoint clopen sets U and V = X \U
containing A and B, and that any quasi-component of X is either contained in U or V ,
so that their images in X0 are disjoint and open. Via the quotient map from X, X0
now has the structure of a minimal, proximal compact G-space, so it has no isolated
points. Hence it is uncountable, and since any connected component is contained in a
unique quasi-component, the claim follows. In fact, the quasi-components and connected
components coincide, since X is a compact Hausdorff space (cf. [, Theorem ..]).
It is possible that any disconnected minimal proximal compact G-space X is totally
disconnected, though we have not been able to prove this.

Both of the following lemmata are due to Glasner []:

Lemma ... Let X be a compact G-space.

(i) The action of G on X is proximal if and only if any minimal subset M ⊆ X ×X
is contained in the diagonal, when X ×X is equipped with the diagonal G-action.

(ii) The action of G on X is strongly proximal if and only if any minimal subset M ⊆
P(X) is contained in δX .

Proof. (i) The action of G on X is proximal if and only if the closure of any G-orbit in
X ×X intersects the diagonal ∆. The latter property implies that any minimal subset
M ⊆ X ×X contains (x, x) for some x ∈ X, so that M = G(x, x) ⊆ ∆. Conversely, if
x, y ∈ X, then G(x, y) ⊆ X × X contains a minimal subset M , so that G(x, y) ∩∆ is
non-empty if M ∩∆ is.

(ii) If the action of G on X is strongly proximal and M ⊆ P(X) is minimal, then
δx ∈M for some x ∈ X. Since Gδx is weak∗-dense in M , every element in M is a point
mass. The converse is similar to what we saw in the proof of (i).

One of the most important consequences of how we define a proximal action is that
there is no room for equivariant homogeneity. We formulate this property as follows.

Lemma ... Let X be a minimal compact G-space. If the action of G on X is
proximal, then the only G-equivariant continuous map X → X is the identity map.

Proof. Let ϕ : X → X be a G-equivariant and continuous map. For x ∈ X, take a net
(gi) in G such that x = limi gix = lim giϕ(x). Then

ϕ(x) = lim
i
ϕ(gix) = lim

i
giϕ(x) = x.

To get to the main result of this section, we now consider the question of whe-
ther proximality and strong proximality are preserved when forming products. For a
continuous map ρ : X → Y between compact Hausdorff spaces, we define the pushforward
map ρ∗ : P(X)→ P(Y ) to be the dual map of the induced ∗-homomorphism ρ̃ : C(Y )→
C(X), i.e.,

ρ∗(µ)(f) = µ(ρ̃(f)), µ ∈ P(X), f ∈ C(Y ).

Moreover, ρ∗ is surjective (resp. injective) if and only if ρ is surjective (resp. injective).
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Lemma ... Let (Xi)i∈I be a family of compact Hausdorff spaces, let F be the
collection of finite subsets of I, let X =

∏
i∈I Xi and for each F ∈ F , let πF : X →∏

i∈F Xi be the projection onto the coordinates determined by F . If two subsets A,B ⊆
P(X) satisfy (πF )∗(A) ⊆ (πF )∗(B) for all F ∈ F and B is weak∗-closed, then A ⊆ B.

Proof. Let C be the ∗-subalgebra of C(X) consisting of functions f ∈ C(X) of the form
f =

∏
i∈F fi ◦ πi for F ∈ F and functions fi ∈ C(Xi), i ∈ F . Then C is norm-dense

in C(X) by the Stone-Weierstrass theorem. If µ ∈ A and F ∈ F , let νF ∈ B such
that (πF )∗(µ) = (πF )∗(νF ). Since B is weak∗-compact, we may let h : Λ → F be
a monotone, final function such that (νh(λ))λ∈Λ converges to some ν ∈ B. For any
F ∈ F and functions fi ∈ C(Xi) for i ∈ F , let f =

∏
i∈F fi ◦ πi. For any λ ∈ Λ

such that F ⊆ h(λ), define fλ ∈ C(
∏
i∈h(λ)Xi) by fλ((xi)i∈h(λ)) =

∏
i∈F fi(xi). Since

f = fλ ◦ πh(λ), we see that∫
f dµ =

∫
fλ d(πh(λ))∗(µ) =

∫
fλ d(πh(λ))∗(νh(λ)) =

∫
f dνh(λ).

Hence
∫
f dµ =

∫
f dν, so µ = ν since C is dense in C(X).

Lemma ... Let G be a topological group, let (Xi)i∈I be a family of compact G-spaces
and let X =

∏
i∈I Xi be the product space equipped with the diagonal G-action. Then the

action of G on X is proximal (resp. strongly proximal) if and only if the action of G on
Xi is proximal (resp. strongly proximal) for all i ∈ I.

Proof. Since each Xi is a G-equivariant quotient of X, “only if” is easy in both the
proximal and strongly proximal case. If the action of G on each Xi is proximal, then let
M ⊆ X ×X be a minimal subset with respect to the diagonal G-action. If πi : X → Xi

is the canonical projection, then since πi × πi : X × X → Xi × Xi is G-equivariant, it
follows that (πi×πi)(M) is a minimal subset of Xi×Xi. Thus (πi×πi)(M) is contained
in the diagonal of Xi ×Xi, so M is contained in the diagonal of X ×X.

For the strongly proximal case, first assume that I is finite, in which case it suffices to
prove the case |I| = 2. Therefore let X and Y be strongly proximal compact G-spaces
and let µ ∈ P(X × Y ). If π : X × Y → X is the projection onto X, then because
Gπ∗(µ) = π∗(Gµ), there exist x ∈ X and µ′ ∈ Gµ such that (π1)∗(µ′) = δx. As µ′ is
concentrated on π−1

1 ({x}), there exists ν ∈ P(Y ) such that µ′ = δx ⊗ ν. By hypothesis
there exist a net (gk) in G and y ∈ Y such that gkν → δy. By compactness we may
assume that gkx→ x′ for some x′ ∈ X, in turn implying δ(x′,y) = limk gkµ

′ ∈ Gµ.
If I is infinite, let F be the collection of finite subsets of I, let F ∈ F and let

πF : X →
∏
i∈F Xi be the projection of Lemma ... If M is a minimal subset of

P(X), then for all F ∈ F we see that (πF )∗(M) is minimal in P(XF ). By Lemma ..
it follows that (πF )∗(M) ⊆ δπF (X) = (πF )∗(δX), so since F was arbitrary, M ⊆ δX by
Lemma ... Hence the action of G on X is strongly proximal.

Our first application of the above result, and an observation due to Rørdam, states
that proximal actions on compact spaces are in fact much more flexible than the defini-
tions immediately suggest. The proof essentially follows from the Alaoglu theorem.

Proposition ... Let G be a topological group, let X be a minimal compact G-space
and let Y ⊆ P(X) be a weak∗-closed G-invariant subset such that Y ∩ {δx |x ∈ X} 6= ∅
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and the G-action on Y is proximal. Then for all x ∈ X, there exists a net (gi) in G
such that giµ→ δx for all µ ∈ Y .

Proof. For all µ ∈ Y , let Yµ = Y and consider the compact space

Y =
∏
µ∈Y

Yµ

with the diagonal G-action. For any x ∈ X such that δx ∈ Y , we will let x′ denote the
point (δx)µ∈Y of Y . Define ξ = (ξµ)µ∈Y ∈ Y by ξµ = µ for µ ∈ Y . Picking x ∈ X
such that δx ∈ Y , then since Y is proximal, Y is too, by Proposition ... Therefore
there is a net (ti) in G such that lim tiξ = lim tix

′. In particular, (tix) converges in X,
so there is y ∈ X such that y′ ∈ Y belongs to the weak∗-closure of the G-orbit Gξ.
By minimality, we may take a net (sj) in G such that sjy → x. Then sjy′ → x′, so x′

belongs to the weak∗ closure of Gξ as well. Hence there is a net (gm) such that gmξ → x′

in the weak∗ topology which in turn implies gmµ→ δx for all µ ∈ Y .

Corollary ... If X is a minimal proximal compact G-space (resp. a G-boundary),
then for all x ∈ X there exists a net (gi) in G such that giy → x for all y ∈ X (resp.
giµ→ δx for all µ ∈ P(X)).

We finally arrive at the pivotal result(s) of this section, due to Furstenberg.

Theorem ... For any Hausdorff topological group G, there exists a universal min-
imal proximal compact G-space Π(G), and a universal G-boundary ∂FG, universality
meaning that for any minimal proximal compact G-space (resp. G-boundary X), there
exists a G-equivariant continuous surjection Π(G)→ X (resp. ∂FG→ X). Both spaces
are unique up to G-equivariant homeomorphism.

Proof. If X1 and X2 are universal minimal proximal compact G-spaces or boundaries of
G, there exist continuous surjectiveG-equivariant maps ϕ1 : X1 → X2 and ϕ2 : X2 → X1.
Composing these maps, it follows from Proposition .. that ϕ1 and ϕ2 are inverses
of one another, so X1 and X2 are G-equivariantly homeomorphic.

We will only prove existence and uniqueness in the proximal case – the other case
adapts mutatis mutandis. Let MG be a universal minimal compact G-space. Then any
minimal compact G-space X is the surjective image of a G-equivariant continuous map
from MG, so that

|X| ≤ |MG| ≤ 22|G| .

We may therefore index all minimal proximal G-spaces up to G-equivariant homeomor-
phism classes. Forming their product Z, it is a proximal, compact G-space by Lemma
... Now let Π(G) be the unique minimal subset of Z (Remark ..). As any min-
imal proximal compact G-space is an image of Z, we conclude that Π(G) is a universal
minimal proximal compact G-space.

The uniqueness part of the above theorem ensures that we may speak of the universal
minimal proximal G-space Π(G) and the universal G-boundary ∂FG. We will add one
caveat here: the word “universality” as used in this chapter for the spaces MG, Π(G)
and ∂FG need not imply in itself that the G-equivariant surjections onto other G-spaces
of the same kind are uniquely determined. Indeed, MG may possess more than one
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G-equivariant continuous self-map – we discuss this matter in more detail in Section ..
However, in Section . we shall see that for any G-boundary X, there is one and only
one G-equivariant continuous surjection ∂FG → X. We are not sure whether a similar
result holds for Π(G).

Definition ... The universal G-boundary ∂FG of a topological group G is called
the Furstenberg boundary.

A different approach to constructing the Furstenberg boundary, observed by Hamana
[], as well as Kalantar and Kennedy [], that is more operator-algebraic in nature,
will be described in Section ..

We finally discuss another way of constructing the universal minimal proximal com-
pact G-space for a Hausdorff topological group, first devised by Melleray, Nguyen van
Thé and Tsankov [, Theorem .].

Remark ... If G is a Hausdorff topological group, let MG be a universal minimal
G-space and let Γ be the group of G-equivariant homeomorphisms of MG. Let A ⊆
C(MG) be the unital C∗-subalgebra of Γ-invariant functions on MG, and let P denote
the maximal ideal space of A. Since A is G-invariant, P is a compact G-space equipped
with a continuous G-equivariant map σ : MG → P such that σ(γ(x)) = σ(x) for all
x ∈ MG and γ ∈ Γ. Notice also that minimality of MG implies that of P . In fact, P is
the universal minimal proximal G-space.

To verify that P is proximal, let x, y ∈ MG and let X be a minimal subset of
G(x, y) ⊆MG×MG with respect to the diagonal G-action. Letting π1, π2 : X →MG be
the projections onto the first and second factors, then π1 and π2 are both G-equivariant,
and if ϕ : MG → X is a G-equivariant surjection, then πi ◦ ϕ is a homeomorphism for
i = 1, 2 by Theorem .. (allowing ourselves to run ahead just a bit). Hence π1 and
π2 are homeomorphisms, so γ = π2π

−1
1 ∈ Γ. For (x′, y′) ∈ X, we now let (gi) be a

net in G such that gi(x, y) → (x′, y′). As π2π
−1
1 (x′) = π2(x′, y′) = y′, it follows that

limi giσ(y) = limi giσ(x). Hence P is proximal.
Finally, if X is a minimal proximal compact G-space, let ρ : MG → X be a G-equi-

variant surjection. For all x ∈ MG and γ ∈ Γ, there is a net (gi) in G and w ∈ X
such that w = limi ρ(gix) = limi ρ(giγ(x)). Passing to a subnet, we may assume that
gix→ x′ for some x′ ∈MG. Then ρ(x′) = w = ρ(γ(x′)). Now let (hj) be a net in G such
that hjx′ → x, so that ρ(γ(hjx′)) = hjρ(x′)→ ρ(x) and ρ(x) = ρ(γ(x)). Therefore the
image of the injective ∗-homomorphism ρ̃ : C(X) → C(MG) induced by ρ is contained
in A, meaning that ρ factors through P .

. Examples of boundary actions

This section contains exactly what the title hints at. We first give some concrete ex-
amples of boundary actions and non-boundary actions, and then proceed to give more
general constructions (organized in subsections) that provide larger classes of examples.

We first give criteria ensuring strong proximality, due to Ozawa [, Example ].

Lemma ... Let X be a compact G-space and assume that (gn)n≥1 and (hn)n≥1
are sequences of G and that xg, yg, xh, yh ∈ X are points such that gnx → yg for all
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x ∈ X \ {xg}, hnx → yh for all x ∈ X \ {xh} and gnxg = xg and hnxh = xh for all
n ≥ 1. If xh /∈ {xg, yg}, then the action of G on X is strongly proximal.

Proof. Let µ ∈ P(X) and write µ = λδxg+(1−λ)η where η ∈ P(X) satisfies η({xg}) = 0.
By Lebesgue’s dominated convergence theorem, then for all f ∈ C(X),∫

f d(gnµ) = λf(xg) + (1− λ)
∫
f(gnx) dµ(x)→ λf(xg) + (1− λ)f(yg).

Thus λδxg+(1−λ)δyg = limn gnµ ∈ Gµ, so δyh = limn→∞ hn(λδxg+(1−λ)δyg) ∈ Gµ.

Evidently one can allow for more than two sets of “attractors and repellers” in order for
the proof above still to hold (see also the subsection on weakly hyperbolic actions), but
we will stick with this set-up for now.

This first example of a boundary action motivates the subsections on boundaries
arising from hyperbolic metric spaces and countable trees; we will realize it by more
general means shortly.

I. The canonical boundary of a non-abelian free group (Furstenberg [, Exam-
ple .B]). Let F be a non-abelian free group of finite rank, with A ⊆ F a free generating
set. Let Y = (AtA−1)N be the compact space of one-sided infinite words with alphabet
A t A−1. In order to obtain a well-defined action of F on a set of one-sided infinite
words, let Yn be the clopen subset {x ∈ Y |xnxn+1 = 1 in F} for n ≥ 1 and define
X = Y \

⋃∞
n=1 Yn. Representing each sequence x = (xn)n≥1 ∈ X by the infinite word

x = x1x2x3 · · · , we say that x ∈ Y is reduced if x ∈ X. Therefore X is a compact
Hausdorff space, consisting of all infinite one-sided reduced words in Y . For all n ≥ 1,
define

π′n(x)i =
{

xi if i < n
xi+2 if i ≥ n, and πn(x) =

{
x if x /∈ Yn

π′n(x) if x ∈ Yn,

Then πn is a map cancelling the n’th and n + 1’st letter in a word in X if said letters
can be cancelled, and it is continuous. For any reduced word ω ∈ F, let xω be the
concatenation of ω and x without reduction. If n is the length of ω, we define ωx =
(πnn ◦ · · · ◦ πn1 )(xω). This yields a continuous action of F on X which is then given by
concatenation of words in F and X with subsequent cancelling, should need be.

We claim that X is an F-boundary. For x, y ∈ X and n ≥ 1 there exists ω ∈ F such
that ωx and y have the same first n letters, so that X is a minimal F-space. Indeed, if
y starts with the word ω′ of length n, let f ∈ A ∪ A−1 be the last letter of ω′. Taking
g ∈ A ∪A−1 ∪ {1} such that fgx1 is a reduced word, we define ω = ω′g.

For strong proximality, take a ∈ A and let a∞ and a−∞ denote the words aaa · · ·
and a−1a−1a−1 · · · respectively. For any x ∈ X \ {a−∞}, let k ≥ 1 be the smallest
integer such that xk+1 6= a−1, so that the first n − k letters of anx all equal a. Hence
anx → a∞. If we let b ∈ A \ {a} and construct b∞ and b−∞ as above, then similarly
we have bnx → b∞ for all x ∈ X \ {b−∞}. Since ana−∞ = a−∞, bnb−∞ = b−∞ and
b−∞ /∈ {a−∞, a∞}, Lemma .. applies.

II. Actions on the circle (Glasner [, Example III..]). Let T denote the unit circle
in the complex plane. If g is an irrational rotation, i.e., if we define g(e2πiθ) = e2πi(θ+r)

for r ∈ R\Q and θ ∈ R, then the orbit of any x ∈ T under g is dense in T. If we let h be
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the homeomorphism of T given by h(e2πiθ) = e2πiθ2 for θ ∈ [0, 1], then limn→∞ h
nx = 1

for all x ∈ T. Applying the Lebesgue dominated convergence theorem as in the proof of
Lemma .., it follows that hnµ→ δ1 for all µ ∈ P(T), so if we let G denote the group
of homeomorphisms generated by g and h, it follows that T is a G-boundary. (Actually,
G is the free group on two generators in disguise.)

III. Boundaries of connected Lie groups (Furstenberg-Moore []). Let G be a
connected, semisimple Lie group with finite centre. Then there exist a maximal compact
subgroup K, a simply connected abelian subgroup A and a simply connected, normal,
nilpotent subgroup N of G, such that every g ∈ G has a unique factorization g = kan
for k ∈ K, a ∈ A and n ∈ N ; the identity G = KAN is called an Iwasawa decomposition
of G. If M is the centralizer of A in K, then P = MAN is the normalizer of N in G
and is called the minimal parabolic subgroup (see also [, Section IV.].

If H denotes the normalizer of AN in G, then G/H is a compact homogeneous
G-space. What’s more is that H actually equals P , and that the following holds ([,
Theorem .], []).

Theorem ... For G and P as above, G/P is the Furstenberg boundary of G.
Moreover, P is a maximal amenable subgroup of G and any boundary of G is of the
form G/H where H is a closed subgroup containing a conjugate of P .

In fact, Furstenberg devised the concept of a boundary action as a means to study
harmonic functions on Lie groups. We refer to [, Chapter IV] for a more thorough
discussion of boundaries of Lie groups, but will briefly mention that a parabolic subgroup
of G is defined to be a closed subgroup H of G such that G/H is a G-boundary.

IV. Projective special linear groups acting on projective space (Furstenberg
[, Example .A]). In the following, let n ≥ 2 and define (Rn)o = Rn \ {(0, . . . , 0)}.
Recall that real projective n-space Pn−1(R) is the space of equivalence classes of (Rn)o
where x, y ∈ (Rn)o are equivalent if there exists λ ∈ R such that x = λy. When equipped
with the quotient topology Pn−1(R) becomes a compact Hausdorff space. Let π denote
the quotient map (Rn)o → Pn−1(R).

The projective special linear group PSL(n,R) is the quotient group of the special
linear group SL(n,R) by its center, consisting of the real scalar multiples of the identity
with determinant 1. For any subring R of R containing Z, let SL(n,R) be the subgroup
of SL(n,R) of R-valued matrices with determinant 1, and let PSL(n,R) be the image of
SL(n,R) under the quotient map SL(n,R)→ PSL(n,R).

There is a natural continuous action of PSL(n,R) on Ω = Pn−1(R). We will give
an elementary proof (of our own design) that the action of any subgroup G containing
PSL(n,Z) on Ω is in fact strongly proximal. For minimality, we offer the following short
explanation: it is easy to show that Ω is a homogeneous space of H = SL(n,R), and the
proof below yields that Ω is then a H-boundary. Using the classical result that SL(n,Z)
is a lattice in H, it acts minimally on H/P for any parabolic subgroup P of H [,
Lemma .] and thus on any boundary of H (see III).

If n is even, write n = 2m and define Pn(x) =
∏m
i=1(x2 − (i+ 2)x+ 1). If n is odd,

then for n = 2m+ 1 we define Pn(x) = (x− 1)P2m(x). Let A be the companion matrix
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of Pn, that is, if we write Pn(x) = xn + cn−1x
n−1 + . . .+ c0, then

A =


0 0 · · · 0 −c0
1 0 · · · 0 −c1
0 1 · · · 0 −c2
...

...
. . .

...
...

0 0 · · · 1 −cn−1

 .

Then A is integer-valued with determinant 1, since the roots of x2 − (i + 2)x + 1 have
product 1, and it has n distinct positive eigenvalues λ1 > . . . > λn > 0. Moreover, no
eigenvector of A has 0 in the n’th coordinate.

Let x1, . . . , xn ∈ Rn be a basis of eigenvectors for A, with each xi contained in the
eigenline of λi. For x =

∑n
i=1 αixi ∈ (Rn)o, then for the smallest 1 ≤ j ≤ n such that

αj 6= 0 we see that

π(Akx) = π

(
n∑
i=1

αiλ
k
i xi

)
= π

αjx1 +
n∑

i=j+1
αi( λiλj )kxi

→ π(αjxj) = π(xj)

for k →∞. Let a be the image of A in PSL(n,Z) ⊆ G. Now define Borel sets

Ui =

π(x)

∣∣∣∣∣∣x =
n∑
j=i

αjxj ∈ (Rn)o for αi, · · · , αn ∈ R, αi 6= 0

 ⊆ Ω, 1 ≤ i ≤ n.

Then Ui ∩ Uj = ∅ for 1 ≤ i < j ≤ n,
⋃n
i=1 Ui = Ω, and akx → π(xi) whenever x ∈ Ui

for 1 ≤ i ≤ n. For any µ ∈ P(Ω), write µ =
∑n
i=1 µ(Ui)µi for µi ∈ P(Ω), so that

µ(Ui)µi(E) = µ(E ∩ Ui) for all Borel sets E ⊆ Ω and 1 ≤ i ≤ n. Now, for all f ∈ C(Ω),∫
f d(akµ) =

n∑
i=1

µ(Ui)
∫
Ui

f(akx) dµi(x)→
n∑
i=1

µ(Ui)f(π(xi)),

meaning that

akµ→
n∑
i=1

µ(Ui)δπ(xi) ∈ Gµ

in the weak∗ topology. Write xj =
∑n
i=1 β

j
i ei ∈ Rn where e1, . . . , en is the standard basis

and for m ∈ Z, let Bm be the matrix in SL(n,Z) with ones in the diagonal, m in the
(1, n) entry and zeros everywhere else. Since βjn 6= 0 for all 1 ≤ j ≤ n, it follows that
π(Bmxj)→ π(e1) for m→∞. Consequently, if we let bm ∈ G be the image of Bm, we
conclude that the action of G on Ω is strongly proximal, since

δπ(e1) = lim
m→∞

bm

n∑
i=1

µ(Ui)δπ(xi) ∈ Gµ.

V. A proximal action which is not strongly proximal (Glasner [, p. ]). First
let Γ be a discrete group, Γ 6= {1}, and let X = {0, 1}Γ. For each g ∈ Γ, define a
homeomorphism g on X by (gξ)s = ξg−1s. This defines an injective homomorphism of
Γ into the homeomorphism group of X.



.. Examples of boundary actions 

Additionally, let g0 ∈ Γ \ {1} and define homeomorphisms

(cξ)s =
{

1− ξg0 if s = g0,
ξs otherwise, h0ξ =

{
ξ if ξ1 = 0,
cξ if ξ1 = 1, h1ξ =

{
ξ if ξ1 = 1,
cξ if ξ1 = 0

for ξ ∈ X. We immediately observe that h2
0 = h2

1 = c2 = idX and h0h1 = h1h0 = c since
(cξ)1 = ξ1.

Ifm = 1
2(δ0+δ1), let µ be the product measure given by (mt)t∈Γ on X wheremt = m

for all g ∈ Γ. For every finite subset F ⊆ Γ, we let πF : X → XF =
∏
i∈F {0, 1} be the

projection with respect to the coordinates determined by F . Now µ is the unique Radon
probability measure on X satisfying µ(π−1

F ({x})) = 2−|F | for all finite subsets F ⊆ Γ
and x ∈ XF , and one may check that µ is invariant under Γ, h0 and h1.

A. Let G be the group of homeomorphisms of X generated by Γ and c. Then the
action of G on X is minimal, but not strongly proximal. Indeed, for ξ ∈ X we may
shift by any g ∈ Γ and apply c, to change any coordinate of ξ. Hence the G-orbit of ξ
is dense in X. However, since the measure µ ∈ P(X) constructed above is G-invariant,
the action of G on X is not strongly proximal.

B. We next consider the case when Γ = Z, and let g0 be the integer 1 in the above
definition of c. Note that 1 ∈ Γ translates to 0 ∈ Z in the definitions of h0 and h1. Let
G be the group of homeomorphisms generated by g, h0 and h1 where g is the shift given
by (gξ)i = ξi−1 (so that g generates all of Z). Then the action of G on X is minimal, but
not strongly proximal, by the same argument as above. However, the action is proximal.

To see this, let A ⊆ Z be a finite subinterval, meaning that A contains all numbers
in between its smallest and largest element. We need to prove for all ξ, η, α ∈ X that
there exists s ∈ G such that (sξ)i = (sη)i = αi for all i ∈ A. Due to G containing the
shift g, we may assume that minA = 1.

We now proceed by induction on |A|. Assume that η1 6= ξ1. If η0 6= ξ0, then
(hjξ)1 = (hjη)1 for some j ∈ {0, 1}, and if η0 = ξ0 then (gη)1 = (gξ)1. Applying c if
necessary, we obtain the case |A| = 1.

Now assume for all ξ, η, α ∈ X we can find s ∈ G such that (sξ)i = (sη)i = αi for
i = 1, . . . , n. Let ξ, η, α ∈ X and take s ∈ G such that (sξ)i = (sη)i = (g−1α)i for all
i = 1, . . . , n. Defining t = gs ∈ G, then (tξ)i = (tη)i = αi for all i = 2, . . . , n + 1. If
(tξ)1 = (tη)1, then we are done, as we may then apply c if need be. Therefore, suppose
that (tξ)1 6= (tξ)1.

If (tξ)0 6= (tη)0 then we may apply h0 or h1 as in the case |A| = 1 to get equality in
the first coordinate. If not, let N = max{k | k < 0, (tξ)k 6= (tη)k}, so that (tξ)k = (tη)k
for all N < k ≤ 0. Observe that (g−N tξ)0 6= (g−N tη)0 and (g−N tξ)1 = (g−N tη)1; thus
there is j ∈ {0, 1} such that (hjg−N tξ)0 6= (hjg−N tη)0 and (hjg−N tξ)1 6= (hjg−N tη)1,
so that for rN = gNhjg

−N we have

(rN tξ)N 6= (rN tη)N , (rN tξ)N+1 6= (rN tη)N+1.

Furthermore, for 2 ≤ i ≤ n+ 1, then i−N 6= 1 so that

(rN tξ)i = (hjg−N tξ)i−N = (g−N tξ)i−N = (tξ)i
and (rN tη)i = (tη)i. We may now repeat this process to produce r = r−1 · · · rN ∈ G
such that (rtξ)k 6= (rtη)k for all N ≤ k ≤ 0 and (rtξ)i = (rtη)i for all 2 ≤ i ≤ n+ 1. In
particular, since (rtξ)0 6= (rtη)0 we can apply either h0 or h1, followed by c if necessary,
to find r′ ∈ G such that (r′tξ)i = (r′η)i = αi for all 1 ≤ i ≤ n+ 1. This ends the proof.
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Weakly hyperbolic actions.

In discussing the above examples, then with the exception of example II we do not really
have a indication at the outset that the boundaries uncovered should actually be bound-
aries for the group – we just show that they are (in example II, we are deliberately forcing
the circle to be a boundary by constructing an appropriate group of homeomorphisms).
We will now discuss a property for homeomorphisms that often produces a boundary
action from a given group of homeomorphisms of a compact Hausdorff space.

Recalling the discussion of the extended real line R from the introduction to this
chapter, observe that repeated applications of any non-trivial translation of R with
positive derivative moves any point in R ∪ {∞} closer to +∞, and that {±∞} are the
only fixed points. This picture should, hopefully, motivate the following definition.

Definition ... Let X be a Hausdorff space and let γ be a homeomorphism of X with
two fixed points x−γ , x+

γ ∈ X. We say that γ is weakly hyperbolic if limn→∞ γ
n(x) = x+

γ

for all x ∈ X \ {x−γ } and limn→∞ γ
−n(x) = x−γ for all x ∈ X \ {x+

γ }. The points x+
γ and

x−γ are called the attracting point and repelling point of γ, respectively.
If for any neighbourhoods U of x−γ and V of x+

γ there exists N ≥ 1 such that
γn(X \ U) ⊆ V for all n ≥ N , we say that γ is hyperbolic.

If X is a G-space, the weakly hyperbolic limit set of G in X is given by

LG = {x±g | g ∈ G weakly hyperbolic}.

If γ and γ′ are weakly hyperbolic homeomorphisms of X, they are said to be transverse
if their fixed point sets are disjoint. If |LG| ≤ 2, the action of G on X is said to be
elementary.

Notice that a homeomorphism γ is (weakly) hyperbolic if and only if γ−1 is, and that
the attracting point of γ is the repelling point of γ−1 and vice versa.

Actions that are non-elementary are also called “strongly hyperbolic” [, ]. Many
of the actions we will consider in this section are defined by means of weakly hyper-
bolic homeomorphisms. We include the stronger (or rather, non-weak) notion of hy-
perbolicity mainly for historical purposes: in perhaps the first comprehensive survey
on C∗-simplicity (to be discussed in the next chapter), courtesy of de la Harpe, an
abundance of C∗-simple groups were given by means of group actions by hyperbolic
homeomorphisms on Hausdorff spaces []. We shall soon review a few of these, but not
before we provide a picture of how we may ensure that the two notions actually coincide
(even though the weak version of hyperbolicity does seem much weaker at the outset).

The following result is an adaptation of [, Lemma .]; recall that a subset of a
topological space is precompact if it has compact closure.

Lemma ... Let X be a locally compact Hausdorff space, let x0 ∈ X be a fixed
point for a homeomorphism γ of X and assume that Xγ = {x ∈ X | γn(x) → x0} is a
neighbourhood of x0. Then the following are equivalent:

(i) There exists a compact neighbourhood W of x0 such that
⋂∞
n=1 γ

n(W ) = {x0} and
γ(W ) ⊆W .

(ii) For any compact subset C of Xγ and any open neighbourhood V of x0, there exists
N ≥ 1 such that γn(C) ⊆ V for all n ≥ N .
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Proof. (ii) ⇒ (i): Let V ⊆ Xγ be a compact neighbourhood of x0. Taking N ≥ 1
such that γn(V ) ⊆ V for all n ≥ N , then W =

⋃N
n=0 γ

n(V ) satisfies γ(W ) ⊆ W and⋂∞
n=1 γ

n(W ) = {x0}.
(i) ⇒ (ii): Let W be a compact neighbourhood of x0 such that

⋂∞
n=1 γ

n(W ) = {x0}
and γ(W ) ⊆ W . Then (γn(W ))n∈Z is decreasing. Taking complements and applying
compactness, we see that for all neighbourhoods U of x0 there exists N ≥ 1 such that
γn(W ) ⊆ U for n ≥ N . In particular, W ⊆ Xγ .

Assume that C ⊆ Xγ is a compact subset. As Xγ =
⋃∞
k=1 γ

−k(int(W )), there is
K ≥ 1 such that C ⊆

⋃K
k=1 γ

−k(int(W )) ⊆ γ−n(int(W )) for all n ≥ K. Hence for
n ≥ N +K we find that γn(C) ⊆ γN (int(W ′′)) ⊆ V .

In particular, if a homeomorphism γ of a compact Hausdorff space X is weakly
hyperbolic and there exists a closed neighbourhood W of x+

γ such that
⋂∞
n=1 γ

n(W ) =
{x+

γ } and γ(W ) ⊆W , then γ is hyperbolic.
The following result, relating weak hyperbolicity to boundary actions, was observed

by Ozawa in []. We consider two large-scale applications in the next two subsections.

Proposition ... Let G be a Hausdorff topological group, and let X be a non-elemen-
tary compact G-space. Then LG is the unique minimal subset of X. In fact, LG is a
G-boundary.

Proof. Let M be a minimal subset of X, and let g ∈ G be weakly hyperbolic. Let
h ∈ G be a weakly hyperbolic homeomorphism such that x−h /∈ {x±g } and let x ∈ M .
If x 6= x−g , then x = limn→∞ g

nx ∈ M . Otherwise, x+
h = limn→∞ h

nx ∈ M and
x+
g = limn→∞ g

nx+
h ∈M . Hence LG ⊆M , so that LG = M by LG being G-invariant.

To verify that LG is a G-boundary, notice for weakly hyperbolic homeomorphisms
g, h ∈ G with x−h /∈ {x±g } that the sequences (gn) and (hn) and the attractors and
repellers x±g , x

±
h ∈ LG together satisfy the conditions of Lemma ...

Let us finally show that any non-elementary action admits a large amount of trans-
verse weakly hyperbolic homeomorphisms. The result generalizes [, Lemma ] in the
weakly hyperbolic case. We quickly observe that any conjugate of a weakly hyperbolic
homeomorphism is also weakly hyperbolic.

Lemma ... Let G be a topological group and let X be a non-elementary compact
G-space. Then for each fixed weakly hyperbolic automorphism g0 ∈ G, there exists a
sequence (gn)n≥1 of pairwise transverse conjugates of g0.

Proof. We first show that G contains at least two transverse weakly hyperbolic homeo-
morphisms of X. Since LG is a non-trivial G-boundary, LG is infinite by Proposition
... Supposing that any two weakly hyperbolic g, h ∈ G have at least one common
fixed point, let Ghyp ⊆ G be the subset of all weakly hyperbolic homeomorphisms of
X in G, and let Xg be the fixed points of each g ∈ Ghyp. For g1, g2, g3 ∈ Ghyp, take
x ∈ Xg1 ∩ Xg2 . If Xg1 ∩ Xg2 ∩ Xg3 = ∅, then x /∈ Xg3 , so that Xg1 = {x, x+

g3} and
Xg2 = {x, x−g3}, say. Since LG is infinite, we may take a weakly hyperbolic h ∈ G such
that x+

h /∈ {x, x±g3}, but then x
−
h ∈ Xg1 ∩Xg2 ∩Xg3 = ∅. Hence x ∈ Xg3 .

For n ≥ 3 assume that g1, . . . , gn ∈ Ghyp satisfy
⋂n
i=1X

gi = {x} for some x ∈ X and
let h ∈ G be weakly hyperbolic. After removing equal fixed point sets, we may assume
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that Xgi ∩ Xgj = {x} for all i 6= j. By what we saw above, Xg1 ∩ Xg2 ∩ Xh 6= ∅, so
that x ∈ Xh. Thus

⋂
g∈F X

g 6= ∅ for all finite F ⊆ Ghyp, so by compactness there exists
x ∈

⋂
g∈Ghyp

Xg ⊆ LG. Now, for any g ∈ Ghyp and h ∈ G, h−1gh is weakly hyperbolic.
Therefore ghx = hx, so g fixes all of LG by minimality. In particular, g fixes more than
2 points, which is clearly a contradiction.

Now let g, h ∈ Ghyp be transverse. Let N ≥ 1 such that hn({x±g }) ⊆ X \ {x±g } for
all n ≥ N , note that hnx±g are the attracting points of hngh−n. If (nk) is any sequence
of positive integers such that nk+1 ≥ nk + N for all k ≥ 1, then for k > j we have
{hnkx±g } ∩ {hnjx±g } = hnk−nj ({x±g }) ∩ {x±g } = ∅ since nk − nj ≥ N . Hence (hngh−n) is
a sequence of pairwise transverse weakly hyperbolic homeomorphisms.

Finally, for any g0 ∈ Ghyp, then by replacing h with gnhg−n for some n we may
assume that g0 and h are transverse. We may then repeat the above procedure for g0
and h.

We finally mention that the boundaries considered in the remainder of this section,
which are all constructed by means of weakly hyperbolic limit sets, will actually consist
of fixed points of not just weakly hyperbolic, but full-on hyperbolic homeomorphisms
(see [, Lemme .] and [, Section ]).

The Gromov boundary.

Our first general example of a boundary action comes from the Gromov boundary of a
hyperbolic metric space. For a general hyperbolic metric space, we will only construct
the boundary and draw conclusions relating to boundary actions in the case of the space
being proper, meaning that closed bounded sets are compact. Except for the last two
propositions (and their proofs), this subsection is a summary of the introduction to
hyperbolicity given in []; we suggest [] for another approach.

Let (X, d, x0) be a pointed metric space X with metric d and base point x0. We then
define the Gromov product

(x.y)x0 := 1
2(d(x, x0) + d(y, x0)− d(x, y)), x, y ∈ X.

It is possible to realize (x.y)x0 geometrically as follows. Let {x′0, x′, y′} be the corners
of a triangle ∆ in the plane such that d(x′0, x′) = d(x0, x), d(x′0, y′) = d(x0, y) and
d(x′, y′) = d(x, y). If we let c be the intersection between the inscribed circle in ∆ (to
which the three sides are tangents) and the line between x′0 and x′ (or x′0 and y′), then
(x.y)x0 is the distance between x′0 and c.

y′x′0

x′

c
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For δ ≥ 0, we say that a pointed metric space (X, d, x0) is δ-hyperbolic if

(x.y)x0 ≥ min{(x.z)x0 , (y.z)x0} − δ

for all x, y, z ∈ X. If (X,x0) is δ-hyperbolic, then (X,x1) is 2δ-hyperbolic for all x1 ∈ X.
This inspires the following notion.

Definition ... A metric space X is said to be δ-hyperbolic if (X,x0) is δ-hyperbolic
for all x0 ∈ X. We say that X is hyperbolic if there exists δ ≥ 0 such that X is
δ-hyperbolic.

If X is a metric space with base point x0, we say that a sequence (xn)n≥1 in X
converges to infinity if (xm.xn)x0 → ∞ for m,n → ∞. Convergence to infinity of a
sequence does not depend on the base point x0, and so we may unambiguously define
the set S∞(X) of sequences in X converging to infinity. We then define a relation R on
S∞(X) by writing (xn)R (yn) if (xn.yn) → ∞ for n → ∞. Clearly, R is reflexive and
symmetric, and if X is hyperbolic, R is transitive as well.

Definition ... If X is a hyperbolic metric space, we define the hyperbolic boundary
or Gromov boundary ∂X of X to be the set of equivalence classes in S∞(X) under the
relation R. Moreover, we say that the sequence (xn)n≥1 in X converges to the point
x ∈ ∂X if (xn)n≥1 converges to infinity and x is the equivalence class of (xn)n≥1.

The following definition can easily be generalized to arbitrary ordered abelian groups
(see []), but we restrict ourselves to considering closed subgroups of R.

Definition ... Let X be a metric space and let Λ be a closed additive subgroup of
R. We say that X is a Λ-metric space if its metric takes values in Λ. A closed interval
in Λ is the intersection of Λ with a closed interval in R and we say that λ1, λ2 are the
endpoints of [λ1, λ2]. We allow λ1 = −∞ and λ2 =∞.

If I is a closed interval in Λ with endpoints λ1 < λ2 and γ : I → X is an isometry, we
say that γ is a geodesic. Additionally, if −∞ < λ1 < λ2 <∞, γ(I) is a geodesic segment
in X with endpoints x = γ(λ1) and y = γ(λ2), and we write γ(I) = [γ(λ1), γ(λ2)].
Notice that a geodesic segment connecting two points need not be unique.

If any two points inX are endpoints of a geodesic segment, we say thatX is a geodesic
space, and if it also holds that any geodesic segment in X is uniquely determined by its
endpoints, X is said to be uniquely geodesic.

Definition ... Let Λ be either Z or R with Λ+ = Λ ∩ R+, let X be a geodesic
Λ-metric space and fix p ∈ X.

(i) A ray emanating from a point p ∈ X is a geodesic r : Λ+ → X such that r(0) = p.
Let R = R(X) be the set of rays r : Λ+ → X and for p ∈ X, let Rp ⊆ R be the subset
of rays emanating from p. We say that r1, r2 ∈ Rp are asymptotic if the map Λ+ → X
given by t 7→ d(r1(t), r2(t)) is bounded. This defines an equivalence relation on Rp, and
we let ∂pX be the space of equivalence classes of Rp with respect to being asymptotic,
called the visual boundary of X at p. For any r ∈ Rp we let [r] ∈ ∂pX denote the
asymptotic equivalence class containing it.

(ii) Let Xp be the set of maps f : Λ+ → X such that f(0) = p and there exists
λ ∈ Λ+ \ {0} such that f is a geodesic on [0, λ] and f(t) = f(λ) for t ≥ λ. We say that
f, g ∈ Xp are equivalent if limt→∞ f(t) = limt→∞ g(t) (the limits taken relative to Λ+).
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(iii) We define the strong topology ([, .], [, Chapitre ]) on X∪∂pX as follows.
Define πp : Xp ∪Rp → X ∪ ∂pX by πp(f) = limt→∞ f(t) for f ∈ Xp and πp(r) = [r] for
r ∈ Rp. We equip X ∪ ∂pX with the quotient topology induced by πp, when Xp ∪ Rp
is viewed as a closed subspace of C(Λ+, X), the latter equipped with the topology of
compact convergence.

With the respect to the strong topology, one may check that X is an open dense
subset of X ∪ ∂pX, and that it coincides with the original topology on X.

Recall that a metric space X is proper if closed bounded subsets of X are compact.
If X is a proper, geodesic hyperbolic metric space, we may endow ∂X with a compact
Hausdorff topology as follows. Note that Xp ∪ Rp is compact (due to Ascoli’s theorem
[, Theorem ..]) and that the map πp is perfect, i.e., pre-images of singletons are
compact, implying that X ∪ ∂pX is a Hausdorff space. If X is separable, then Xp ∪Rp
is second-countable, and X ∪ ∂pX is metrizable. For fixed p ∈ X and r ∈ Rp, let
r(∞) ∈ ∂X be the equivalence class of (r(λn)) for any sequence (λn) such that λn →∞.
Then the map ∂pX → ∂X given by [r] 7→ r(∞) is a bijection due to X being proper,
geodesic and hyperbolic. Thus we obtain a compact topology on X ∪ ∂X, and it does
not depend on the choice of p. In this way, the Gromov boundary ∂X of X becomes a
compact Hausdorff space.

If (X, dX) and (Y, dY ) are metric spaces, λ > 0 and c ≥ 0, an (λ, c)-quasi-isometric
embedding is a map f : X → Y such that that

λ−1dX(x, x′)− c ≤ dY (f(x), f(x′)) ≤ λdX(x, x′) + c

for all x, x′ ∈ X. If Y is hyperbolic and f : X → Y is a (λ, c)-quasi-isometric embedding
for some λ > 0 and c ≥ 0, then X is hyperbolic as well, and f induces a continuous
injection f : ∂X → ∂Y , given by mapping the equivalence class of a sequence (xn)
in S∞(X) to the equivalence class of (f(xn)) in S∞(Y ). If the image of f is also
co-bounded in Y , i.e., if the function x 7→ dist(x, f(X)) is bounded on Y , we say that f
is a quasi-isometry and that X and Y are quasi-isometric. In this case, f : ∂X → ∂Y is
also surjective and thus a homeomorphism.

Theorem ... Let X be a proper, geodesic, hyperbolic Λ-metric space. Then a
surjective isometry σ : X → X satisfies one and only one of the following conditions:

(i) σ is elliptic: there is a point x ∈ X for which the sequence (σn(x))n≥1 is bounded.
(ii) σ is parabolic: there is a point x ∈ X for which the sequence (σn(x))n≥1 has

exactly one accumulation point in ∂X.
(iii) σ is hyperbolic: there is a point x ∈ X such that the map Z → X given by

n 7→ σn(x) is a quasi-isometric embedding.

If σ is a hyperbolic isometry of a proper, geodesic and hyperbolic Λ-metric space
X, then σ has exactly two fixed points x+

σ , x
−
σ ∈ ∂X which satisfy σn(x) → x+

σ for all
x ∈ (X ∪ ∂X) \ {x−σ }, and σ−n(x)→ x−σ for all x ∈ (X ∪ ∂X) \ {x+

σ }.
Combining the above discussion with Proposition .. we obtain the following result:

Proposition ... Let G be a group acting by isometries on a proper, geodesic, hy-
perbolic Λ-metric space X. If the action of G on ∂X is non-elementary, LG ⊆ ∂X is a
G-boundary.
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We next consider the case of a finitely generated discrete group G acting on itself
by left translation. Letting S ⊆ G be a finite generating set, then we associate to S the
word metric

dS(g, h) = min{n | g−1h = s1 · · · sn for s1, . . . , sn ∈ S ∪ S−1},

so that G becomes a proper, geodesic Z-metric space. Notice that dS is invariant under
the action of G on itself by left translation. Moreover, for any two finite generating sets
S, T of G, the metric spaces (G, dS) and (G, dT ) are quasi-isometric.

We say that a finitely generated group G is hyperbolic if (G, dS) is hyperbolic for some
finite generating set S ⊆ G (so that all (G, dS) is hyperbolic for all generating sets S ⊆ G)
If G is hyperbolic, the boundary ∂G is unique up to G-equivariant homeomorphism. As
G acts on itself by isometries, the type of an element g in a hyperbolic group G is the type
of the isometry h 7→ gh. One can show that a hyperbolic group contains no parabolic
elements, and that a group element is elliptic if and only if it has finite order.

A hyperbolic group is non-elementary if the action of G on ∂G is non-elementary.
One can show that a hyperbolic group is elementary if and only if it is either finite or
has an infinite cyclic subgroup of finite index.

Proposition ... Let G be a non-elementary hyperbolic group. Then the action of
G on itself by left translation induces a boundary action of G on ∂G.

Proof. Any element g of infinite order is hyperbolic, so we may let g+ = limn→∞ g
n ∈

∂G. We will give a proof of a important result of Gromov [, ..D] that

{g+ | g ∈ G has infinite order}

is dense in ∂G. We follow [], but we will translate their proof to a setting that does not
require knowledge of automata. For details on automata, as well as the proof technique
used, we refer to [, Chapter ].

Choose some finite generating set S ⊆ G and let d = dS be the corresponding
word metric. Since (G, d) is hyperbolic, there exists δ0 > 0 such that for any geodesic
triangle ∆ in G (i.e., ∆ is the union of three geodesic segments [x, y], [x, z] and [y, z]
in G), any of the segments in ∆ is contained in the δ0-neighbourhood of the two other
segments (indeed, this is a property equivalent to hyperbolicity [, Proposition ..]).
Let δ = δ0 + 1 and assume that d(y, z) ≤ 1 for y, z ∈ G. Then for any x ∈ G and
x1 ∈ [x, y] there exists x′ ∈ [x, z] ∪ [y, z] such that d(x1, x

′) < δ. If x′ ∈ [y, z], then
d(x1, z) ≤ d(x1, x

′) + d(x′, z) < δ0 + 1 = δ, so [x, y] is contained in the δ-neighbourhood
of [x, z].

Let S∗ be the collection of finite strings of letters in S ∪ S−1 including the empty
string ε. The length of a string ω = s1 · · · sn ∈ S∗ is |ω| = n, and the length of ε is defined
to be 0. Next define a map S∗ → G, ω 7→ ω by ω = s1 · · · sn ∈ G for ω = ω1 · · ·ωn and
ε = 1. For ω as above, let us say that ω is geodesic if the map fω : {0, . . . , |ω|} → G
given by fω(0) = 1 and fω(n) =

∏n
i=1 si for all n = 1, . . . , |ω| defines a geodesic in G.

We then define fω(n) = ω for all n ≥ |ω|. Out of pity, we will allow ε to be a geodesic
string. For any ω ∈ S∗ define the cone type Cω = {γ ∈ S∗ |ωγ geodesic} of ω where
ωγ ∈ S∗ is the concatenation of ω and γ. Note that ω ∈ S∗ satisfies Cω = ∅ if and only
if ω is not geodesic.
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Note that the above map S∗ → G maps the set of geodesic strings onto G. If ω, ω′

are geodesic strings and d(ω, ω′) ≤ 1, then for 0 ≤ n ≤ |ω|, take 0 ≤ m ≤ |ω′| such
that d(fω(n), fω′(m)) < δ. As |n −m| = |d(fω(n), 1) − d(fω′(m), 1)| < δ, we find that
d(fω(n), fω′(n)) < 2δ, since ω′ is geodesic.

For all g ∈ G, let Bg = {h ∈ G | dS(1, h) < 2δ + 1, d(gh, 1) < d(g, 1)}. Suppose for
two geodesic strings ω, ω′ ∈ G that Bω = Bω′ . We claim that Cω = Cω′ (a result of
Cannon [, Lemma ..]), which we will prove by induction on the length of strings in
S∗. Since {Bg | g ∈ G} is finite, this proves that there are only finitely many cone types
of strings in S∗.

Evidently, ε ∈ Cω ∩ Cω′ . If ω′ = ε, then Bω = ∅ and ω = 1, meaning that ω = ε
since ω is geodesic. Therefore we assume |ω′| ≥ 1. Now let γ ∈ S∗ be a string such
that ωγ, ω′γ and that ωγs are geodesic strings, where s ∈ S ∪ S−1. If there were a
geodesic string ν ∈ S∗ with length less than that of ω′γs such that ν = ω′γs, notice
that d(ν, ω′γ) = d(s, 1) ≤ 1. Write ν = α1α2 for geodesic strings α1, α2 ∈ S∗ where
|α1| = |ω′|−1. As |ν| ≤ |ω′|+ |γ|, we see that |α2| = |ν|−|α1| ≤ |ω′|−|α1|+ |γ| = |γ|+1.
Now,

d(ω′, α1) ≤ d(fω′γ(|ω′|), fν(|ω′|)) + d(fν(|ω′|), fν(|α1|)) < 2δ + 1,

so ω′−1
α1 ∈ Bω′ = Bω. Therefore d(ωω′−1

α1, 1) < d(ω, 1) = |ω|, yielding

d(ωγs, 1)− |ω| < d(ωγs, 1)− d(ωω′−1
α1, 1)

≤ d(ωγs, ωω′−1
α1)

= d(γs, ω′−1
α1)

= d(ν, α1) = |α2| ≤ |γ|+ 1.
We conclude that d(ωγs, 1) < |ω|+ |γ|+ 1, but ωγs was assumed to be geodesic. Hence
ω′γs is geodesic, so Cω = Cω′ .

If r : Z+ → G is a ray with r(0) = 1, choose a sequence (sn)n≥1 in S ∪ S−1 such
that ωn = s1 · · · sn ∈ S∗ is geodesic and ωn = r(n) for all n ≥ 1. There now exists
a cone type C such that Cωn = C for infinitely many n ≥ 1. Let M ≥ 0 be the
smallest integer such that C = CωM . If n ≥ 0 is fixed, there exists N ≥ n such that
CωM+N = C. Then for all p ≥ 0, the string ωM (sM+1 · · · sM+N )p ∈ S∗ is geodesic.
Indeed, since sM+1 · · · sM+N ∈ CωM = CωM+N it follows that ωM (sM+1 · · · sM+N )2 is
geodesic. Thus (sM+1 · · · sM+N )2 ∈ CωM = CωM+N , so by continuing inductively it
follows that (sM+1 · · · sM+N )p ∈ C for all p ≥ 0.

It follows from the above observation (proving a variant of the “pumping lemma”)
that there is a strictly increasing sequence (N(i))i≥1 such that ωM (sM+1 · · · sM+N(i))p
is geodesic for all i, p ≥ 0. Define ω = ωM , γi = sM+1 · · · sM+N(i) and gi = ωγi(ω−1) for
i ≥ 1. Then gi has infinite order, and the sequence (ωγpi )p≥1 in S∗ defines a ray ri in G
with ri(0) = 1 and ri(∞) = g+

i , since d(ωγip, gpi ) = M for all p ≥ 1.
Finally, notice that ri(n) = r(n) for all 0 ≤ n ≤ M + N(i). Therefore ri → r in

C(Z+, G) with respect to the topology of compact convergence, so that ri(∞) → r(∞)
in ∂G. As r was arbitrary, the proof is complete.

We finally remark that example I of a boundary in this section (see p. ) is actually
the Gromov boundary ∂F of a non-abelian free group F of finite rank; the Cayley graph of
F with respect to any free generating set is a regular Z-tree, and any Z-tree is 0-hyperbolic
[, Proposition ..].
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Countable trees.

In the following, we will consider a boundary action obtained by means of an action of
a group on a countable tree. First and foremost, a graph Y = (V,E) consists of a vertex
set V and a set E of edges, respectively. All graphs will be unoriented, meaning that we
employ the convention of Serre [] that Y is also equipped with origin and terminus
maps o, t : E → V and an inversion map E → E, e 7→ e, such that e = e and o(e) = t(e)
for any edge e ∈ E. The degree of a vertex v ∈ V is the cardinality of o−1(v) or t−1(v)
(the numbers coincide), and a vertex is a leaf if it has degree 1. We say that Y is locally
finite if every vertex in V has finite degree.

A path p in a graph Y = (V,E) is a finite sequence v0, e1, v1, . . . , en, vn of vertices
v0, . . . , vn ∈ V and e1, . . . , en ∈ V , such that o(ei) = vi−1 and t(ei) = vi for all 1 ≤ i ≤ n.
The length of the path p is the number of edges in the path, and the endpoints of p are
the initial and terminal vertices of the path. If the endpoints of p are equal, p is called
a circuit.

A graph Y = (V,E) is connected if any two vertices are endpoints of a path in the
graph, and a tree is a connected graph without circuits. If Y = (V,E) is connected,
we define the path metric d on V by letting d(v, w) be the length of the shortest path
between v and w for v, w ∈ V . We take the liberty of viewing d as a metric on T that
only measures distances between vertices.

In the following, let T = (V,E) be a countable tree (i.e., V and E are countable).
Letting d be the path metric on V , then (T, d) is a uniquely geodesic Z-metric space. In
fact, (T, d) is also 0-hyperbolic [, Proposition ..].

A morphism σ of two trees T1 = (V1, E1) and T2 = (V2, E2) is a tuple of maps
σV : V1 → V2 and σE : E1 → E2 such that o(σE(e)) = σV (o(e)) and σE(e) = σE(e) for
all e ∈ E1. If σV and σE are bijections, σ is called an isomorphism, and if T1 = T2
we say that σ is an automorphism. All automorphisms of trees will be assumed here
to act without inversion, meaning that no e ∈ E satisfies σE(e) = e, and the group of
automorphisms of T acting without inversion is denoted by Aut(T ). This ensures that
Aut(T ) contains no automorphisms that fix an edge set {e, e}, but not the endpoints.
Notice that Aut(T ) is just the isometry group of T with respect to the path metric, so
that we may easily extend σ ∈ Aut(T ) to T ∪ ∂T by defining σ([r]) = [σ ◦ r] for any ray
r in T .

We say that an automorphism σ ∈ Aut(T ) is hyperbolic if it has no fixed points in
T . If T is locally finite, so that (T, d) is proper, this coincides with the definition given
in Theorem ...

For any automorphism σ ∈ Aut(T ), the amplitude of σ is `(σ) = minv∈V d(v, σ(v)).
The characteristic set of σ is the σ-invariant set

T σ = {v ∈ V | d(v, σ(v)) = `(σ)}.

A bi-infinite path in a graph is a subgraph isomorphic to the graph with vertex set Z and
edge set {en |n ∈ Z} ∪ {en |n ∈ Z}, with o(en) = t(en) = n and t(en) = o(en) = n + 1
for all n ∈ Z.

A fundamental result of J. Tits states that for a hyperbolic automorphism σ ∈
Aut(T ), T σ is always the vertex set of a bi-infinite path L in T , called the axis of σ, and
any non-empty subtree of T which is invariant under σ and σ−1 always contains L. We
refer to [, Proposition ..] for details.
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To build a “compactification” of T , fix a base vertex v in T . We consider the strong
topology on the closed subspace Tv ∪Rv of C(Z+, T ) in the topology of compact conver-
gence. Two rays r1, r2 : Z+ → T are said to be cofinal if there exist integers k,m ≥ 0
such that r1(n + m) = r2(n + k) for all n ≥ 0, we let ∂T be the space of equivalence
classes of rays in T with respect to being cofinal. Let ∂vT be the visual boundary of T
at v (cf. Definition ..).

As two rays in T emanating from the same vertex v are asymptotic if and only if
they are cofinal, we have a natural map ∂vT → ∂T for all v, and it is a bijection. Due
to T being uniquely geodesic, the map πv : Tv ∪Rv → T ∪ ∂vT is also a bijection. Hence
the strong topology on T ∪∂vT translates to a topology on T ∪∂T , also called the strong
topology, and it is independent of the choice of base vertex v [, II.]. Now, in order to
eventually obtain a boundary from T ∪ ∂T , we need this space to be compact. This is
hindered if T has a vertex of infinite degree.

The solution is to define a weaker topology. For each edge e ∈ E, we define its
shadow

Se = {v ∈ V | d(t(e), v) < d(o(e), v)},

i.e., the set of vertices closer to the terminus of e than to the origin. One may also
describe Se as the component containing t(e) of the graph obtained by removing e from
T , and appropriately, Se is also called a half-tree of T . We let τ be the shadow topology
on T ∪ ∂T generated by the extended shadows Se ⊆ T ∪ ∂T for e ∈ E. Then τ is
weaker than the strong topology on T ∪ ∂T : indeed, for each e ∈ E the shadow Se ⊆ V
corresponds to the subset {f ∈ Tt(e) | d(f(1), o(e)) ≥ 1} of Tt(e) ∪Rt(e). Hence

Se = {f ∈ Tt(e) ∪Rt(e) | d(f(1), o(e)) ≥ 1}

is clopen in the strong topology. A theorem due to Monod and Shalom [, .] states
that τ is a compact metrizable, totally disconnected Hausdorff topology on T ∪ ∂T , and
that τ and the strong topology coincide on ∂T . However, ∂T need not be closed –
indeed, ∂T is closed (and hence compact) if and only if T is locally finite. To remedy
this, instead we will consider the compact closure ∂T in (T ∪ ∂T, τ).

In the same  paper [], Monod and Shalom prove that ∂T is the union of
∂T and all vertices in T of infinite degree, as long as T has no leaves. The proof
goes as follows. Notice that the set F ⊆ T of vertices of finite degree contains only
isolated points, meaning in particular that F is open in τ . Moreover, if we index the
edges {en}n≥1 for which o(ei) = v, where v is a vertex of infinite degree, then each Sen
contains some point xn ∈ ∂T (because T has no leaves, so that there is a ray contained
with image in Sen). By the compactness of (T ∪ ∂T, τ), the sequence (xn)n≥1 has an
accumulation point. As the sets Sen \ {v} constitute a partition of (T ∪ ∂T ) \ {v}, this
accumulation point is seen to be our good old friend v, proving that v ∈ ∂T .

Next observe that the extension of an automorphism σ ∈ Aut(T ) to T ∪ ∂T is a
homeomorphism in both the strong topology and the shadow topology τ . Moreover, if
σ is a hyperbolic automorphism of T , then the axis of σ admits two fixed points x±σ
of the extension σ : T ∪ ∂T → T ∪ ∂T in ∂T , such that limn→∞ σ

n(x) = x+
σ for all

x ∈ (T ∪ ∂T ) \ {x−σ } and limn→∞ σ
−n(x) = x−σ for all x ∈ (T ∪ ∂T ) \ {x+

σ }. Hence
σ is weakly hyperbolic as a homeomorphism of T ∪ ∂T in both of the aforementioned
topologies.
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For any automorphism σ ∈ Aut(T ), we have σ(∂T ) = ∂T . Saying that the action of
a discrete group G on a countable tree T is minimal if T contains no proper G-invariant
subtrees, our desire is now to explain why certain actions of discrete groups on trees
are in fact boundary actions. The proposition below, due to Le Boudec [, Proposition
.], appears in a much stronger version in [, Proposition .].

Proposition ... Let T be a countable, leafless tree and let G be a discrete group
acting minimally on T by automorphisms without inversion. If the action of G on ∂T
is non-elementary, then ∂T is a G-boundary in the shadow topology.

Proof. The subset ∂T is closed and G-invariant, and by hypothesis the action of G on
T ∪∂T is non-elementary, so that the closure of the weakly hyperbolic limit set LG of G
in (T ∪∂T, τ) is a G-boundary by Proposition ... Our aim is to prove that ∂T ⊆ LG,
which will complete the proof.

We require the “bridge lemma” [, Lemma ..], formulated as follows. If T1 and
T2 are subtrees of a tree T , with vertex sets V1 and V2, respectively, and V1∩V2 contains
at most one vertex, there are unique vertices v1 ∈ V1, v2 ∈ V2 with d(v1, v2) = d(T1, T2).
Moreover, we have d(w1, w2) = d(w1, v1) + d(v1, v2) + d(v2, w2) for all w1 ∈ V1 and
w2 ∈ V2.

Let Ghyp be the subset of hyperbolic automorphisms of T in G and for each g ∈ Ghyp
let Lg ⊆ T be the axis of g. Let T0 ⊆ T be the union of all Lg for g ∈ Ghyp. Then T0
is a subtree of T . Supposing that g, h ∈ G have disjoint characteristic sets, then gh is
hyperbolic and its axis intersects Lg and Lh [, Proposition .] – in fact, if x1 ∈ Lg and
x2 ∈ Lh are the unique vertices such that d(x1, x2) = d(Lg, Lh), then

`(gh) = d(x1, ghx1) = `(g) + `(h) + 2d(x1, x2).

Hence T0 is connected and therefore a subtree. Moreover, if g ∈ G is hyperbolic and
x ∈ T g, then hgh−1 is hyperbolic and hx ∈ T hgh

−1 for all h ∈ G. By minimality, it
follows that T0 = T .

Letting e1, . . . , en be edges of T , assume that
⋂n
i=1 Sei ∩ ∂T 6= ∅ and let

r = 2 max{d(o(ei), o(ej)) | i, j = 1, . . . , n}.

If S =
⋂n
i=1 Sei ⊆ T contains the axis of a hyperbolic automorphism in G, we are done,

so assume that this is not the case. Let g ∈ Ghyp such that Lg ∩ S 6= ∅. Since Lg is not
contained in S, Lg must intersect T \ Sei0 for some 1 ≤ i0 ≤ n and so o(ei0), t(ei0) ∈ Lg
for that i0, since Lg also intersects Sei0 and is the image of a geodesic.

If Lg ∩ S is finite, then Lg is not contained in Sej for all j 6= i0, as that would imply
that Lg ∩ Sei0 = Lg ∩ S – but Lg ∩ Sei0 is either empty or infinite! Hence pick j0 6= i0
such that o(ej0), t(ej0) ∈ Lg by the same argument as above. Now, any x ∈ Lg ∩ S is
necessarily contained in the unique geodesic segment connecting o(ej0) and o(ei0). For
i /∈ {j0, i0}, let p ∈ [o(ej0), o(ei0)] such that d(o(ei), p) = d(o(ei), [o(ej0), o(ei0)]) by the
bridge lemma. Then

d(o(ei), x) = d(o(ei), p) + d(p, x) ≤ d(o(ei), o(ei0)) + d(o(ej0), o(ei0)) ≤ r.

Therefore d(o(ei), x) ≤ r for all x ∈ Lg ∩ S. It follows that there exists g ∈ Ghyp such
that Lg ∩ S is infinite; otherwise any vertex in⋃

g∈Ghyp

(Lg ∩ S) = T ∩ S = S
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would have distance at most r to any o(ei), but S is unbounded by assumption. Hence
S contains a fixed point of some g ∈ Ghyp. This proves that ∂T ⊆ LG, so ∂T = LG.

. Amenability

In this section we give an introduction to the concept of amenability of a group which
we shall soon see is closely related to boundary actions. The notion of amenability
harks back to von Neumann, who in  devised the concept motivated by the then
recent proof of the Banach-Tarski paradox, and essentially describes groups who do not
allow for analoguously paradoxical anomalies. We will mainly follow the exposition on
amenability given in [].

If G is a locally compact group, we consider the unital C∗-algebra L∞(G) of mea-
surable, complex-valued functions on G that are essentially bounded with respect to a
left Haar measure on G. There is a well-defined action of G on L∞(G) given by left
translation:

(gf)(s) = f(g−1s), g, s ∈ G, f ∈ L∞(G).

If A is a G-invariant unital C∗-subalgebra of L∞(G), a mean on A is a state of A as a
C∗-algebra. If a mean m : A→ C satisfies

m(gf) = m(f), g ∈ G, f ∈ A,

the mean is said to be (left-)invariant.

Definition ... A locally compact group G is said to be amenable if L∞(G) admits
an invariant mean.

Examples of amenable groups include the class of compact groups (indeed, the nor-
malized left Haar measure immediately defines an invariant mean on Cb(G) which suf-
fices by the next theorem), as well as abelian groups. The most well-known example of
a non-amenable group is a non-abelian free group – we will establish this fact, once we
start looking into C∗-simple groups in Chapter .

The C∗-algebra Cb(G) of continuous bounded functions on G naturally embeds
into L∞(G) as a G-invariant unital C∗-subalgebra. If A ⊆ Cb(G) is a G-invariant
C∗-subalgebra, then for any g ∈ G, the point mass δg : A → C defines a mean on A.
A mean m on A is finite if it belongs to the convex hull of the set of point masses
δG = {δg | g ∈ G}. Letting ∆(A) be the subset of finite means in the space S(A) of
means on A, a standard Hahn-Banach separation argument shows that ∆(A) is in fact
weak∗-dense in the weak∗-compact state space S(A) of A.

There is a smorgasbord of alternate characterizations of amenability, and needless
to say, we will not cover all of them. The following ones, of a more dynamical vari-
ety, are due to Hulanicki [], Day [] and Rickert []. We give references to other
characterizations in what follows, when needed.

Theorem ... Let G be a locally compact group. Then the following are equivalent:

(i) G is amenable.
(ii) Cb(G) admits an invariant mean.
(iii) C lu

b (G) admits an invariant mean.
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(iv) If G acts continuously on a compact convex subset Y of a locally convex space by
affine homeomorphisms, then Y contains a point fixed by all g ∈ G.

(v) Every compact G-space carries a G-invariant Radon probability measure.

Proof. The implications (i)⇒ (ii)⇒ (iii) are trivial. If m : C lu
b (G) → C is an invariant

mean, then let h ∈ L1(G) be a positive function of norm 1 such that h(g−1) = h(g)
for all g ∈ G. Then the convolution (f ∗ h)(s) =

∫
f(t)h(t−1s) dt is bounded and left

uniformly continuous for all f ∈ L∞(G) [, Theorem .]. Therefore we may define
an invariant mean ϕ : L∞(G)→ C by ϕ(f) = m(f ∗h), so (i), (ii) and (iii) are equivalent.

If (ii) holds, let Y be a compact convex subset of a locally convex space E, equipped
with a continuous affine G-action. For fixed y ∈ Y , define f : G→ Y by f(g) = gy. Then
for any ϕ ∈ E∗, ϕ◦f is continuous and bounded, since Y is compact. If m : Cb(G)→ C is
an invariant mean, let mi be a net in ∆(Cb(G)) such that mi → m in the weak∗ topology.
Fixing i ∈ I, write mi =

∑n
j=1 λjδsj for s1, . . . , sn ∈ G and define xi =

∑n
j=1 λjsjy. Then

ϕ(gxi) = mi(g−1(ϕ ◦ f)), g ∈ G, ϕ ∈ E∗.

Since Y is compact, we may assume that (xi) converges in Y to some x ∈ X, which now
satisfies ϕ(gx) = m(g−1(ϕ ◦ f)) for all g ∈ G and ϕ ∈ E∗. Since m is invariant and ϕ
was arbitrary, it follows that gx = x for all g ∈ G. Thus (iii) implies (iv).

Finally, (iv) implies (v) since P(X) is a weak∗-compact convex G-space for any
G-space X, and if (v) holds, then in particular, SG admits a G-invariant Radon proba-
bility measure. Since P(SG) is the state space of C lu

b (G), C lu
b (G) has an invariant mean,

meaning that (v) implies (iii).

We remark that the class of amenable groups possesses good stability properties:
indeed, amenability is preserved under taking subgroups, quotients, extensions or direct
limits, to name the ones usually coveted, as long as the subgroups considered are closed.
Therefore solvable groups are also amenable. Moreover, since non-abelian free groups are
non-amenable, we see that a discrete group is non-amenable if it contains a non-abelian
free subgroup. The so-called von Neumann conjecture, arising from von Neumann’s
defining work on amenable groups, asked whether a group was amenable if and only if
it did not contain a free subgroup of rank 2; the conjecture turned out to be false, when
Ol’šanskĭı proved in  that the so-called Tarski monster groups, whose only proper
subgroups are finite and of prime order p, exist for all primes p larger than 1075 and are
non-amenable [].

Let us end the section by stating a result due to Day [, Lemma .].

Lemma ... Every locally compact group G has a largest closed, normal, amenable
subgroup N , i.e., all closed, normal, amenable subgroups of G are contained in N .

Definition ... The largest closed, normal, amenable subgroup of a locally compact
group G is called the amenable radical of G and is denoted by R(G).

The amenable radical of a group has proven to be an essential constituent in the
study of C∗-simple groups and the unique trace property, and we shall return to it
repeatedly.
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. Boundaries in compact convex spaces

In this section we resume providing important facts about boundary actions, the main
point of focus being their relationship with actions on compact convex subsets of locally
convex spaces, as well as amenability of the group in consideration. Along the way, we
will relate a result of Glasner concerning the ubiquity of boundaries to injectivity for
C∗-algebras. We will also briefly consider the notion of strong amenability, which arises
from reformulating the relation between boundary actions and amenability in terms of
minimal, proximal actions.

The first three results are due to Furstenberg [].

Proposition ... Let G be a Hausdorff topological group. If X ′ is a compact minimal
G-space and X is a G-boundary, then any continuous G-equivariant map ϕ : X ′ → P(X)
has image δX . It follows that there is at most one continuous G-equivariant map X ′ →
X, and it is surjective.

Proof. Since X ′ is compact, ϕ(X ′) is closed and contains a G-orbit, so it contains a
point mass. Therefore ϕ−1(δX) 6= ∅, so Gx ⊆ ϕ−1(δX) for some x ∈ X ′. Since δX is
weak∗-closed, minimality yields ϕ−1(δX) = X ′, and thus ϕ(X ′) = δX .

If ϕ1, ϕ2 : X ′ → X are continuous G-equivariant maps, then α(x) = 1
2(δϕ1(x) + δϕ2(x)) is

a continuous G-equivariant map X ′ → P(X). Therefore α(X ′) = δX and it follows that
ϕ1 = ϕ2. Since X is a minimal G-space, ϕ1 is surjective.

The above result has the interpretation that a G-boundary resembles a one-point
space in the category of minimal compact G-spaces and G-equivariant continuous maps,
strengthening the rigidity result for minimal proximal actions given in Lemma ...

We translate the above result to a C∗-algebra setting as follows. Recall for compact
Hausdorff spaces X and X ′ that there is a duality between continuous maps α : X ′ →
P(X) and u.c.p. maps α∗ : C(X)→ C(X ′) given by

α∗(f)(x′) = α(x′)(f), f ∈ C(X), x′ ∈ X ′. (..)

If X and X ′ are G-spaces, then α is G-equivariant if and only if α∗ is G-equivariant.

Corollary ... Let G be a Hausdorff topological group. If X ′ is a compact minimal
G-space and X is a G-boundary, then there is at most one G-equivariant u.c.p. map
C(X)→ C(X ′) and it is an injective ∗-homomorphism.

Proof. If ϕ : C(X) → C(X ′) is a G-equivariant u.c.p. map, the map α : X ′ → P(X)
given by α(x) = δx ◦ ϕ is G-equivariant and continuous, so it has image δX . Hence we
obtain a surjective G-equivariant continuous map ρ : X ′ → X such that α(x) = δρ(x).
As ϕ(f)(x) = α(x)(f) = f(ρ(x)), ϕ is a ∗-homomorphism and it is injective because ρ
is surjective. Finally, since ρ is the unique G-equivariant continuous map X ′ → X, ϕ is
also unique.

We shall now consider how these uniqueness results translate to the setting of state
spaces of C∗-algebras. For any compact convex subset Y of a locally convex space E,
there exists a unique weak∗-continuous, affine barycenter map β : P(Y )→ Y such that

f(β(µ)) =
∫
Y
f dµ
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for all continuous functions f : Y → R. In other words, any probability measure on Y
is represented by a unique point in Y . This result, known as the Choquet-Bishop-de
Leeuw theorem, is an immense asset to the study of compact convex spaces, and notably
provides an alternative proof of the Krein-Milman theorem. We refer to [, Chapter
] for details.

Remark ... With Y as above, then the barycenter map clearly satisfies β(δy) = y
for all y ∈ Y . Conversely, if y ∈ Y is an extreme point and β(µ) = y for some µ ∈
P(Y ), then µ = δy. Indeed, suppose that 1

2(ν1 + ν2) = µ for ν1, ν2 ∈ P(Y ). Then
f(1

2(β(ν1) + β(ν2))) = f(y) for any continuous real-valued linear functional f ∈ E∗. By
the Hahn-Banach theorem and the assumption that y is an extreme point, β(νi) = y
and

∫
Y f dµ =

∫
Y f dνi for i = 1, 2 and all continuous functions f : Y → R, so that µ is

an extreme point. Therefore µ ∈ δY , implying µ = δy.

Definition ... Let E be a locally convex space. If Y is a compact, convex subset of
E, equipped with an action of a topological group G by affine homeomorphisms, we say
that Y is a compact convex G-space. If Y contains no non-empty, proper, convex and
closed G-invariant subsets, the action of G on Y is irreducible.

Similar to Proposition .., an application of Zorn’s lemma yields that any compact
convex G-space contains an irreducible subset, i.e., a minimal non-empty, convex, closed
and G-invariant subset. Note, moreover, that if Y is a compact convex G-space and
β : P(Y )→ Y is the barycenter map, then β satisfies f(gβ(µ)) = f(β(gµ)) for f ∈ C(Y ),
g ∈ G and µ ∈ C(Y )∗, and is therefore G-equivariant.

The next result is due to Furstenberg, but first appeared in a seminal paper by
Glasner on proximal actions [].

Theorem ... Let E be a locally convex space and let Y ⊆ E be a compact convex
G-space. Then Y contains a G-boundary. In fact, if Y is irreducible, the closure of the
set K of extreme points of Y is the unique minimal subset of Y , and it is a G-boundary.
Conversely, if Y is the closed convex hull of a G-boundary inside E, then Y is irreducible.

Proof. Any compact convex G-space contains an irreducible subset, so we may assume
first that Y is irreducible. If X ⊆ Y is a minimal subset, then Y is the closed convex
hull of X. By Milman’s converse to the Krein-Milman theorem, K ⊆ X. Thus K ⊆ X,
and since K is G-invariant we have equality. Therefore, if we prove that X = K is a
strongly proximal G-space, then the first two assertions follow.

Let M ⊆ P(X) be a minimal subset, and let ι : X → Y be the inclusion map
with pushforward map ι∗ : P(X) → P(Y ). If β : P(Y ) → Y is the G-equivariant affine
barycenter map, then convβ(ι∗(M)) = Y since Y is irreducible. ThereforeK ⊆ β(ι∗(M))
by Milman’s converse, so that δK ⊆ ι∗(M) by the above remark. Therefore δK ⊆ M
and M = δK = δX by minimality, so the claim follows from Lemma .. (ii).

Finally, if X ⊆ E is a G-boundary and Y is the closed convex hull of X, then the
continuous G-equivariant map ∂FG → X ⊆ Y extends to an affine weak∗-continuous
map P(∂FG) → P(Y ). Composing this map with the barycenter map β : P(Y ) → Y
yields an affine, continuous and G-equivariant map Φ: P(∂FG) → Y . It is surjective
since X ⊆ Φ(δ∂FG) by construction. Finally, since ∂FG is a G-boundary, P(∂FG) is
evidently irreducible, and therefore Y is also irreducible.
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The above theorem has the effect that the Furstenberg boundary ∂FG admits an
equivariant continuous map into any compact convex G-space, which we will immedi-
ately take advantage of to the fullest. The following proposition was first proved by
Kalantar and Kennedy [] and describes the so-called G-injectivity trait of the unital
G-C∗-algebra C(∂FG). One should regard it as a G-equivariant Hahn-Banach theorem:
seeing as one may freely extend the domain of a C-valued positive map from a C∗-algebra
and retain the positivity, swapping C for C(∂FG) allows us to retain G-equivariance
of the map as well. We shall give a more detailed explanation of this aspect of the
Furstenberg boundary in Section .. The following proof, written in the language of
compact convex G-spaces, is in the vein of [, Proposition .]. Notice that we require
the C∗-algebras to be unital, as weak∗-compactness of the state spaces cannot be done
without.

Proposition ... Let G be a Hausdorff topological group and let A be a unital
G-invariant C∗-subalgebra of a unital G-C∗-algebra B. Then any G-equivariant u.c.p.
map A→ C(∂FG) extends to a G-equivariant u.c.p. map B → C(∂FG).

Proof. Let r : S(B)→ S(A) be the G-equivariant, continuous and affine restriction map.
If Φ: A → C(∂FG) is G-equivariant and u.c.p., then we consider the G-equivariant
continuous dual map φ : ∂FG → S(A) given by φ(x)(a) = Φ(a)(x). If Y ⊆ S(A) is
the closed convex hull of the G-boundary X = φ(∂FG) by Theorem .., then Y is
irreducible and X is the unique minimal subset of Y .

Since r−1(Y ) ⊆ S(B) is a compact convex G-space, there exists a G-boundary Y ′ ⊆
r−1(Y ) by Theorem ... Therefore, universality yields a G-equivariant continuous map
φ̃ : ∂FG → Y ′, so that we obtain a G-equivariant continuous map r ◦ φ̃ : ∂FG → Y . As
(r ◦ φ̃)(∂FG) is a minimal subset of Y , we have (r ◦ φ̃)(∂FG) = X. By uniqueness of the
G-equivariant surjection ∂FG→ X (Proposition ..), r ◦ φ̃ = φ, so we may define

Φ̃(b)(x) = φ̃(x)(b), b ∈ B, x ∈ ∂FG.

It is now easy to see that Φ̃ extends Φ and is G-equivariant, unital and positive; by [,
Theorem .] it is then completely positive.

Lemma ... For any Hausdorff topological group G, there exists an embedding of
C(∂FG) into C lu

b (G) as a G-invariant unital C∗-subalgebra. With respect to this embed-
ding, there exists a G-equivariant conditional expectation ρ : C lu

b (G)→ C(∂FG).

Proof. For x ∈ ∂FG, define a G-equivariant ∗-homomorphism P : C(∂FG)→ C lu
b (G) by

P (f)(g) = f(gx). By Proposition .. there is a G-equivariant u.c.p. map ρ : C lu
b (G)→

C(∂FG) extending the inclusion C1 ⊆ C lu
b (G). Corollary .. now yields that ρ ◦ P is

the identity map on C(∂FG), so that P is injective and P ◦ρ is a conditional expectation
of C lu

b (G) onto P (C(∂FG)).

Remark ... A C∗-algebra A is said to be monotone complete if every increasing
net of self-adjoint operators in A that is norm-bounded has a least upper bound in A.
It is well-known that a commutative unital C∗-algebra C(X) is monotone complete if
and only if X is extremally disconnected, meaning that closures of open subsets of X are
open [, Proposition III..]. A compact Hausdorff space that is extremally connected
is also called a Stonean space.
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For any non-empty set X, the C∗-algebra `∞(X) is evidently monotone complete. If
G is a discrete group, then the existence of a conditional expectation `∞(G)→ C(∂FG),
as verified above, now implies that C(∂FG) is monotone complete. One may see this
by means of an argument used in [, Theorem .], due to Tomiyama and Fakhoury.
Indeed, if (fi)i∈I is a bounded increasing net of real-valued functions in C(∂FG) ⊆
`∞(G), then (fi)i∈I has a least upper bound f in `∞(G). Then ρ(f) ≥ ρ(fi) = fi for
all i, and if g ∈ C(∂FG) is real-valued and satisfies g ≥ fi for all i, then g ≥ f and
g = ρ(g) ≥ ρ(f), so that ρ(f) ∈ C(∂FG) is a least upper bound for (fi)i∈I .

We note that this argument applies equally well to show that monotone completeness
is preserved by positive projections; we will return to the topic of monotone complete
C∗-algebras in Chapter .

Recalling our discussion of amenability in the previous section, we will now give a
characterization of amenability in terms of boundary actions.

Proposition ... Let N be a closed, normal, amenable subgroup of a locally compact
group G and let X be a G-boundary. Then N acts trivially on X.

Proof. By Theorem .., X has an N -invariant probability measure µ. Now let n ∈ N .
We then have n(gµ) = g(g−1ngµ) = gµ for all g ∈ G, so because δX is contained in the
weak∗ closure of Gµ it follows that n fixes every point in X.

The corollary below is due to Furstenberg [, Proposition .] and Glasner [,
Theorem .].

Corollary ... Let G be a locally compact group. Then ∂FG is a one-point space if
and only if G is amenable.

Proof. If G is amenable, then G acts trivially on the minimal G-space ∂FG by the
previous proposition, so that ∂FG is a one-point space. Conversely, if X is a compact
convex G-space, then let Y be an irreducible subset of X and let x ∈ Y . As the unique
minimal subset of Y is a G-boundary by Theorem .., it is trivial if ∂FG is a one-point
space, so gx = x for all g ∈ G. By Theorem .., G is amenable.

A generalization of the above corollary due to Furman [, Proposition ], which we
will now prove (Theorem ..), has turned out to be an essential component of the
study of C∗-simplicity and the unique trace property for discrete groups – in particular it
links the latter property to the amenable radical, as seen in the paper [] by Breuillard,
Kalantar, Kennedy and Ozawa. We provide further details in the next chapter.

Definition ... Let G be a group acting on a set X. For any x ∈ X, the stabilizer
subgroup Gx is the subgroup {g ∈ G | gx = x} of G.

Notice that if G is a topological group acting continuously on a Hausdorff space X,
then for each x ∈ X the stabilizer subgroup Gx is closed.

Theorem ... Let G be a locally compact group. Then R(G) =
⋂
x∈∂FGGx. In

particular, R(G) = {1} if and only if G admits a faithful boundary action. Moreover,
∂FG is G-equivariantly homeomorphic to ∂F (G/R(G)).
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Contemplating why this is true, notice that Lemma .. yields a G-equivariant u.c.p.
extension ρ : C lu

b (G) → C(∂FG) of the inclusion C ⊆ C lu
b (G). Then for any x ∈ ∂FG,

the linear functional δx◦ρ : C lu
b (G)→ C defines a mean on C lu

b (G) which is Gx-invariant.
If it were possible to define a Gx-equivariant embedding C lu

b (Gx) → C lu
b (G), then Gx

would be amenable, so that
⋂
x∈∂FGGx would be a closed, normal, amenable subgroup

of G. However, it is not clear why this would hold for any locally compact group G.
To remedy this, we require a notion first defined by Caprace and Monod in [].

Definition ... A subgroup H of a locally compact group G is said to be relatively
amenable in G if there exists an H-invariant mean on C lu

b (G).

It is evident that an amenable subgroup of a locally compact group is relatively
amenable, but it is still unknown whether the converse is true. In [], Caprace and
Monod prove that the class of locally compact groups such that each relatively amenable
subgroup is in fact amenable is very large and has a wealth of stability properties. For
instance, if G is a discrete group, then as C lu

b (H) = `∞(H) is contained in C lu
b (G) =

`∞(G) as an H-invariant C∗-subalgebra for every subgroup H ⊆ G. This inclusion is
obtained by identifying f ∈ `∞(H) with the function f̃ ∈ `∞(G) given by f̃(hr) = f(h),
for h ∈ H and r belonging to a subset of right coset representatives of H in G. Therefore
any H-invariant mean on `∞(G) restricts to an invariant mean on `∞(H), so that any
discrete group is contained in the aforementioned class. This proves Furman’s result
(Theorem ..) in the discrete case, as well as the following important observation.

Lemma ... For any discrete group G and any x ∈ ∂FG, the stabilizer Gx is an
amenable subgroup of G.

We will need one of the stability properties of relative amenability to complete the
proof of Theorem ... The result itself follows from combining an observation of
Derighetti [] with a result of Caprace and Monod [, Proposition ]: if N is a closed,
normal and relatively amenable subgroup of a locally compact group G, then N is
amenable. A more self-contained proof of this fact is given in [, Theorem ].

Proof of Theorem ... By Proposition .., R(G) ⊆
⋂
x∈∂FGGx. Since

⋂
x∈∂FGGx

is closed, normal and relatively amenable, it is amenable, so the reverse inclusion holds.
Thus R(G) = {1} if and only if the action of G on ∂FG is faithful, and if G admits a
faithful boundary action, then universality of the Furstenberg boundary implies that the
action of G on ∂FG is faithful too.

Now let N = R(G). The surjective product map G × ∂FG → G/N × ∂FG is open
and thus a quotient map. Since the G-action G × ∂FG → ∂FG is constant on sets
of the form gN × {x} for g ∈ G and x ∈ ∂FG, it passes to a continuous G/N -action
G/N ×∂FG→ ∂FG, with respect to which ∂FG is a G/N -boundary. Hence there exists
a G/N -equivariant continuous surjection ρ : ∂F (G/N) → ∂FG. Defining a G-action
on ∂F (G/N) by means of the quotient map G → G/N , ρ is G-equivariant, and since
∂F (G/N) is a G-boundary, there is a G-equivariant continuous surjection ϕ : ∂FG →
∂F (G/N). Due to Lemma .. ρ ◦ ϕ is the identity map, so that ϕ is injective.

We will finally discuss the notion of strong amenability. Since a group is amenable
if and only if it has trivial Furstenberg boundary, it is natural to ask when its universal
minimal proximal compact space is trivial.
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Definition ... A Hausdorff topological group G is said to be strongly amenable if
Π(G) is a one-point space.

The class of strongly amenable groups contains many well-known classes of groups.
To name one, if G is abelian and X is a minimal proximal G-space, then any g ∈ G
defines a G-equivariant continuous map x 7→ gx, meaning that it must be the identity
map by Lemma ... By minimality X is a one-point space, so that all abelian groups
are strongly amenable. In fact, Glasner proved that any compact extension of a nilpotent
group is strongly amenable [, Theorem .]. Since there is a G-equivariant continuous
surjection Π(G) → ∂FG for any locally compact group G, strong amenability implies
amenability, but the converse is not true: indeed, there exists a solvable, non-strongly
amenable group, in an example due to Furstenberg [, Example .]. Recently, it has
been shown by Hartman, Juschenko, Tamuz and Vahidi Ferdowsi [] that the Thompson
group F is not strongly amenable.

In the discrete case at the very least, we suspect that an analogue of the amenability
of stabilizer subgroups for the action of a group G on ∂FG holds for strong amenability,
i.e., that the stabilizer subgroups of a discrete group G acting on Π(G) are strongly
amenable.

. The universal minimal compact G-space

In this section, we take a closer look at the properties of the universal minimal compact
space of a discrete group, and we consider whether this space may be universal in other
respects than minimality. At the end, we include some original observations to shed
some light on this matter.

We gave a proof of the first half of this theorem, due to Ellis [], in Section .:

Theorem ... Let G be a Hausdorff topological group. There exists a universal mini-
mal compact G-spaceMG, i.e., for every minimal G-space X there exists a G-equivariant
continuous surjection MG → X. Moreover, MG is unique up to G-equivariant homeo-
morphism.

A proof of the second half will, as we shall now see, give a good look into what
additional structure one may find in MG.

First, we observe that by using the universal property of the greatest ambit SG, we
may extend the action of G on SG to a product SG×SG → SG, (x, y) 7→ xy, that extends
the topological group structure of G to a right-topological semigroup structure on SG,
i.e., the binary operation SG × SG → SG is continuous in the first variable. Indeed, for
fixed y ∈ SG there exists a unique G-equivariant continuous map Ry : SG → SG such
that Ry(1) = y. Defining xy := Ry(x) for x, y ∈ SG, it is easy to see that this binary
operation is associative and continuous in the first variable, its restriction to G × G is
the original binary operation on G and its restriction to G× SG is the G-action on SG.
Moreover, 1 ∈ G is the identity element of SG and if g ∈ G is fixed, then the self-map
x 7→ gx of SG is continuous by construction.

We will now take a closer look at the right-topological semigroup structure of SG.
A non-empty subset I of a semigroup E is called a left ideal of E if EI ⊆ I. Since G
is dense in SG, a subset Z ⊆ SG is then closed and G-invariant if and only if it is a
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closed left ideal in SG. Moreover, if Z ⊆ SG is minimal among left ideals of SG, then
Z = SGz = Gz for all z ∈ Z, so that Z is closed. It follows that Z ⊆ SG is a minimal
left ideal if and only if Z is a minimal subset with respect to the G-action on SG.

To make the semigroup structure of SG a bit more tangible, we need the following
lemma which, in the formulation below, is also due to Ellis [, Lemma ]. It requires
only one-sided continuity, as opposed to earlier versions by Numakura and Wallace.

Lemma ... Let E be a compact right-topological semigroup.

(i) E contains an idempotent element.
(ii) If S ⊆ E is a closed subset and x ∈ E satisfies x ∈ Sx, then there is an idempotent

e ∈ S such that ex = x.

Proof. (i) Consider the collection of closed non-empty subsets S of E satisfying S2 ⊆ S.
This collection is non-empty, as E2 ⊆ E, and by the finite intersection property and
Zorn’s lemma, this collection has a minimal element S. Now, for any x ∈ S, Sx is closed
and non-empty, and since (Sx)(Sx) ⊆ S3x ⊆ Sx and Sx ⊆ S it follows from minimality
that Sx = S. Therefore H = {y ∈ S | yx = x} is non-empty as well as closed, and since
H2 ⊆ H ⊆ S we have H = S. Hence x2 = x ∈ E.

(ii) Define H = {y ∈ S | yx = x}. Then H is closed and non-empty since x ∈ Sx.
Moreover, H2 ⊆ H so that H is a compact right-topological subsemigroup of E. We
then apply (i).

The above result, in particular (ii), now helps establish an array of algebraic proper-
ties for a minimal left ideal of the greatest ambit. The following two results are also due
to Ellis [].

Proposition ... Let Z be a minimal left ideal of a compact right-topological semi-
group E and let x ∈ Z.

(i) Z contains an idempotent.
(ii) Zx = Z.
(iii) For all idempotents e ∈ Z, xe = x.
(iv) There is z ∈ Z and an idempotent e ∈ Z such that ez = z and xz = zx = e.
(v) If a ∈ E and z ∈ Z satisfy xa = za, then x = z.

Proof. (i) follows from Lemma ... Moreover, Zx is a left ideal with Zx ⊆ Z, so
Zx = Z by minimality, yielding (ii). For (iii), let e ∈ Z be an idempotent element.
Then by (ii) there is y ∈ Z with ye = x, so that xe = ye2 = ye = x.

For (iv), note that by Lemma .. there is an idempotent e with ex = x since
x ∈ Z = Zx. Since e ∈ Z = Zx, let z ∈ Z with e = zx, and then take y ∈ Z with
e = yz. We now have

x = ex = yzx = ye = y,

so that e = xz = zx, proving (iv). Finally, for (v) let y = ax ∈ Z, so that xy = xax =
zax = zy. Due to (iv) there is r ∈ Z and an idempotent element e ∈ Z such that yr = e,
yielding x = xe = xyr = zyr = ze = z.
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Theorem ... If Z ⊆ SG is a minimal left ideal and η : Z → Z is a continuous
G-equivariant map, then there exists x ∈ Z such that η(z) = zx for all z ∈ Z. Moreover,
η is a homeomorphism.

Proof. Let e ∈ Z be an idempotent. Then ν(x) = η(xe), x ∈ SG, defines a G-equivariant
continuous map SG → SG. As ν(g) = gν(1) = Rν(1)(g) for all g ∈ G, it follows that
ν = Rν(1). For z ∈ Z, η(z) = η(ze) = ν(z) = zν(1) = zη(e) by Proposition .. (iii).
Since Zη(e) = Z, η is surjective, and if η(z1) = η(z2) for z1, z2 ∈ Z, then z1η(e) = z2η(e).
Therefore z1 = z2 by Proposition .. (v).

We can now prove the second half of Theorem ... Indeed, let MG be a minimal
subset of SG, i.e., MG is a minimal left ideal of SG. If Z is another universal minimal
compact G-space, then there exist continuous G-equivariant surjections ϕ1 : MG → Z
and ϕ2 : Z → MG. Composing the two yields a continuous G-equivariant surjection
ϕ2 ◦ ϕ1 : MG → MG which is a bijection due to Theorem ... Thus ϕ1 is injective,
which completes the proof. We can therefore speak of the unique universal minimal
G-space:

Definition ... For any Hausdorff topological group G, let MG denote the universal
minimal compact G-space.

In view of the types of group actions considered in Section ., it is natural to ask
the following: for a group G, what separates the universal minimal compact G-space
MG from the other universal compact G-spaces constructed, namely Π(G) and ∂FG? It
turns out that this is a very hard question to answer in full generality. We suspect, at
least for discrete groups G, thatMG is only a proximal G-space when G = {1}, although
we have not been able to verify why this should be so.

Of course there are simple ways of finding counterexamples to the statement that
MG is always homeomorphic to Π(G), as indicated by the following remark.

Remark ... Let G be a Hausdorff topological group containing a proper, closed
subgroup H of finite index. Then G/H is a compact Hausdorff G-space on which the
action is transitive. Since MG surjects G-equivariantly onto G/H, proximality of MG

would imply proximality of G/H, but this contradicts (ii) of Proposition ... Hence
MG/H is not a proximal G-space.

We can give a more complete description of what is required in order for MG to be
a proximal G-space.

Proposition ... Let G be a Hausdorff topological group and let MG ⊆ SG be the
universal minimal compact G-space. Then the following are equivalent:

(i) MG is a proximal G-space.

(ii) Every G-equivariant continuous surjection MG → Π(G) is a homeomorphism.

(iii) Every compact minimal G-space is proximal.

(iv) Every element in MG ⊆ SG is idempotent.

(v) Every element in any minimal left ideal of SG is idempotent.
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Proof. The implications (i)⇔ (ii)⇔ (iii) and (v)⇒ (iv) are clear. If MG contains z for
which z2 6= z, then the map x 7→ xz defines a G-equivariant continuous map Z → Z
(by Lemma .. (ii)) which is not the identity map. Therefore by Lemma .. MG

is not proximal, proving (i)⇒ (iv). Conversely, if every element in MG is idempotent,
then the only G-equivariant homeomorphism ofMG is the identity map due to Theorem
.. and Lemma .. (iii). By Remark .., MG is G-equivariantly homeomorphic
to Π(G). That (iv) implies (v) follows from the fact that any two minimal left ideals in
SG are isomorphic [, Theorem .].

One tactic for trying to prove that MG is not proximal is thus to find a non-idempo-
tent element in a minimal left ideal. We only give an idea of how this could be done in
the case when G is a discrete group.

For a discrete group G, we identify SG with the Stone-C̆ech compactification βG. It
is well-known that βG can be identified with the space of ultrafilters on G. To give a
short explanation of why this is so, we first recall that any subset of G is open in βG,
that G is dense in βG and that βG has the following universal property: for any compact
Hausdorff space X, any map G → X extends to a unique continuous map βG → X.
Using this property, one can then show that βG is an extremally disconnected topological
space, i.e., every open set in βG has open closure. To see this, one may first note that
any open set S ⊆ βG satisfies S = S ∩G since G is dense in βG, so that it suffices
to show that S is open for S ⊆ G. It follows that βG \ S ⊆ G \ S, and that S and
G \ S are disjoint by extending the characteristic function of S on G to a continuous
map βG→ {0, 1}.

Recall that a filter on G is a collection U of subsets of G that does not contain the
empty set and is stable under taking intersections and supersets. An ultrafilter on G
is a filter U on G such that any subset S ⊆ G satisfying G \ S /∈ U is contained in
U . Equivalently formulated, ultrafilters are maximal filters on G. Finally, an ultrafilter
U is principal if

⋂
S∈U S 6= ∅ – in which case

⋂
S∈U S consists of one point – and free

otherwise. We refer to [] for more information on filters and ultrafilters.
One may now show for any x ∈ βG that the collection U of subsets G ∩ U , where

U ⊆ βG is an open neighbourhood of x, is an ultrafilter on G, and that it is principal
if and only if x ∈ G. We identify any x ∈ βG with the corresponding ultrafilter U
on G, and the G-action on βG is given by left translation of the sets contained in the
ultrafilter.

If we are to explain how to interpret an idempotent element in MG in the language
of ultrafilters, let us first see what a product of two ultrafilters in βG looks like. The
following result can be found in [, Theorem .].

Theorem ... For all x, y ∈ βG and F ⊆ G, the following are equivalent:

(i) F ∈ xy.
(ii) There exists P ∈ x such that for all s ∈ P there is some Q ∈ y such that sQ ⊆ F .

Proof. (i)⇒ (ii): Let U be an open neighbourhood of xy ∈ βG such that F = U∩G ∈ xy.
By continuity there is an open neighbourhood V of x ∈ βG such that V y ⊆ U . Let
P = G ∩ V ∈ x and let s ∈ P . As sy ∈ V y ⊆ U , we can find an open neighbourhood
W of y ∈ βG such that sW ⊆ U by continuity of the G-action. In particular, by letting
Q = W ∩G ∈ y we see that sQ ⊆ sW ∩G ⊆ F .
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(ii) ⇒ (i): Let P ∈ x as in (ii) and for all s ∈ P , let Qs ∈ y with sQs ⊆ F . Let Vs
be an open neighbourhood of y such that Qs = G ∩ Vs. Then

sy ∈ sVs = sQs = sQs ⊆ F

for all s ∈ P , so that Py ⊆ F . Letting U be an open neighbourhood of x such that
P = G ∩ U , we have xy ∈ Uy = Py = Py ⊆ F . Thus F ∈ xy.

Let us now show that βG \ G contains a non-idempotent ultrafilter whenever G is
an infinite discrete group. Suppose that e ∈ βG \ G is an idempotent element. By the
above result, for all F ∈ e there exists P ∈ e such that for all s ∈ P there is a set Qs ∈ e
satisfying sQs ⊆ F . Fixing some s ∈ F ∩ P , then Q = Qs ∩ F ∩ (G \ {s}) satisfies
Q ⊆ F \ {s} and sQ ⊆ F . Therefore, to find non-idempotent elements in βG \ G for
infinite G it suffices to find a countably infinite subset F such that

{gs | g, s ∈ F, g 6= s} ∩ F = ∅,

i.e., an infinite “product-free” subset. This can be done as follows – we thank André
Henriques (of Utrecht University) for providing us with an idea for the following proof.
Let g1 be a non-identity element in G, and let g2 ∈ G \ {1, g1, g

−1
1 }. Then no product of

g1 and g2 equals g1, g2 or 1. Let F2 = {g1, g2}, define

G2 = {gs | g, s ∈ {1} ∪ F2 ∪ F−1
2 },

and take g3 ∈ G \ G2. Then no two-factor product of g1, g2 and g3 equals either g1,
g2 or g3. Letting F3 = {g1, g2, g3}, we define G3 by replacing F2 by F3, and proceed
inductively. The set F = {gn}n≥1 then has the desired properties.

The question is now whether one can ensure that a product-free subset F belongs
to an ultrafilter x contained in a minimal left ideal of βG, and it is possible to give a
precise formulation of what is needed. We refer to [, Theorem .] for a proof of the
following result.

Theorem ... Let A be a non-empty subset of a discrete group G. Then the following
are equivalent:

(i) A ∈ x for some ultrafilter x inside a minimal left ideal of βG.
(ii) There exists a finite subset F ⊆ G such that the family {

⋃
t∈F gtA | g ∈ G} has the

finite intersection property.

We say that a subset A ⊆ G is piecewise syndetic if it satisfies condition (ii). In a
sense, a piecewise syndetic subset of a group is a subset to which all elements in the
group have “short distance”. A good visual to keep in mind here is the odd integers in Z
– incidentally, it is clearly also product-free (the existence of a non-idempotent ultrafilter
in MZ can also be concluded by Proposition .., since Z is strongly amenable).

Our conclusion is therefore that if a discrete group G contains a piecewise syndetic,
product-free subset, then MG is not a proximal G-space. However, we have not verified
whether every non-trivial discrete group has this property (it may be easy!).

For the rest of this section, we will concentrate solely on finding criteria for a discrete
group G not to satisfy MG

∼= Π(G) or MG
∼= ∂FG.
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Definition ... Let G be a group acting on a set X. The action of G on X is said
to be free if Gx = {1} for all x ∈ X, and faithful if

⋂
x∈X Gx = {1}.

Using the structure of βG as the space of ultrafilters on G, we have the following
theorem, due to Ellis []. Veech gave a proof of the locally compact case in [].

Theorem ... The action of a discrete group G on βG is free. In particular, the
action of G on the universal minimal compact G-space MG is free.

Proof. Let g ∈ G \ {1}. Then F = {F |F ⊆ G and gF ∩ F = ∅} is a non-empty
collection of subsets of G, partially ordered by inclusion. If (Fi)i∈I is an increasing chain
of subsets of F , then for any distinct i, j ∈ I we may assume i ≤ j and note that
gFi ∩ Fj ⊆ gFj ∩ Fj = ∅, implying that

⋃
i∈I Fi is an upper bound. Hence F has a

maximal subset F by Zorn’s lemma. If s ∈ G \ (gF ∪ F ), then by maximality we have
F ∪ {s} /∈ F , so that (gF ∪ {gs}) ∩ (F ∪ {s}) 6= ∅. Therefore gs ∈ F and s ∈ g−1F , so
that G = F ∪ gF ∪ g−1F .

Assuming now that x ∈ βG satisfies gx = x, then g−1x = x too, and

x = {gS |S ∈ x} = {g−1S |S ∈ x}.

As x contains at least one of the sets F, gF, g−1F , it must contain all of them, but then
∅ = F ∩ gF ∈ x, a contradiction. Hence G acts freely on βG.

Remark ... Let G be a discrete group with universal minimal compact G-space
MG and suppose that MG is G-equivariantly homeomorphic to Π(G). If N is a normal
subgroup of G, then the quotient map G → G/N defines a minimal G-action on the
universal compact minimal G/N -space MG/N . By assumption, this action is now proxi-
mal, but due to how we defined the G-action on G/N it follows that the G/N -action on
MG/N is also proximal. In particular the action of G/N on Π(G/N) is free by the above
theorem.

We do not know whether freeness of the action of a discrete group G on Π(G) can be
characterized in terms of the algebraic structure of the group. What we can say is that
G is icc whenever G acts faithfully on a minimal proximal compact G-space X. Indeed,
if g ∈ G has finite conjugacy class, then the centralizer H of g ∈ G has finite index in G.
The action of H on X is minimal and proximal [, Lemma III..], so since the map
X → X given by x 7→ gx is H-equivariant and continuous, Lemma .. yields gx = x
for all x ∈ X. By faithfulness, g = 1.

Remark ... Remark .. still holds if we replace Π(G) with the Furstenberg
boundary ∂FG. In this case we can say a bit more, thanks to a theorem by Breuillard,
Kalantar, Kennedy and Ozawa to be elaborated upon in the next chapter (Theorem
..): the action of a discrete group G on ∂FG is free if and only if G is C∗-simple.
Hence if G has a non-C∗-simple quotient, the universal minimal compact G-space is not
strongly proximal.

We conclude the chapter in humble fashion by combining the pieces of information
from the above discussion. Note that the existence of a finite index subgroup implies the
existence of a finite index normal subgroup and thus a finite quotient (see Proposition
..), so that Remark .. is also covered.
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Proposition ... Let G be a discrete group and let MG be the universal minimal
compact G-space.

(i) If G has a non-icc quotient or contains a piecewise syndetic, product-free subset,
then MG is not a proximal G-space, nor a strongly proximal G-space.

(ii) If G has a non-C∗-simple quotient, then MG is not a strongly proximal G-space.

In particular, if a discrete group G has non-trivial abelianization, then MG is not
proximal. Since the abelianization of any non-abelian free group F is the free abelian
group of the same set of generators,MF is not a proximal F-space. Many other examples
can be found this way.



Chapter 

C∗-simple discrete groups

In this chapter, we discuss important applications of the theory of boundary actions to
reduced group C∗-algebras, the chief situation of interest being when the reduced group
C∗-algebra is simple and/or has a unique tracial state. We give a runthrough of the
recent characterizations of these two situations made by Kalantar and Kennedy, and
Breuillard, Kalantar, Kennedy and Ozawa, and finally we give examples of groups with
these properties. The last two sections of this chapter constitutes our own work with
Tron Omland on the topic of C∗-simplicity of non-ascending HNN extensions.

. Prologue

In this section, we give definitions of the two properties for discrete groups to be in-
vestigated in this chapter, and we use the opportunity to give some historical remarks,
explaining how these properties came to be considered important, in order to set the
stage properly for the next section. We follow [] and [].

For a discrete group G, consider the group algebra `1(G) equipped with the following
product and involution:

(xy)(s) =
∑
g∈G

x(g)y(g−1s), x∗(s) = x(s−1), x, y ∈ `1(G), s ∈ G.

The product is also known as the convolution of two functions x, y : G → C. With
respect to these operations and the usual 1-norm, `1(G) is a Banach ∗-algebra with
identity δ1. The characteristic functions δg ∈ `1(G) satisfy δgδ∗g = δ∗gδg = δ1, and the
self-adjoint subalgebra Cc(G) of finitely supported functions on G constitute a dense
subset of `1(G).

Recalling that any ∗-homomorphism from a Banach ∗-algebra to a C∗-algebra is
contractive [, Proposition ..], we define a norm ‖ · ‖u on `1(G) by setting ‖x‖u =
sup ‖π(x)‖ for x ∈ `1(G), where π runs through all non-degenerate representations
of `1(G) on a Hilbert space. Completing `1(G) with respect to ‖ · ‖u, we obtain the
unital C∗-algebra known as the full group C∗-algebra, and it is denoted by C∗(G). By
definition, any non-degenerate representation of `1(G) on a Hilbert space H extends to a
non-degenerate representation of C∗(G) onH, and this correspondence of representations
is one-to-one.


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A unitary representation of G is a group homomorphism of G into the group U(H)
of unitary operators on some Hilbert space H. There is a one-to-one correspondence be-
tween unitary representations of G and non-degenerate representations of `1(G), given
by mapping f =

∑
g∈G f(g)δg ∈ `1(G) to the operator

∑
g∈G f(g)πg in B(H), where

π : g 7→ πg is a unitary representation of G on the Hilbert space H. In particular,
any unitary representation of G can be used to construct a C∗-algebra. Indeed, if
π : C∗(G) → B(H) is the non-degenerate representation induced by a unitary represen-
tation π : G→ U(H), then the C∗-algebra associated to π is given by C∗π(G) = π(C∗(G)).

We next consider the (left) regular representation λ in the unitary group of `2(G),
given by left translation:

[λgξ](s) = ξ(g−1s), g, s ∈ G, ξ ∈ `2(G).

With respect to the canonical orthonormal basis {δs | s ∈ G} of `2(G), λ uniquely satisfies

λgδs = δgs, g, s ∈ G.

The reduced group C∗-algebra C∗r (G) is the C∗-algebra C∗λ(G) associated to λ, and C∗r (G)
is therefore the norm-closure in B(`2(G)) of the set of operators of the form

∑
g∈G ηgλg,

where ηg ∈ C is non-zero for at most finitely many g ∈ G. Moreover, C∗r (G) is equipped
with a faithful tracial state τ , given by τ(x) = 〈xδ1, δ1〉. We refer to τ as the canonical
tracial state on C∗r (G).

Definition ... A discrete group G is said to be C∗-simple if C∗r (G) is a simple
C∗-algebra, and it is said to have the unique trace property if C∗r (G) admits a unique
tracial state.

We briefly remark that Bédos was the first to use the word “C∗-simple” in an article
[]; nonetheless, this name did not gain ground until de la Harpe’s  survey [].

In the seminal four-paper series On rings of operators (–) by Murray and
von Neumann, laying the foundation for the topic of classification for von Neumann
algebras, group von Neumann algebras were among the first concrete examples given
[, §.]. In their study, they gave a sufficient and necessary criterion for a discrete
group G to generate a factor (that is, a von Neumann algebra with trivial center) from
its left regular representation: G had to be icc.

With the advent of C∗-algebras in the ’s came a desire to translate the classifi-
cation results of Murray and von Neumann into C∗-algebraic versions. The observation
that the kernel of a ∗-homomorphism between two von Neumann algebras that also re-
spects the topologies (nowadays known as a normal ∗-homomorphism), always has a max-
imal projection which is central in the domain, implies that a normal ∗-homomorphism
from a factor will necessarily be one-to-one. As a consequence, simplicity of a C∗-algebra
naturally arose as the C∗-analogue of being a factor.

In a  survey on problems and results in functional analysis [], Kaplansky posed
the question whether a simple C∗-algebra always contained a non-trivial projection; he
had first discussed the question with Kadison nine years earlier. At a conference in Baton
Rouge in , Dixmier again raised the question. Kadison suggested to Robert T.
Powers, a then newly-hatched PhD student from Princeton University, that the reduced
group C∗-algebra of the free group F2 of rank two might provide a counterexample.
Within a week, Powers had proved that this C∗-algebra was in fact simple [, p. ],
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finally publishing the result in  []. In , Pimsner and Voiculescu gave a proof
that this C∗-algebra did indeed contain only trivial projections.

After the result of Powers, the question of when the reduced group C∗-algebra of
a discrete group is simple slowly gained interest. Powers had also proved that the
aforementioned reduced group C∗-algebra had a unique tracial state. Generalizing both
the result of Powers and an analoguous result due to Choi for the free product Z2 ∗ Z3
[], Paschke and Salinas proved in  that simplicity and uniqueness of the tracial
state held equally true for the reduced C∗-algebra of a non-degenerate free product, using
the techniques of Powers developed in his proof. Moreover, they also proved that any
group satisfying either of these two properties must also have trivial amenable radical
[].

In , Pierre de la Harpe published a survey [] on groups with simple reduced
group C∗-algebras admitting a unique tracial state, asking several questions some of
which would continue to be open problems until . Among these were the question
whether simplicity of the reduced group C∗-algebra would imply uniqueness of the tra-
cial state, or vice versa. Harpe also coined the notion of a Powers group, meaning a
group that had combinatorial traits similar to those of F2 that yielded Powers’ 
result, and he found many new examples of Powers groups, most of which were obtained
from investigating hyperbolic actions. Most importantly, Powers groups were shown
to be C∗-simple and have the unique trace property. The year after, de la Harpe and
Skandalis proved that Powers groups had the remarkable property that reduced crossed
products over Powers groups were simple if and only if the trivial ideals in the underlying
C∗-algebra were the only ones to be invariant under the group action [].

Following the work of de la Harpe, C∗-simplicity has really become a topic in its
own right, especially when viewed as a sort of polar opposite to amenability. Whereas
amenable groups are quite “benevolent” in their behaviour towards dynamical systems in
particular (as already evidenced in Section .), C∗-simple groups constitute a class of
very non-amenable groups that nonetheless behave quite nicely, especially with respect
to reduced crossed products.

. C∗-simplicity and boundary actions

In this section, we present some of the recent advances in C∗-simplicity and the unique
trace property, including both the dynamical characterization of C∗-simplicity in terms
of boundary actions, due to Kalantar and Kennedy [], and the fact that C∗-simple
groups always have the unique trace property, due to Breuillard, Kalantar, Kennedy and
Ozawa []. To obtain the most efficient proofs, we combine arguments from the original
paper [] with techniques found in [], [] and []. We also briefly mention other
recent results on the same topic.

For an action α of a discrete group G on a C∗-algebra A, let us first recall the
definition and properties of the reduced crossed product Aor G (cf. [, Chapter .]).
We will define the more general case of a reduced twisted crossed product in Chapter ,
but it is worth treating this simpler set-up first. We keep in mind that the properties to
ensure for this C∗-algebra is that its multiplier algebra contains a copy of the group G
as a subgroup of unitary operators, and a copy of A in such a way that the action of G
on A is implemented by the unitary multipliers of G.
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Let `1(G,A) denote the space of functions x : G → A satisfying
∑
g∈G ‖x(g)‖ < ∞.

We will often use the notation x =
∑
g∈G xgδg for a function x ∈ `1(G,A), where

xg = x(g) ∈ A for g ∈ G. We next equip `1(G,A) with a product and involution by
defining

(xy)(s) =
∑
g∈G

x(g)(gy(g−1s)), x∗(s) = sx(s−1)∗,

so that `1(G,A) becomes a Banach ∗-algebra in the 1-norm. We identify A with the
image of A under the ∗-homomorphism a 7→ aδ1. Notice also that the subset Cc(G,A)
of finitely supported functions G → A is a dense ∗-subalgebra of `1(G,A), and that an
approximate identity (ei) in A yields an approximate identity (eiδ1) in `1(G,A).

A covariant representation of the C∗-dynamical system (A,G, α) is a triple (π, u,H),
where H is a Hilbert space, π : A → B(H) is a non-degenerate representation and
u : G → U(H) is a unitary representation, such that π(ga) = ugau

∗
g for g ∈ G and

a ∈ A. We often suppress the Hilbert space H from the notation if it is clear from the
context. The associated integrated form of a covariant representation (π, u) is the map
π × u : `1(G,A)→ B(H) defined by

(π × u)(x) =
∑
g∈G

π(xg)ug, x ∈ `1(G,A).

The full crossed product of (A,G, α), denoted by Aoα G = AoG, is the completion of
`1(G,A) or Cc(G,A) with respect to the norm

‖x‖u = sup ‖(π × u)(x)‖, x ∈ `1(G,A),

the supremum taken over all (cyclic) covariant representations (π, u,H) of (A,G, α).
To define the reduced crossed product, we assume that A ⊆ B(H) is faithfully

represented and define a faithful representation π : A → B(H ⊗ `2(G)) and a unitary
representation λ : G→ B(H ⊗ `2(G)) by

π(a)(ξ ⊗ δs) = (s−1a)ξ ⊗ δs, λg(ξ ⊗ δs) = ξ ⊗ δgs, a ∈ A, ξ ∈ H, g, s ∈ G.

It is easily verified that (π, λ,H ⊗ `2(G)) is a covariant representation of (A,G, α),
and we call it a regular representation of this C∗-dynamical system. Notice also that
λ is actually an amplification of the left regular representation of G on `2(G). The
associated form π × λ : `1(G,A) → B(H ⊗ `2(G)) is faithful, and the reduced crossed
product A oα,r G = A or G is the completion of `1(G,A) or Cc(G,A) in the reduced
norm

‖x‖r = ‖(π × λ)(x)‖B(H⊗`2(G)), x ∈ `1(G,A).

Equivalently, A or G can be taken to be the norm closure of the image of π × λ or
π × λ|Cc(G,A). It is well-known that A or G does not depend on the choice of faithful
representation A ⊆ B(H) (see, e.g., [, Proposition ..]). We define a G-action
on A or G by means of the inner automorphisms g 7→ Ad(λg), so that the inclusion
A ⊆ Aor G is G-equivariant.

Identifying A via its image under π, then the reduced crossed product also has the
nifty property of admitting a faithful conditional expectation EA : A or G → A that is
G-equivariant and uniquely satisfies EA(x) = x1 for all x =

∑
g∈G xgλg ∈ `1(G,A) ⊆

A or G. This will be referred to as the canonical conditional expectation, and we will
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write E instead of EA, if the dynamical system is clear from the context. The existence
of a faithful conditional expectation of A or G onto A also characterizes the reduced
crossed product among all C∗-algebras generated by the image of (the integrated form
of) a covariant representation of (A,G, α) [, Théorème .].

In fact, something more general holds. If H ⊆ G is a subgroup, then there exists an
injective ∗-homomorphism A or H → A or G that extends the inclusion Cc(H,A) →
Cc(G,A), and if we identify A or H with its image under this ∗-homomorphism, there
exists a faithful conditional expectation EH : A or G → A or H that uniquely satisfies
EH(λg) = 0 for all g /∈ H. We give a proof in the more general case of reduced twisted
crossed products in Proposition ...

Finally we mention that if A,B are G-C∗-algebras and ϕ : A→ B is a G-equivariant
c.c.p. map, then the map ϕ̃ : `1(G,A)→ `1(G,B) given by

ϕ(x)g = ϕ(xg), x ∈ `1(G,A), g ∈ G,

extends to a c.c.p. map ϕ̃ : AorG→ BorG [, Lemma ..]. Notice that ϕ̃ uniquely
satisfies

ϕ̃(aλg) = ϕ(a)λg, a ∈ A, g ∈ G.

More often than not, it happens that a property of ϕ is inherited by ϕ̃. It is easy to
show that this includes faithfulness, surjectivity and being a ∗-homomorphism.

In order to state the results of Kalantar and Kennedy, we need first to introduce the
notion of a topologically free action.

Definition ... For an action of a discrete group G on a topological space X, define

Xg = {x ∈ X | gx = x}, g ∈ G.

We say that the action of G on X is topologically free if Xg has empty interior for all
g ∈ G \ {1}.

There is another way of describing topological freeness, in terms of subgroups of the
group G. If we define G◦x = {g ∈ G | gx′ = x′ for all x′ in a neighbourhood of x} for
all x ∈ X, then it is easy to see that the action of G on X is topologically free if and
only if G◦x = {1} for all x ∈ X. Notice also that G◦x is always a normal subgroup of the
stabilizer Gx, and that the action of G on X is free if Xg is empty for all g ∈ G \ {1}.

Another notion that will be most helpful in our own results is the following.

Definition ... Let A and B be C∗-algebras and let ϕ be a c.c.p. map ϕ : A → B.
The multiplicative domain mult(ϕ) of ϕ is the subset of A given by

mult(ϕ) = {a ∈ A | ϕ(a∗a) = ϕ(a)∗ϕ(a), ϕ(aa∗) = ϕ(a)ϕ(a)∗}.

A result of Choi [, Theorem .] (and indeed, the reason for naming the above
subset so) is that for ϕ as above,

mult(ϕ) = {a ∈ A | ϕ(ax) = ϕ(a)ϕ(x), ϕ(xa) = ϕ(x)ϕ(a) for all x ∈ A}.
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In particular, if B ⊆ A is a C∗-subalgebra and ϕ : A → B is a c.c.p. map that restricts
to the identity map on B, then ϕ is in fact a conditional expectation of A onto B.

We now prove a commutative version of a theorem of Archbold and Spielberg [, Theo-
rem ].

Proposition ... Let X be a compact G-space on which the action of G is topologically
free. If I ⊆ C(X) or G is a closed ideal such that I ∩ C(X) = {0}, then I = {0}.

Proof. Let E : C(X) or G → C(X) be the canonical conditional expectation. Since E
is faithful, it is enough to show that E(I) = {0}. Assume for a contradiction that
there exists a ∈ I with E(a) 6= 0. Then there exists b ∈ Cc(G,C(X)) such that
2‖a − b‖ < ‖E(a)‖. Letting S = {g ∈ G \ {1} | bg 6= 0}, then X \ Xg is open and
dense in X for all g ∈ S by hypothesis, so that Y =

⋂
g∈S\{1}(X \Xg) is open and dense

in X as well.
Now fix y ∈ Y . Since I ∩ C(X) = {0}, we obtain a ∗-homomorphism

ϕ0 : C(X) + I → (C(X) + I)/I ∼= C(X) δy→ C

satisfying ϕ0|C(X) = δy and ϕ0|I = 0. Letting ϕ : C(X) or G → C be a Hahn-Banach
extension of ϕ0, then ϕ is a state. For g ∈ S \ {1} there exists f ∈ C(X) with f(y) 6=
f(g−1y). As C(X) + I ⊆ mult(ϕ0) ⊆ mult(ϕ), we now see that

ϕ(λg)f(y) = ϕ(λg)ϕ(f) = ϕ(λgf) = ϕ(gfλg) = ϕ(gf)ϕ(λg) = f(g−1y)ϕ(λg).

Therefore ϕ(λg) = 0, so that

ϕ(b) =
∑
g∈S

ϕ(bgλg) =
∑
g∈S

ϕ(bg)ϕ(λg) = ϕ(b1) = b1(y) = E(b)(y).

Since a ∈ I we have ϕ(a) = 0, so that |E(b)(y)| = |ϕ(b)| = |ϕ(b − a)| ≤ ‖b − a‖ for all
y ∈ Y . Therefore ‖E(b)‖ ≤ ‖b− a‖ since Y is dense in X, but then

‖E(a)‖ ≤ ‖E(a− b)‖+ ‖E(b)‖ ≤ 2‖a− b‖ < ‖E(a)‖,

a contradiction. Hence E(I) = {0}.

The above result also holds true for topologically free actions on C∗-algebras that are
possibly non-unital and non-commutative; we refer to the original article [] for details.

If X is a compact G-space and x ∈ X, then by composing the faithful conditional
expectation EG◦x : C(X) or G→ C(X) or G

◦
x and the ∗-homomorphism C(X) or G

◦
x →

C∗r (G◦x) extending the G◦x-equivariant ∗-homomorphism δx : C(X) → C, we obtain a
u.c.p. map Ex : C(X) or G→ C∗r (G◦x), satisfying

Ex(fλg) = f(x)EG◦x(λg), f ∈ C(X), g ∈ G.

The next result is a reformulation of [, Lemma .], the chief inspiration for our proof
being a result by Kawamura and Tomiyama [, Theorem .].

Proposition ... Let X be a compact G-space for which {x ∈ X |G◦x is amenable} is
dense in X. If the action of G on X is not topologically free, then there exists a non-zero
closed ideal I ⊆ C(X) or G for which I ∩ C(X) = {0}.
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Proof. Let Xam = {x ∈ X |G◦x is amenable}. For every x ∈ Xam there exists a
∗-homomorphism τ : C∗r (G◦x) → C such that τ(λg) = 1 for all g ∈ G◦x [, Theorem
..]. We then define ϕx = τ ◦ Ex. Notice that C(X) ⊆ mult(ϕx) by construction.

If the action of G on X is not topologically free, then there exists g ∈ G \ {1}
and a non-zero function ξ ∈ C(X) with support contained in the interior of Xg. Then
ξ − ξλg 6= 0, so the closed ideal I ⊆ C(X) or G generated by ξ − ξλg ∈ Cc(G,C(X))
is non-zero. We now claim that C(X) ∩ I = {0}. To see this, we first observe that for
x ∈ Xam, f1, f2 ∈ C(X) and h, s ∈ G,

ϕx(f1λh(ξ − ξλg)λsf2) = f1(x)ϕx(λhξλs − λhξλgs)f2(x)
= f1(x)ξ(h−1x)(ϕx(λhs)− ϕx(λhgs))f2(x) = 0.

Indeed, if ξ(h−1x) 6= 0, then h−1x is contained in the interior U of Xg, so that hg−1h−1

acts as the identity on hU . In particular, (hs)(hgs)−1 = hg−1h−1 ∈ G◦x, so that hs ∈ G◦x
if and only if hgs ∈ G◦x, so that ϕx(λhs) = ϕx(λhgs). Since the linear span of all elements
of the form f1λh(ξ−ξλg)λsf2 is dense in I, we have ϕx(I) = {0} for all x ∈ Xam. Finally,
if f ∈ C(X) ∩ I then f(x) = ϕx(f) = 0 for all x ∈ Xam, so f = 0 by Xam being dense
in X.

For later reference we include a theorem of Frolík on homeomorphisms of Stonean
spaces [, Theorem .]. A more self-contained proof is given in [, Proposition .].

Theorem ... Let X be a Stonean space (see Remark ..). If f : X → X is a
homeomorphism, then the fixed point set of f is clopen. In particular, a group action on
X is topologically free if and only if it is free.

We are now ready to prove the theorem of Kalantar and Kennedy [, Theorem
.] that characterizes C∗-simplicity in terms of boundary actions. The equivalence of
topological freeness and freeness of the action in (vi) was first observed by Kalantar,
Kennedy, Breuillard and Ozawa [, Theorem .].

Theorem ... Let G be a discrete group. Then the following are equivalent:

(i) G is C∗-simple.
(ii) C(X) or G is simple for some G-boundary X.
(iii) C(X) or G is simple for all G-boundaries X.
(iv) C(∂FG) or G is simple.
(v) The action of G on some G-boundary is topologically free.
(vi) The action of G on ∂FG is free, or equivalently, topologically free.

Proof. The implications (iii)⇒ (ii), (iii)⇒ (iv) and (vi)⇒ (v) are trivial. Moreover, by
the Frolík theorem, the action of G on ∂FG is topologically free if and only if it is free,
since ∂FG is Stonean (Remark ..). (v) ⇒ (ii) and (vi) ⇒ (iv) follow from Theorem
... If C(∂FG) or G is simple, then since all stabilizer subgroups for the G-action on
∂FG are amenable by Lemma .., the action of G on ∂FG is topologically free by
Proposition .., proving (iv) ⇒ (vi).

We next prove (i) ⇒ (iii). Let X be a G-boundary. By Corollary .. we may
assume that there is a G-equivariant unital C∗-subalgebra inclusion C(X) ⊆ C(∂FG).
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Let π : C(X)orG→ B be a unital ∗-homomorphism. We define an action of G on B by
means of the inner automorphisms Ad(π(λg)) of B, so that π becomes G-equivariant.
Via the inclusion C ⊆ C(X), we view C∗r (G) as a unital G-invariant C∗-subalgebra
of C(X) or G. If C∗r (G) is simple, then π|C∗r (G) is injective, so the canonical tra-
cial state τ : C∗r (G) → C ⊆ C(∂FG) extends to a G-equivariant u.c.p. map τ̃ : B →
C(∂FG) such that τ̃ ◦ π|C∗r (G) = τ by Proposition ... By Corollary .. the map
τ̃ ◦ π|C(X) : C(X) → C(∂FG) is the inclusion map C(X) ↪→ C(∂FG). In particular,
C(X) ⊆ mult(τ̃ ◦ π). If E : C(X) or G → C(X) is the canonical faithful conditional
expectation, then τ̃(π(fλg)) = fτ(λg) = E(fλg) in C(∂FG) for all f ∈ C(X) and g ∈ G.
Hence τ̃ ◦ π = E, meaning that π is faithful and therefore injective, so C(X) or G is
simple.

To complete the proof, we need to prove (ii) ⇒ (i). If C(X) or G is simple for some
G-boundary X, let I ⊆ C∗r (G) be a proper closed ideal. If ϕ : C∗r (G) → C is a state
such that ϕ(I) = {0}, extend ϕ to a state on C(X) or G and let (gi) be a net in G
such that giµ → δx for some x ∈ X where µ = ϕ|C(X). By weak∗-compactness we may
assume that (ϕ◦Ad(λgi)) converges to some state ψ on C(X)orG, so that ψ|C(X) = δx
and ψ|I = 0. In particular, C(X) ⊆ mult(ψ). Now for any b ∈ I, f1, f2 ∈ C(∂FG) and
g1, g2 ∈ G,

ψ((f1λg1)b(f2λg2)) = f1(x)ψ(λg1bλg2)f2(g2x) = 0,

since λg1bλg2 ∈ I. Hence the ideal generated by I is proper, so I = {0} because
C(∂FG) or G was assumed to simple. Therefore C∗r (G) is simple.

Remark ... From the above theorem, it follows that any C∗-simple discrete group
G has trivial amenable radical. Indeed, if the action of G on ∂FG is free, then R(G) =⋂
x∈∂FGGx = {1} by Theorem ...

Remark ... Since the result of Kalantar and Kennedy, other characterizations of
C∗-simplicity have been obtained, a few of which we will list here.

A. Simplicity of reduced crossed products. Breuillard, Kalantar, Kennedy and
Ozawa proved that C∗-simple discrete groups have the property that a reduced
crossed product A or G of a unital G-C∗-algebra by G is simple if and only if
A is G-simple, meaning that A has no non-trivial G-invariant closed ideals [,
Theorem .]. This settled a question of de la Harpe and Skandalis [] in the
affirmative; we will generalize this result in Chapter .

B. An averaging property. Independently of one another, Haagerup [] and
Kennedy [] proved that a discrete group G is C∗-simple if and only if for all
t1, t2, . . . , tm ∈ G \ {1} and ε > 0 there exist s1, . . . , sn ∈ G such that∥∥∥∥∥ 1

n

n∑
k=1

λsktjs−1
k

∥∥∥∥∥ < ε.

This characterization was significant, because many previously studied classes of
C∗-simple groups were always shown to satisfy an at most minor variant of the
latter property – in fact, it was part of the original proof of Powers that F2
is C∗-simple. We will prove in Chapter  that reduced crossed products over
C∗-simple groups satisfy a similar property.
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We also record that the above property is a group C∗-algebra variant of the Dixmier
property. A unital C∗-algebra A is said to satisfy the Dixmier property if the closed
convex hull of {uau∗ |u ∈ U(A)} intersects the centre of A for all a ∈ A. Haagerup
and Zsidó proved that a unital, simple C∗-algebra A always satisfies the Dixmier
property, and that the intersection of the aforementioned closed convex hull and
the centre always reduces to a point, if the C∗-algebra has a unique tracial state
[].

C. Recurrent subgroups. In [], Kennedy obtained an algebraic characterization
of C∗-simplicity by means of the notion of recurrence for subgroups. Recurrence
is a group-theoretical version of the topological-dynamical notion of a uniformly
recurrent subgroup. If we say that a subgroup H of a group G is recurrent if there
exists a finite subset F ⊆ G\{1} such that F ∩gHg−1 6= ∅ for all g ∈ G, a discrete
group is C∗-simple if and only if it has no amenable, recurrent subgroups.

We finally state the infamous result by Breuillard, Kalantar, Kennedy and Ozawa
[, Corollary .] that settles one half of the question of de la Harpe: whether there
exist C∗-simple groups without the unique trace property.

Theorem ... Let G be a discrete group with amenable radical R(G). Then g ∈ G
satisfies τ(λg) = 0 for all tracial states τ on C∗r (G) if and only if g /∈ R(G). In particular,
G has the unique trace property if and only if R(G) = {1}.

Proof. We will generalize “if” in Chapter  (specifically, Theorem ..), so we omit the
proof of that implication for now. For the converse, we may compose the conditional
expectation C∗r (G) → C∗r (R(G)) with the trivial representation C∗r (R(G)) → C (the
existence of which follows from amenability of R(G) [, Theorem ..]), yielding a state
τ : C∗r (G) → C such that τ(λg) = 1 for all g ∈ R(G). As R(G) is normal, then for any
two g, h ∈ G we have gh ∈ R(G) if and only if hg ∈ R(G), implying τ(λgλh) = τ(λhλg).
Hence τ is a tracial state on C∗r (R(G)).

The original proof makes use of Furman’s theorem (Theorem ..) as well as the
fact that C(∂FG) is G-injective, as formulated in Proposition ... A later proof due
to Haagerup, which will serve as the main inspiration for our generalization in Chapter
, also makes use of Furman’s result, but reduces the ingredients of the proof to the fact
that ∂FG is a G-boundary [, Theorem .].

Let us end the section by mentioning that Kennedy and Raum have recently gener-
alized the above theorem to the setting of locally compact groups [], their main result
being the reduced group C∗-algebra of a locally compact group G admits a non-zero
tracial positive linear functional τ if and only if the amenable radical R(G) is an open
subgroup. In this case, every such τ is concentrated on R(G).

. Stability properties

In this section, we give some examples of what stability properties that the classes of
C∗-simple groups and groups with trivial amenable radical satisfy. In all known cases
these properties overlap, and we will use them in the next section to give additional
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examples of C∗-simple groups other than using the criteria for C∗-simplicity in the
previous section.

We first establish stability criteria to ensure that a lot of other stability properties
are automatically satisfied for any class of groups.

Proposition ... Let P be a property for discrete groups such that

(a) the trivial group {1} has property P ;
(b) if G has property P , then G is icc;
(c) if N is a normal subgroup of G, then G has property P if and only if N and CG(N)

have property P .

Then the following hold:

(i) A direct product G1 × G2 has property P if and only if G1 and G2 have property
P .

(ii) G has property P if and only if Aut(G) has property P .
(iii) If N is a normal subgroup of G such that N and G/N have property P , then G

has property P .
(iv) If H is a finite index subgroup of G, then G has property P if and only if G is icc

and H has property P .

Proof. (i) is clear from (c). For (ii), we can identify G with the normal subgroup of
Aut(G) of inner automorphisms, since G can be assumed to be icc by (b) and (c). As
CAut(G)(G) = {1}, (ii) is immediate.

For (iii), we need to show that CG(N) has property P . Since NCG(N) is normal in
G, NCG(N)/N is normal in G/N and therefore has property P . Because N is centerless
(being icc due to (b)), NCG(N)/N is isomorphic to CG(N)/(N ∩ CG(N)) = CG(N).

Finally, for (iv) we can assume as before that G is icc, and let N =
⋂
g∈G gHg

−1.
Then N is the kernel of the canonical action of G on the finite coset space G/H
(commonly called the normal core of H in G), so it is a normal finite-index sub-
group of G. It follows that any element in CG(N) has finite conjugacy class in G,
so CG(N) = {1} by hypothesis. As N has property P if either H or G has property P ,
and CH(N) ⊆ CG(N) = {1}, the proof is complete.

Notice that a discrete group G containing a C∗-simple finite-index subgroup H is
not necessarily icc, as G could be isomorphic to the direct product of H and a finite,
cyclic group.

We now show that the classes of C∗-simple groups and of groups with trivial amenable
radical satisfy the properties (a), (b) and (c) of the above proposition. One would expect
that (c) is the harder of the three to obtain, and one would be right: (a) is immediate,
and if a group G has trivial amenable radical, then G admits a faithful boundary action
by Theorem .., so that G is icc by the discussion after Remark ...

The following proof is due to Tucker-Drob [, Lemma B.].

Proposition ... Let G be a discrete group with a normal subgroup N . Then G has
trivial amenable radical if and only if N and CG(N) have trivial amenable radical.
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Proof. First observe that the amenable radical R(H) of a group H is characteristic, i.e.,
α(H) = H for any automorphism α ∈ Aut(H). If H ⊆ G is a normal subgroup, then
conjugation by g ∈ G is an automorphism of H, implying gR(H)g−1 = R(H). Therefore
R(H) is normal in G and amenable, so that R(H) ⊆ R(G) ∩ H. Since R(G) ∩ H is
amenable and also normal in H, R(H) = R(G) ∩H.

Now we prove the claim. Since both N and CG(N) are normal, R(G) = {1} implies
R(N) = R(CG(N)) = {1} by the above observation. Conversely, assume that R(N) =
R(CG(N)) = {1}. Then R(G)∩N = R(N) = {1}, so normality of R(G) and N implies
g(ng−1n−1) = (gng−1)n−1 ∈ R(G) ∩ N = {1} for all g ∈ R(G) and n ∈ N . Therefore
R(G) and N commute, meaning that

R(G) = R(G) ∩ CG(N) = R(CG(N)) = {1}.

That C∗-simplicity propagates to direct products may have been known since the
proof of Takesaki [] that the minimal tensor product of two simple C∗-algebras is
simple, as C∗r (G1 × G2) ∼= C∗r (G1) ⊗ C∗r (G2) for discrete groups G1 and G2. The more
general question of whether (c) was satisfied for C∗-simple groups was finally settled
in  by Breuillard, Kalantar, Kennedy and Ozawa [, Theorem .]. This finally
yielded a proof that C∗-simplicity is also stable under extensions. We give their proof
here, and we give a partial generalization of their result in Chapter  (Theorem ..).

It merits mention that several permanence properties for C∗-simplicity and the
unique trace property were known before the aforementioned  result. Bekka and de
la Harpe gave the first proof that C∗-simplicity and the unique trace property passes to
subgroups and supergroups of finite index []; one year later, Popa’s work on conditional
expectations of C∗-algebras satisfying a finite index condition yielded another proof of
these results as a corollary [, Remark ..]. In line with the stability under direct
products, one can show that C∗-simplicity and the uniqueness trace property are stable
under direct limits, by means of more general results about direct limits of C∗-algebras:
this was first observed by Bekka and de la Harpe in [, Corollary ], but may have
been known before then.

The extension and centralizer problems were far more delicate matters. Inspired by
the  exposition of de la Harpe, Boca and Niţică modified the definition of de la
Harpe’s Powers groups, giving name to the so-called weak Powers groups that were also
shown to be C∗-simple with the unique trace property. This way, they gave the first
positive result on stability of C∗-simplicity under group extensions []: if the normal
subgroup was a Powers group, and the quotient group was a weak Powers group, the
group itself would be a weak Powers group.

Bédos was the first to achieve positive results in the case when at least one of the
groups was assumed to “just” be C∗-simple. By means of a structure theorem for reduced
twisted crossed products (Theorem ..) he proved in  [] that whenever a group
G contains a normal C∗-simple subgroup N , then G is C∗-simple itself, if N has trivial
centralizer in G. Defining ultraweak Powers groups to be groups containing a normal
weak Powers subgroup with trivial centralizer, Bédos also proved that an extension G
of a C∗-simple group N by an ultraweak Powers group is C∗-simple. He later proved
under the same hypotheses that if N satisfies the unique trace property instead of being
C∗-simple, so does G [, ].

To prove the theorem of Breuillard, Kalantar, Kennedy and Ozawa, we will need a re-
sult of Furstenberg that first appeared in a monograph by Glasner [, Theorems .-.].
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Observe that the results hold equally true if we replace the Furstenberg boundary ∂FG
by the universal minimal proximal compact G-space Π(G).

Proposition ... Let G be a discrete group. Then there exists a group homomorphism
Aut(G) → Homeo(∂FG), α 7→ α?, such that the inner automorphism σg : t 7→ gtg−1

satisfies (σg)∗(x) = gx for all g ∈ G and x ∈ X.
In particular, if H ⊆ Aut(G) contains all σg for g ∈ G, then the G-action on ∂FG

extends to an H-action, with respect to which ∂FG is an H-boundary.

Proof. For α ∈ Aut(G), define a new G-action on ∂FG by

g ? x = α(g)x.

This action is clearly minimal and strongly proximal. By universality, there exists a
continuous surjection α? : ∂FG→ ∂FG such that

α?(gx) = g ? α?(x) = α(g)α?(x), g ∈ G, x ∈ ∂FG.

In the same way, we obtain a continuous surjection (α−1)? : ∂FG→ ∂FG such that

(α−1)?(gx) = α−1(g)(α−1)?(x), g ∈ G, x ∈ ∂FG.

Thus (α−1)? ◦ α? : ∂FG → ∂FG is continuous and G-equivariant with respect to the
original action, so (α−1)?◦α? = id∂FG by Lemma ... Hence α? is a homeomorphism,
and (α?)−1 = (α−1)?. Similarly, for α, β ∈ Aut(G), one can easily show that that
α? ◦ β? ◦ ((α ◦ β)−1)? is continuous and G-equivariant, so that the map α 7→ α? is a
homomorphism, and that x 7→ (σg)?(g−1x) is G-equivariant for all g ∈ G, so that σg is
mapped to x 7→ gx. The last assertion follows immediately.

The lemma below first appeared in the article by Breuillard, Kalantar, Kennedy and
Ozawa [, Lemma .], and it is more or less an extension of the fact that a minimal,
proximal space has no isolated points.

Lemma ... Let G be a discrete group, let X be a minimal and proximal compact
G-space and let U ⊆ X be a non-empty open subset. Then the set

G′ = {t ∈ G | tU ∩ U 6= ∅}

generates G.

Proof. Let H be the subgroup of G generated by the set G′. Then HU =
⋃
t∈H tU is

non-empty and open. For t ∈ G \ H and r, s ∈ H, we have s−1tr ∈ G \ H, so that
(s−1tr)U ∩ U = ∅ and trU ∩ sU = ∅. Hence tHU ∩ HU = ∅ for all t ∈ G \ H. Now
consider the family (tHU)tH∈G/H of non-empty open subsets of X. This is clearly an
open cover of X. Furthermore, if tH 6= sH then s−1t /∈ H and tHU ∩ sHU = ∅, so that
(tHU)tH∈G/H is in fact a partition of X. Since X is compact, the family is finite. Now
define a map X → G/H by mapping x ∈ X to the unique element tH ∈ G/H such that
x ∈ tHU . This map is a continuous, G-equivariant surjection, so because X is proximal,
then G/H is proximal and finite, meaning that it is a one-point space by Proposition
...
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It might be possible for the above result to uncover easily interpretable criteria for
the universal minimal compact G-space not to be proximal.

We end this section with the devilishly ingenious proof that property (c) of Proposi-
tion .. holds for the class of C∗-simple groups.

Theorem ... Let N be a normal subgroup of a discrete group G. Then G is
C∗-simple if and only if both N and CG(N) are C∗-simple.

Proof. Let C = CG(N) and D = NC in the following. By Proposition .., the
N -action on ∂FN (resp. the C-action on ∂FC) extends to a G-boundary action on ∂FN
(resp. ∂FC). Further, by means of the quotient homomorphism G → G/D we obtain
a G-action on ∂F (G/D). With respect to these actions, N acts trivially on ∂FC and
∂F (G/D), since conjugation by n on C is the identity map for all n ∈ N , and C acts
trivially on ∂FN and ∂F (G/D) by the same argument.

We now equip
X = ∂FN × ∂FC × ∂F (G/D).

with the diagonal G-action. By Lemma .., this action is strongly proximal, and it is
also minimal: for (x, y, z) ∈ X and non-empty open subsets U1, U2 and U3 of ∂FN , ∂FC
and ∂F (G/D) respectively, let g ∈ G such that gz ∈ U3, and let n ∈ N and c ∈ C such
that nx ∈ g−1U1 and cy ∈ g−1U2. Then gnc(x, y, z) = (gnx, gcy, gz) ∈ U1 ×U2 ×U3, so
that X is a G-boundary.

We next show that every point inX has an amenable stabilizer inG. For (x, y, z) ∈ X
the stabilizer G(x,y,z) satisfies G(x,y,z) ∩D = NxCy. Since Nx and Cy are amenable by
Proposition .., NxCy is amenable since it is a quotient of the group Nx × Cy. As
we may view G(x,y,z)/(G(x,y,z) ∩ D) as a subgroup of the amenable group (G/D)z, it
is amenable itself. Due to amenability being stable under group extensions, G(x,y,z) is
amenable.

Suppose that N and C are both C∗-simple. If g ∈ G satisfies Xg 6= ∅, then U =
(∂FN)g 6= ∅. Let N ′ = {n ∈ N |nU ∩ U 6= ∅}. For all n ∈ N ′, let x ∈ U ∩ n−1U . Then
gng−1x = gnx = nx. Since the N -action on ∂FN is free by Theorem .., we have
gng−1 = n so that g commutes with n. Since N is generated by N ′, g commutes with
all of N , meaning that g ∈ C. As (∂FC)g 6= ∅ and the action of C on ∂FC is free, g = 1.
Therefore G acts freely on X, so G is C∗-simple by Theorem ...

If G is C∗-simple, then C(X) or G is simple by Theorem ... Therefore, since the
stabilizers of G on X are amenable, it follows from Proposition .. that the G-action
on X is topologically free. Since

(∂FN)n × ∂FC × ∂F (G/D) ⊆ Xn, ∂FN × (∂FC)c × ∂F (G/D) ⊆ Xc

for all n ∈ N and c ∈ C, the N -action on ∂FN and the C-action on ∂FC are both
topologically free, so N and C are C∗-simple.

. Examples of C∗-simple discrete groups

We next give some examples of C∗-simple groups, mainly using the characterization of
C∗-simplicity obtained by Kalantar and Kennedy (Theorem ..). As we will only be
discussing discrete groups in the following, let us briefly mention that Raum [] has
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recently given the first examples of non-discrete locally compact groups G such that the
reduced group C∗-algebra C∗r (G) ⊆ B(L2(G)) is simple. This answered a question of
de la Harpe [, Question ]. Furthermore, Raum proved that any C∗-simple locally
compact group is totally disconnected.

In all of the following examples, we consider boundaries X that are not one-point
spaces, so that X has no isolated points by Proposition ... In particular, finite
subsets of X have empty interior.

Having given examples of boundary actions in Section ., we will first consider three
of these and argue why these yield C∗-simple groups.

Example .. (I). Non-abelian free groups of finite rank. For n ≥ 2, the action of the
non-abelian free group Fn on its boundary ∂Fn of one-sided reduced infinite words is
topologically free, meaning that Fn is C∗-simple (a result due to Powers []). Indeed,
if A is a free generating set for Fn, let ω = g1 · · · gn ∈ Fn\{1} be a word in reduced form,
where g1, · · · , gn ∈ A ∪ A−1. We claim that Xω is finite, so that it has empty interior.
Performing conjugations if necessary, we may assume that g1gn 6= 1 since ω 6= 1 and

gXω = Xgωg−1
, g ∈ Fn,

so that Xω has empty interior if and only if Xgωg−1 has empty interior.
If ωx = x for some x ∈ ∂Fn, assume first that the concatenation ωx is reduced. Then

the first n letters of x are the n letters of ω. Since g1gn 6= 1, ω2x is also reduced, so the
next n letters of x are those of ω, and by iterating this process, we see that x = ωωω · · · .
If ωx is not reduced, then let 1 ≤ k ≤ n be largest such that the first k letters of x are
g−1
n · · · g−1

n−k+1. Since the first letter of x is g−1
n and the first letter of ωx is g1 if k < n,

we must have k = n. Thus the first n letters of x are the n letters of ω−1, so as above,
we conclude that x = ω−1ω−1ω−1 · · · . All in all, Xω consists of two points, so Fn is
C∗-simple.

Example ... Torsion-free hyperbolic groups [, Proposition]. We generalize Exam-
ple .. immediately, in this result due to de la Harpe. Indeed, the Gromov boundary
∂G of a non-elementary hyperbolic group G is a G-boundary by Proposition ... If
G is torsion-free, any non-identity element in G is hyperbolic and therefore has exactly
two fixed points, so the action of G on ∂G is topologically free.

Example .. (IV). Projective special linear groups. For n ≥ 2, the action of G =
PSL(n,R) on real projective n − 1-space Ω = Pn−1(R) is topologically free. To realize
this, let π : (Rn)o → Ω be the quotient map and assume that g ∈ SL(n,R) fixes a
non-empty open subset U ⊆ Pn−1(R) pointwise. Let V ⊆ π−1(U) be a non-empty open
ball in Rn. For v, w ∈ V such that π(v) 6= π(w) and λ, λ′ ∈ R such that gv = λv and
gw = λ′w, then by convexity there exists λ′′ ∈ R such that

λ′′(v + w) = g(v + w) = λv + λ′w.

Since v /∈ Rw, it follows that λ = λ′ = λ′′. Therefore g = λ1 on V ∪{0}. Letting x ∈ V ,
then for all y ∈ Rn there exists c 6= 0 such that cy + x ∈ V . By linearity, it follows that
gy = λy. Since g factors to the identity element in G, we see that any discrete subgroup
Γ ⊆ G for which Ω is a Γ-boundary is C∗-simple; in particular, PSL(n,Z) is C∗-simple,
which was originally shown by Bekka, Cowling and de la Harpe [].
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In , Bekka, Cowling and de la Harpe proved the following more general result: if
Γ is a Zariski-dense subgroup of a connected semi-simple Lie group G without compact
factors, and Γ has trivial centre, then Γ is C∗-simple [, Theorem ]. They did so
by proving that the action of Γ on the Furstenberg boundary ∂FG of G satisfies a
hyperbolicity property (Pgeo) which, on closer inspection, in fact implies that the action
is topologically free. We suspect that ∂FG is also a Γ-boundary.

In line with this result, Poznansky extended it considerably in , proving that a
discrete linear group is C∗-simple if and only if it has trivial amenable radical ([], see
also [, Section .]).

We follow up on the above verifications of C∗-simplicity by listing a few more general
examples of groups that are also C∗-simple with unique trace, without proofs. A wealth
of other examples can be found in de la Harpe’s  survey on C∗-simplicity [] (see
also [, Section ]).

Example ... Free products with amalgamation. For two groups G1 and G2, we
consider words of the form s = s1 · · · sn where each si belongs either to G1 or G2. After
removing occurrences of the identity element in s, we say that s is reduced if si ∈ Gj
implies si+1 ∈ G3−j for all 1 ≤ i ≤ n − 1 and j ∈ {1, 2}. The free product G1 ∗ G2 is
the group of all reduced words s with letters in G1 and G2, with the composition given
by concatenation and subsequent reduction. Paschke and Salinas proved in  that
G1 ∗G2 is C∗-simple whenever (|G1| − 1)(|G2| − 1) ≥ 2 [].

For groups G1, G2 andH, for which there exists an injective homomorphism fi : H →
Gi for i = 1, 2, let N be the normal subgroup of G1 ∗ G2 generated by the elements
f1(n)f2(n)−1. Then G1 ∗H G2 = (G1 ∗ G2)/N is the free product of G1 and G2 with
amalgamated subgroup H. Bédos was the first to find C∗-simplicity criteria for non-de-
generate free amalgamated products (i.e., both fi are not isomorphisms) []; they were
also considered in de la Harpe’s  survey [, Proposition ].

In recent developments, Ivanov and Omland [] have improved upon previously
known criteria ensuring C∗-simplicity for a non-degenerate free amalgamated product.
Moreover, they have characterized C∗-simplicity of a non-degenerate free amalgamated
product by means of the action on its Bass-Serre tree. We will do the same for HNN
extensions in Sections . and ..

Example ... Burnside groups and Tarski monster groups. The free Burnside group
B(m,n) of rank m and exponent n is the quotient of Fm by the normal subgroup gen-
erated by {gn | g ∈ Fm}. In , Adyan gave a proof that B(m,n) is non-amenable for
m ≥ 2 and odd n ≥ 665, which was notable as B(m,n) does not contain non-abelian free
subgroups, thus yielding one of the earliest known counterexamples to von Neumann’s
conjecture. Olshanskii and Osin gave a proof in  that under the above hypotheses,
B(m,n) is in fact also C∗-simple [, Theorem .], thus answering a question of de la
Harpe [, Question ] whether there exist C∗-simple groups without free subgroups.

As mentioned at the end of Section ., the first known examples of non-amenable
groups without non-abelian free subgroups were the Tarski monster groups. By means
of their dynamical characterization of C∗-simplicity, Kalantar and Kennedy showed in
[, Theorem .] that every Tarski monster group is C∗-simple.
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Example ... Braid groups. For 2 ≤ n ≤ ∞, the Artin braid group Bn is the group
with presentation

Bn =
〈
s1, . . . , sn−1

∣∣∣∣∣ sisjsi = sjsisj if |i− j| = 1
sisj = sjsi if |i− j| > 1

〉
.

Roughly speaking, the braid group Bn is the group of configurations of two copies of
the set {1, . . . , n} where strands are drawn between items in each copy in a one-to-one
correspondence. Each configuration thus determines a permutation in the symmetric
group Sn, and the pure braid group Pn is the kernel of the homomorphism Bn → Sn.

For n ≥ 3, let Cn denote the centre of Bn. Then Cn coincides with the centre of Pn
[, Lemme ]. Letting Bn = Bn/Cn and Pn = Pn/Cn for 3 ≤ n < ∞, Giordano and
de la Harpe proved in  that Pn is C∗-simple [, Proposition ] (see also Example
..). Bédos proved in  [, p. ] that Bn is C∗-simple for 3 ≤ n <∞, by means
of an observation by Dyer and Grossmann that Bn contains Fn−1 as a normal subgroup
with trivial centralizer (so that we may apply Theorem ..). Recently, Omland has
shown that P∞ ∼= P∞ and B∞ ∼= B∞ are in fact also C∗-simple [, Proposition .].

Example ... Outer automorphism groups of non-abelian free groups. For 3 ≤ n <
∞, the outer automorphism group

Out(Fn) = Aut(Fn)/Inn(Fn)

is C∗-simple [, Theorem .] (here Inn(Fn) denotes the normal subgroup of inner
automorphisms of Fn).

We now explain how one may search for non-C∗-simple groups with trivial amenable
radical, as done in the first examples of such groups given by Adrien Le Boudec []. If
G is a discrete group and X is a G-boundary such that G◦x is amenable for some x ∈ X,
then the action of G on X is topologically free if G is C∗-simple. Indeed, C(X) or G is
simple by Theorem .., so that we may then apply Proposition ...

In [, Theorem A], Le Boudec outlines a general strategy to find such groups, by
means of minimal actions of discrete groups on trees. Suppose that T is a leafless tree
and that G ⊆ Aut(T ) is a subgroup, such that the action of G on T is minimal and
the action of G on ∂T is non-elementary. If G◦x is non-trivial and amenable for some
x ∈ ∂T , then G has trivial amenable radical, but is not C∗-simple. We have already
seen that ∂T is a G-boundary in the shadow topology (Proposition ..), so that the
above remark implies that G is not C∗-simple.

We will not delve into the particular examples that Le Boudec gives of groups and
actions with the above properties. Nonetheless, let us quickly argue why R(G) = {1}.
Notice that N = R(G) acts trivially on ∂T by Proposition ... Therefore N contains
no hyperbolic automorphisms of T , since ∂T is infinite and every element of N fixes
more than two points. Now let d be the path metric on T , let v be a vertex in T and let
g ∈ N . For any p fixed by g, let f : Z+ → T be a ray such that f(0) = p and f(m) = v
for some m ≥ 0 (using that T is leafless). Since g fixes all x ∈ ∂T , g◦f and f are cofinal,
meaning that there exist j, k > m such that gf(j) = f(k). Because f is a geodesic and
gf(0) = f(0), we see that j = k; therefore, v is fixed by g, since T is uniquely geodesic.
We conclude that N = {1}.
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We finally give de la Harpe’s original definition of a Powers group [, ], originally
devised to ensure C∗-simplicity and the unique trace property of a group.

Definition ... A group G is called a Powers group if for any finite subset F ⊆ G\{1}
and n ≥ 1 there is a partition G = C tD and g1, . . . , gn ∈ G such that

(i) fC ∩ C = ∅ for all f ∈ F , and
(ii) giD ∩ gjD = ∅ for all i, j ∈ {1, . . . , n}, i 6= j.

Many known examples of C∗-simple groups are Powers groups, including many
non-degenerate free amalgamated products, non-solvable subgroups of PSL(2,R) and
also all torsion-free non-elementary hyperbolic groups. In fact, if a group G admits a
non-elementary action on a locally compact Hausdorff space X such that for any finite
subset F ⊆ G there is x in the weakly hyperbolic limit set for which x /∈ Fx, then G is
a Powers group [, Proposition ].

. Graphs of groups and HNN extensions
Joint work with Tron Omland (University of Oslo)

In this section we give some of the preliminaries for the branch of geometric group theory
now known as Bass-Serre theory. The basic premise for this theory is that one can build
a group action on a tree from a connected graph of groups. We then zoom in on the
case when the acting group is an HNN extension, for which we provide some structure
results and we define subgroups that we shall interpret geometrically in the next section.
Much of our exposition is based on the original source [, §] for this topic, but is also
inspired by the approach taken in [].

A graph of groups (G, Y ) consists of a non-empty connected graph Y = (V,E, o, t),
families of groups (Gv)v∈V and (Ge)e∈E such that Ge = Ge for all e ∈ E, and a family
of injective group homomorphisms ϕe : Ge → Gt(e), e ∈ E. We pick an orientation
E+ ⊆ E of Y , meaning that E+ ∩ {e, e} contains only one edge for all e ∈ E, and define
E− = E \ E+.

Now, let (G, Y ) be a graph of groups as above and let M = (V (M), E(M)) be a
maximal subtree of Y . We define the fundamental group Γ = π1(G, Y,M) of (G, Y ) by

Γ =
〈
{Gv}v∈V , {τe}e∈E

∣∣∣∣∣∣∣
τe = τ−1

e for all e ∈ E,
τeϕe(g)τ−1

e = ϕe(g) for all e ∈ E, g ∈ Ge
τe = 1 for all e ∈ E(M)

〉

We have natural group homomorphisms Gy → Γ for all y ∈ V , and they are all injective.
Moreover, τe ∈ Γ has infinite order for all e ∈ E \ E(M).

We next define a graph T = (V (T ), E(T ), o, t) as follows. For any edge e ∈ E, let |e|
be the unique edge in {e, e} ∩ E+ and define Γe = ϕ|e|(Ge). We define V (T ) and E(T )
by means of left coset spaces in the following way:

V (T ) =
⊔
v∈V

Γ/Gv, E(T ) =
⊔
e∈E

Γ/Γe.
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The origin, terminus and inversion maps are given by

o(gΓe) =
{

gGo(e) for e ∈ E+

gτ−1
e Go(e) for e ∈ E−, t(gΓe) =

{
gτeGt(e) for e ∈ E+

gGt(e) for e ∈ E−,

gΓe = gΓe

for all g ∈ Γ and e ∈ E. One would not immediately deduce the following pivotal result
[, §I.], due to Bass and Serre, from the set-up.

Theorem ... For (G, Y ), M and E+ as above, the graph T constructed above is a
tree. Up to isomorphisms, Γ and T are independent of the choice of maximal subtree M
and orientation E+.

The tree T is the so-called Bass-Serre tree of the graph of groups (G, Y ); we will also
say that T is the Bass-Serre tree of the fundamental group Γ of (G, Y ).

The definition of T incites us to define an action of Γ on T by left translation of
cosets, and Γ acts on T by automorphisms without inversions, i.e., ge 6= e for all g ∈ Γ
and e ∈ E(T ) (cf. Section .).

Suppose now that (F, Y ) is a graph of groups, where Y is a loop with one vertex
v and one pair of edges {e, e}. We let {e} be the orientation of Y and G = Fv. As
the homomorphisms ϕe : Fe → G and ϕe : Fe → G of Fe are both injective, we may
define H = ϕe(Fe) and a injective group homomorphism θ = ϕeϕ

−1
e : H → G. Defining

the stable letter τ = τe, the fundamental group Γ is the well-known HNN extension
HNN(G,H, θ):

Γ = HNN(G,H, θ) = 〈G, τ | τ−1hτ = θ(h) for all h ∈ H〉.

The HNN extensions were devised in  by Higman, Neumann and Neumann – after
whom they are named – as a means of establishing embedding results for (mainly)
countable, torsion-free groups [].

For the remainder of this section, let G, H, θ and Γ be as above. Let S′−1 and S′1
be systems of representatives for the right cosets of H and θ(H) in G, respectively, such
that 1 ∈ S′−1 ∩ S′1. Therefore G = HS′1 = θ(H)S′−1. In most literature about HNN
extensions (e.g., [, Theorem ..]) one encounters the fact that any g ∈ Γ has a
unique normal form, meaning that we may uniquely decompose g as the product

g = g0τ
ε1g1 · · · τ εngn,

where g0 ∈ G, εi ∈ {±1}, gi ∈ S′εi for all 1 ≤ i ≤ n, and that εi = εi+1 whenever gi = 1
for 1 ≤ i ≤ n− 1. This also entails that the natural map G→ Γ is actually an injection.

Taking the inverse of the above expression of g, we obtain a unique normal form
with respect to left cosets, and it is this approach (and normal form) that we will use.
Therefore, if we let S−1 and S1 be systems of representatives for the left cosets of H and
θ(H) in G such that 1 ∈ S−1 ∩ S1, the unique normal form of g ∈ Γ can be written

g = g1τ
ε1g2τ

ε2 · · · gnτ εngn+1,

where
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(i) gn+1 ∈ G and εi ∈ {±1} for 1 ≤ i ≤ n,
(ii) gi ∈ S−εi for all 1 ≤ i ≤ n, and
(iii) gi = 1 implies εi−1 = εi for 2 ≤ i ≤ n.

With g as above, n = |g| is the length of g, and if n ≥ 1, we say that ε1 and εn is the
type and direction of g, respectively. The initial letter of g is g1 ∈ S−ε1 and the end
letter of g is gn+1 ∈ G. For g ∈ G, we define the length of g to be 0, and the initial
letter and end letter of g as an element in Γ are given by 1 and g, respectively.

Remark ... For n ≥ 1, g1, . . . , gn+1 ∈ G and ε1, . . . , εn ∈ {±1}, the word

g1τ
ε1 · · · gnτ εngn+1

is said to be reduced (in Γ) if for all 1 ≤ i ≤ n− 1 we have

(a) gi+1 /∈ H whenever εi = −1 and εi+1 = 1, and
(b) gi+1 /∈ θ(H) whenever εi = 1 and εi+1 = −1.

If we define
H−1 = H, H1 = θ(H),

the conditions (a) and (b) can be rephrased as follows: for all 1 ≤ i ≤ n− 1, gi+1 /∈ Hεi

whenever εi+1 = −εi. Notice that

τ−εH−ετ
ε = Hε. (..)

We say that g1 ∈ G is reduced if g1 6= 1. A fundamental result for HNN extensions, also
known as Britton’s lemma, is that reduced words always define non-identity elements.
The result itself can be derived from the uniqueness of the normal form. Indeed, if for
n ≥ 1 the word g = g1τ

ε1 · · · gnτ εngn+1 ∈ Γ is reduced, let s1 ∈ S−ε1 and h1 ∈ H−ε1

such that g1 = s1h1 and rewrite

g = s1τ
ε1(τ−ε1h1τ

ε1)g2τ
ε2 · · · gnτ εngn+1.

The remainder of the proof divides into two possible situations, depending on whether
consecutive powers of τ in the word coincide. Indeed, define g′2 = (τ−ε1h1τ

ε1)g2. If
ε2 = ε1, then write g′2 = s2h2 for s2 ∈ S−ε2 and h2 ∈ H−ε2 as above, and write

g = s1τ
ε1g′2τ

ε2 · · · gnτ εngn+1 = s1τ
ε1s2τ

ε2(τ−ε2h2τ
ε2)g3 · · · gnτ εngn+1.

If ε2 = −ε1, then g2 /∈ H−ε2 = Hε1 by assumption, so that due to (..), g′2 =
(τ−ε1h1τ

ε1)g2 ∈ Hε1g2 and g′2 /∈ Hε1 = H−ε2 . We then proceed as for g1, noting that
the coset representative of g′2 with respect to H−ε2 is not 1. Iterating the process yields
the normal form of g, which contains at least 2n− 1 terms. If n ≥ 2 then g 6= 1 due to
uniqueness of the normal form, and if n = 1, then g = g1τ

ε1g2 = 1 would imply τ ∈ G,
a contradiction.

The above proof of Britton’s lemma also proves the following lemma.

Lemma ... Let n ≥ 1 and let g = g1τ
ε1 · · · gnτ εngn+1 ∈ Γ be a reduced word. Then
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(i) g /∈ G and |g| = n;
(ii) the type of g is ε1;
(iii) the direction of g is εn;
(iv) the initial letter of g is 1 if and only if g1 ∈ H−ε1;
(v) if gn+1 ∈ Hεn, the end letter of the normal form is contained in Hεn as well.

The kernel of the HNN extension Γ is the normal subgroup

ker Γ =
⋂
r∈Γ

rHr−1.

For ε ∈ {±1}, let Tε be the collection of elements g ∈ Γ of length n ≥ 1 and type ε.
Let T †ε be the subset of g ∈ Tε of length n ≥ 1 with initial letter 1. We then define the
quasi-kernel

Kε =
⋂

r∈Γ\T †ε

rHr−1.

Notice that (Γ \ T †−1) ∪ (Γ \ T †1 ) = Γ, so that ker Γ = K−1 ∩K1.
We will consider criteria for HNN extensions to be C∗-simple and to have the unique

trace property in the following. In order to make the most of Britton’s lemma, we will
mostly consider non-ascending HNN extensions, which luckily is not too restrictive of a
property.

Definition ... An HNN extension Γ = HNN(G,H, θ) is ascending if either H = G
or θ(H) = G.

We next use the opportunity offered by having recently discussed Britton’s lemma
to prove this next lemma, essential for the proof of Theorem .. in the next section.
Recall that the normal closure in Γ of a subset S ⊆ Γ is the smallest normal subgroup
of Γ containing S.

Lemma ... Let Γ = HNN(G,H, θ) be a non-ascending HNN extension. Then for
g ∈ Γ \H and ε ∈ {±1} there exists s ∈ Γ such that

(i) sgs−1 /∈ G;
(ii) sgs−1 has type −ε and direction ε;
(iii) the initial letter of sgs−1 is 1, and the end letter of sgs−1 is contained in Hε.

Moreover, if s ∈ Γ satisfies the above conditions, sgs−1r ∈ Γ \ T †ε for all r ∈ Γ \ T †−ε. In
particular, the normal closures of K1 and K−1 in Γ coincide.

Proof. Once we have found s ∈ Γ satisfying (i), (ii) and (iii), write

sgs−1 = h1τ
−εh2τ

ε2 · · ·hnτ εhn+1

in the normal form. Then for any r ∈ Γ \ T †−ε with normal form r1τ
f1 · · · rmτ fmrm+1,

we have
sgs−1r = (h1τ

−εh2τ
ε2 · · ·hnτ εhn+1)(r1τ

f1 · · · rmτ fmrm+1).
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If f1 = ε, the word is reduced; if f1 = −ε, then r1 /∈ H−f1 = Hε = h−1
n+1Hε, so that the

above word is still reduced. Here we use that Γ is non-ascending. Hence sgs−1r ∈ Γ\T †ε
for all r ∈ Γ \T †−ε. In particular, there exists t ∈ Γ such that t(Γ \T †−ε) ⊆ Γ \T †ε , so that

Kε =
⋂

r∈Γ\T †ε

rHr−1 ⊆ s

 ⋂
r∈Γ\T †−ε

rHr−1

 s−1 ⊆ 〈〈K−ε〉〉.

Hence 〈〈Kε〉〉 ⊆ 〈〈K−ε〉〉.
It remains to prove that there exists an s ∈ Γ satisfying (i), (ii) and (iii). Let

g = g1τ
δ1 · · · grτ δrgr+1 in the normal form, and first assume that r ≥ 1. Let t > r. For

g1 6= 1, define mt = −δ1; if g1 = 1, define mt = δ1. Since Γ is non-ascending, we may
choose an element s ∈ Γ \ G of length t and with normal form s = τ−εs2τ

m2 · · · stτmt
such that mt = −mt−r. Then

sgs−1 = (τ−εs2τ
m2 · · · stτmt)(g1τ

δ1 · · · grτ δrgr+1)(τ−mts−1
t · · · τ−m2s−1

2 τ ε).

If this word is not reduced, let 0 ≤ j ≤ r − 1 be largest with the property that

h = (gr−jτ δr−j · · · grτ δrgr+1)(τ−mts−1
t · · · τ−mt−js−1

t−j) ∈ G.

If j < r − 1, then

sgs−1 = (τ−εs2τ
m2 · · · stτmt)(g1τ

δ1 · · · gr−j−1τ
δr−j−1)h(τ−mt−j−1s−1

t−j−1 · · · τ
−m2s−1

2 τ ε).

As τ δj−1hτ−mt−r−j ∈ G would contradict maximality of j, the above word is reduced. If
j = r − 1, then sgs−1 = (τ−εs2τ

m2 · · · stτmt)h(τ−mt−rs−1
t−r · · · τ−m2s−1

2 τ ε) which is also
reduced since mt = −mt−r by assumption.

If r = 0, then g ∈ G \ H by hypothesis. We then see that τ−1gτr ∈ Γ \ T †1 for all
r ∈ Γ \ T †−1, and for all s ∈ S1 \ {1} and r ∈ Γ \ T †1 ,

(τsτ−1)g(τs−1τ−1)r ∈ Γ \ T †−1.

In either of the cases r = 0 and r ≥ 1, (i), (ii) and (iii) now follow from Lemma ...

In some cases when working with large subsets of an HNN extension, it will prove
helpful to be able to uncover properties of elements in these subsets without having to
reduce. We introduce a simple lemma to remedy this situation, the proof modeled after
the proof of the preceding lemma.

Lemma ... For an HNN extension Γ = HNN(G,H, θ), n ≥ 1, g1, . . . , gn+1 ∈ G and
ε1, . . . , εn ∈ {±1}, define

g = g1τ
ε1 · · · gnτ εngn+1 ∈ Γ.

If n is odd, then g /∈ G, and if ε1 = . . . = εk for some k > n
2 , the type of g is ε1.

Proof. Notice that the above expression of g is reduced if and only if τ εjgj+1τ
εj+1 /∈ G

for all 1 ≤ j ≤ n − 1. We may therefore assume that there is 1 ≤ j ≤ n − 1 such that
τ εjgj+1τ

εj+1 ∈ G. Let 1 ≤ i ≤ min{j, n− j} be largest such that

h = gj−(i−1)τ
εj−(i−1)gj−(i−1)+1 · · · gj+iτ εj+igj+i+1 ∈ G.
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We may now write g = g1τ
ε1 · · · gj−iτ εj−ihτ εj+i+1 · · · gnτ εngn+1. If this word is not

reduced, we can continue this process for this new expression of g. After a finite number
of iterations, the word must be reduced, so because this process always removes an even
number of powers of τ from the preceding expression of g, n being odd implies that
g /∈ G by Lemma .. (i). If ε1 = . . . = εk for some k > n

2 , then reduction removes
at most n − k < k of the identical first k powers of τ in the original expression of g.
Therefore the type of g is ε1 by Lemma .. (ii).

The following theorem (and the main result of this section) is motivated by condition
(SF’) in [, Proposition ] and [, Theorem .].

Theorem ... Let Γ = HNN(G,H, θ) be a non-ascending HNN extension. The fol-
lowing are equivalent:

(i) the quasi-kernel Kε is trivial for some or both ε;
(ii) for every finite subset F ⊆ Γ \ {1}, there exists g ∈ Γ such that gFg−1 ∩H = ∅;
(iii) for every finite subset F ⊆ G \ {1}, there exists g ∈ Γ such that gFg−1 ∩H = ∅;
(iv) for every finite subset F ⊆ H \ {1}, there exists g ∈ Γ such that gFg−1 ∩H = ∅.

Moreover, if any of these equivalent conditions holds, then Γ is a Powers group.

Proof. (ii) ⇒ (iii) ⇒ (iv) is obvious.
(iv) ⇒ (i): If Kε is trivial for some ε ∈ {±1}, then K−ε is trivial by Lemma ...

Therefore suppose that K−1 and K1 are both non-trivial. First, if ker Γ = K−1 ∩ K1
is non-trivial, we pick f ∈ ker Γ \ {1}. Set F = {f}. Clearly F ⊆ H since ker Γ ⊆ H.
Then gfg−1 ∈ ker Γ ⊆ H for all g ∈ Γ.

If ker Γ is trivial, pick fε ∈ Kε \ {1} for ε ∈ {±1} and set F = {f−1, f1}. For an
arbitrary g ∈ Γ, then g ∈ Γ\T †ε for some ε. Then gfεg−1 ∈ H, i.e., gfεg−1 ∈ gFg−1∩H.

(i) ⇒ (ii): Choose a finite F ⊂ Γ \ {1}. Assume first there is an element f1 ∈ F ∩H
(otherwise, there is nothing to show). Since f1 6= 1, we may pick g1 ∈ Γ \ T †1 such that
g−1

1 f1g1 /∈ H. We may now assume that g−1
1 f1g1 /∈ G; if g−1

1 f1g1 ∈ G, we can freely
replace g1 by g1τ . In particular, g1 /∈ G, and so we may let ε1 be the direction of g1. We
then see that the type and direction of g−1

1 f1g1 are −ε1 and ε1, respectively, since we
can write g−1

1 f1g1 as a reduced word by means of the normal form of g1 and then apply
Lemma ... In this way, we also see that replacing g1 by g1h

−1 where h is the end
letter of g1 does not change this conclusion, so we may assume that g−1

1 f1g1 has initial
letter 1 and end letter contained in Hε1 .

We now assume that there is an element f2 ∈ F such that g−1
1 f2g1 ∈ H (otherwise,

we are done). Pick g2 ∈ Γ \ T †−ε1 such that g−1
2 g−1

1 f2g1g2 /∈ H. In the same manner as
above, we may assume that g−1

2 g−1
1 f2g1g2 /∈ G, g2 /∈ G and g2 has end letter 1, and if ε2

is the direction of g2, then g−1
2 g−1

1 f2g1g2 has type −ε2 and direction ε2. We now claim
that g−1

2 g−1
1 f1g1g2 /∈ G as well. Indeed, since g−1

1 f1g1 /∈ G has type −ε1 and direction ε1
with initial letter 1 and end letter in Hε1 , then g

−1
2 g−1

1 f1g1g2 has type −ε2 and direction
ε2, with initial letter 1 and end letter contained in Hε2 . To realize this, we consider the
normal forms of g−1

1 f1g1 and of g2, say, g2 = h1τ
ε · · ·hmτ ε2 . Then

g−1
2 (g−1

1 f1g1)g2 = τ−ε2h−1
m · · · τ−εh−1

1 (g−1
1 f1g1)h1τ

ε · · ·hmτ ε2 .
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Hence reduction is only possible if ε = −ε1, but h1 /∈ H−ε = Hε1 by assumption since
g2 ∈ Γ \ T †−ε1 . Therefore the above word is always reduced, so Lemma .. applies.

It should be clear how this process continues, choosing gi from the set Γ \ T †ε , de-
pending on the direction of gi−1, and since F is finite, we take g to be the product of
the gi’s, and then g−1fg /∈ H for every f ∈ F .

We refer to [, Proposition ] for a proof that any of the four conditions implies
that Γ is a Powers group, if Γ is non-ascending.

In the next section, we will give another proof (Proposition ..) that a non-ascend-
ing, countable HNN extension is C∗-simple if it has trivial quasi-kernels.

Remark ... In the  article [, Theorem  (ii)], a sufficient criterion to ensure
C∗-simplicity of a non-ascending, countable HNN extension was given by de la Harpe and
Préaux, formulated as follows. For Γ = HNN(G,H, θ) non-ascending and G countable,
define H0 = H, and recursively define a descending sequence of subgroups (Hk)k≥1 of
H0 = H by H ′k = Hk ∩ τ−1Hkτ and

Hk =

⋂
g∈G

gH ′kg
−1

 ∩ τ
⋂
g∈G

gH ′kg
−1

 τ−1.

The criterion ensuring C∗-simplicity of Γ was that Hk = {1} for some k ≥ 0 (in fact, Γ
is a Powers group).

We claim that Theorem .. is a stronger result. Indeed, for k ≥ 1, let Ck be the
set of elements in Γ of length ≤ k + 1. Then Hk = {1} implies

⋂
r∈Ck rHr

−1 = {1},
since each Hk is obtained by taking intersections of sets of the form rHr−1, r running
through a subset of Ck. For ε ∈ {±1} and s ∈ S−ε \ {1}, then sτ (k+2)εCk ⊆ Γ \ T †ε due
to Lemma ... Therefore

Kε =
⋂

r∈Γ\T †ε

rHr−1 ⊆ sτ (k+2)ε

 ⋂
r∈Ck

rHr−1

 τ−(k+2)εs−1 = {1}.

The following corollary is a rather simple criterion for when a quasi-kernel coincides
with the kernel of an HNN extension.

Corollary ... Let Γ = HNN(G,H, θ) be a non-ascending HNN extension. If there
exists gε ∈ G \H−ε such that gεKεg

−1
ε = Kε for ε ∈ {±1}, then Kε = ker(Γ). If Γ also

satisfies ker Γ = {1}, Γ is a Powers group.

Proof. For ε ∈ {±1} and all gε ∈ G \H−ε we have

Γ \ T †−ε ⊆ (Γ \ T †ε ) ∪ gε(Γ \ T †ε ).

Indeed, if x ∈ Γ \ T †−ε is of length ≥ 1 and has initial letter distinct from 1, this is clear;
if not, then x has type ε and initial letter 1, in which case g−1

ε x has type ε and initial
letter different from 1. Therefore Γ = (Γ \ T †ε ) ∪ gε(Γ \ T †ε ), so that

ker Γ =
⋂

r∈Γ\T †ε

rHr−1 ∩
⋂

r∈Γ\T †ε

gεrHr
−1g−1

ε = Kε ∩ gεKεg
−1
ε .

If gεKεg
−1
ε = Kε, then ker Γ = Kε. If ker Γ = {1}, it then follows from Theorem ..

that Γ is a Powers group.
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We next discuss the amenable radical R(Γ) of a non-ascending HNN extension Γ.
Let FC(Γ) denote the normal subgroup of elements in Γ of finite conjugacy class and let
NF (Γ) denote the largest normal subgroup of Γ that does not contain any non-abelian
free subgroup. By [, Proposition ], these groups generally fit into a sequence of
subgroups:

FC(Γ) ⊆ R(Γ) ⊆ NF (Γ) ⊆ ker Γ ⊆ H ∩ θ(H).

Notice that Γ always contains a non-abelian free subgroup. In fact, there is an even
longer sequence

FC(Γ) ⊆ FC(ker Γ) ⊆ R(ker Γ) = R(Γ) ⊆ NF (Γ) = NF (ker Γ) ⊆ ker Γ. (..)

The first containment is clear, the second holds since FC(ker Γ) is an amenable nor-
mal subgroup of ker Γ, and the two equalities follow from [, Examples ., ., and
Lemma .].

In particular, since R(ker Γ) = R(Γ), the following is immediate:

Proposition ... Let Γ be a non-ascending HNN extension. Then Γ has the unique
trace property if and only if ker Γ has the unique trace property.

Moreover, if H ∩ θ(H) is finite, then FC(Γ) = ker Γ, and the sequence (..) col-
lapses. To see why, note that for h ∈ ker Γ, then h ∈ g(H ∩ θ(H))g−1 for all g ∈ Γ by
definition, so g−1hg ∈ H ∩ θ(H) for all g ∈ Γ. Therefore the conjugacy class of h is
contained in H ∩ θ(H), which is finite, so h ∈ FC(Γ).

The following result, similar to [, Theorem .], now holds.

Proposition ... Let Γ = HNN(G,H, θ) be a non-ascending HNN extension such
that H ∩ θ(H) is finite. Then the following are equivalent:

(i) Γ is icc;
(ii) ker Γ = {1};
(iii) K−1 = K1 = {1};
(iv) Γ is a Powers group;
(v) Γ is C∗-simple;
(vi) Γ has the unique trace property.

Proof. It is clear that (iii)⇒ (iv)⇒ (v)⇒ (vi)⇒ (i)⇒ (ii) from the above discussion and
what we have seen in Sections . and ., so only (ii)⇒ (iii) remains. Suppose that
ker Γ = {1}. Note that ker Γ coincides with the intersection of the decreasing sequence

H0 ⊇ H1 ⊇ · · ·Hk ⊇ Hk+1 ⊇ · · ·

of Remark ... For k ≥ 1, Hk is a subgroup of H ∩ θ(H) and therefore finite, meaning
that Hk must be trivial for some k ≥ 1. As in Remark .., we conclude that Kε is
trivial for ε ∈ {±1}.

The above result indicates that in order to search for examples of non-ascending
HNN extensions HNN(G,H, θ) that are not C∗-simple but do satisfy the unique trace
property, we have to ensure that the image of θ inside G is not too far away from H.
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. Boundary actions of non-ascending HNN extensions
Joint work with Tron Omland (University of Oslo)

In this section, we investigate the action of a non-ascending HNN extension Γ on its
Bass-Serre tree and give a characterization of C∗-simplicity of Γ in terms of this ac-
tion. Our work should be compared with similar results by Ivanov and Omland for free
products with amalgamation [] – whereas HNN extensions are fundamental groups of
loops, free amalgamated products are fundamental groups of a segment of length 1.

Let Γ = HNN(G,H, θ) be an HNN extension and let T be the Bass-Serre tree of Γ.
The vertices in T are left cosets of Γ/G and the edge set of T consists of two disjoint
copies of Γ/H, say, Γ/H t Γ/H, where the inversion map sends gH to gH and vice
versa. The origin and terminus maps satisfy

o(gH) = gG = t(gH), t(gH) = gτ−1G = o(gH), g ∈ Γ.

The action of Γ on T by left translation is transitive. Moreover, T is regular, i.e., all
vertices have the same degree [G : H] + [G : θ(H)], so that in particular, T is leafless,
and T is countable if and only if G/H and G/θ(H) are of at most countably infinite
cardinality.

The picture below illustrates part of the Bass-Serre tree of the HNN extension of a
group G, and subgroups H ∼= θ(H) such that [G : H] = 2 and [G : θ(H)] = 3. We let
S−1 = {1, s} and S1 = {1, t1, t2} be sets of left coset representatives for H and θ(H),
respectively. Observe that for g ∈ S1, if we want to add gτ−1 to the right in one of
the vertex cosets mG (e.g., going from mG to mgτ−1G), we traverse an edge emanating
from mG, and when adding gτ to the right for g ∈ S−1, one traverses an edge ending in
mG.
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sτ−1sτ−1G•

τ−2G• τ−1G•
τ−1H
oo

τ−1sH

dd

sτ−1G•
sτ−1H

//

sτ−1sH

99

sτ−2G•

τ−1t1τG•
τ−1t1τH

::

sτ−1t1τG•
sτ−1t1τH

ee

G•

H

YY

sH

EE

τG•

τH

55

t2τG•
t2τH

jj

t1τG•

t1τH

OO



.. Boundary actions of non-ascending HNN extensions 

Let g ∈ Γ be an element with normal form g = g1τ
ε1g2τ

ε2 · · · gnτ εn . Defining s0 = 1
and

sk =
k∏
i=1

giτ
εi , ek =

{
skτH = sk−1gkH if εk = −1,

skH if εk = 1 (..)

for 1 ≤ k ≤ n, the unique path from G to gG is given by

G
e1 // s1G

e2 // · · · en // gG

Indeed, if εk = −1, then o(sk−1gkH) = sk−1G and t(sk−1gkH) = sk−1gkτ
−1G = skG,

and if εk = 1 we notice that o(skH) = skτ
−1G = sk−1G and t(skH) = skG.

We now recall the discussion of the shadow topology on the space T ∪ ∂T , in Section
.. We first note that even though all results in this section are stated for countable
HNN extensions Γ, they in fact hold under the weaker assumption that the Bass-Serre
tree of Γ is countable, as we only need to be able to apply Proposition ...

It was remarked previously in this section that the action of Γ on T is transitive, so
it is minimal. Moreover, we either have ∂T = ∂T or ∂T = T ∪ ∂T in T ∪ ∂T in the
shadow topology, since T is regular. If |∂T | ≤ 2, every vertex in T has degree 2, so that
H = θ(H) = G and Γ = Goθ Z. Furthermore, we have the following fact, due to de la
Harpe and Préaux [, Proposition ].

Proposition ... Let Γ = HNN(G,H, θ) be a countable HNN extension, and let T be
the Bass-Serre tree of Γ. If |∂T | ≥ 3, then the following are equivalent:

(i) The weakly hyperbolic limit set of Γ in ∂T contains at least three points.

(ii) Γ is non-ascending.

If any of these two conditions is satisfied, ∂T is a Γ-boundary in the shadow topology.

Proof. We will only prove that (ii) implies (i); the other implication is proved in [].
Taking s ∈ G \H and t ∈ G \ θ(H), then sτ and tτ−1 define hyperbolic automorphisms
of T due to Lemma .., since they fix no vertices in T . Moreover, the intersection of
their axes is {G}, as one may easily see that (tτ−1)−m(sτ)n ∈ G for m,n ∈ Z implies
m = n = 0. Hence sτ and tτ−1 are transverse. Finally, since the action of G on T is
minimal, it follows from (i) and Proposition .. that ∂T is indeed a Γ-boundary.

A basis of clopen sets for the shadow topology on T ∪ ∂T is defined as follows. If g
has normal form g = g1τ

ε1g2τ
ε2 · · · gnτ εngn+1, we let U(g) be the subset of all elements

hG where the normal form of h begins with gg−1
n+1 = g1τ

ε1g2τ
ε2 · · · gnτ εn , as well as all

equivalence classes of rays identifiable with a ray beginning with g1τ
ε1g2τ

ε2 · · · gnτ εn .
Under the identification T ∪ ∂T = TG ∪ RG (cf. the subsection on countable trees in
Section .), U(g) is therefore the sets of maps Z+ → T whose images of 0 ≤ i ≤ n are
determined by the path described in (..). The collection of all U(g), g ∈ Γ, is the
desired basis of clopen sets. For any g ∈ Γ, let K(g) be the subgroup of G of elements
fixing every vertex in U(g).

To specify the properties of the subgroups K(g), we require two technical lemmata.
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Lemma ... Let Γ = HNN(G,H, θ) be a non-ascending countable HNN extension
with Bass-Serre tree T . For any g ∈ Γ\G with direction ε, K(g) = gK−εg

−1. Moreover,
g ∈ Γ fixes all x ∈ T if and only if g ∈ ker Γ.

Proof. Suppose that g′ ∈ Γ is a fixator of all elements in U(g) where

g = g1τ
ε1g2τ

ε2 · · · gnτ εngn+1 ∈ Γ

in the normal form, and let ε be the direction of g. Then g′ fixes all edges in the subtree
spanned by U(g), i.e., g′(mH) = mH for all m ∈ Γ with normal form beginning with
g1τ

ε1g2τ
ε2 · · · gnτ ε. Therefore g′ ∈ K(g) if and only if g′(grH) = grH for all r ∈ Γ with

the normal form r = r1τ
f1r2τ

f2 · · · rmτ fmrm+1 where either

() m = 0, or
() m ≥ 1 and either (a) f1 = ε, or (b) f1 = −ε and r1 /∈ Hε.

In case (b), the fact r1 ∈ S−f1 = Sε implies that r1 6= 1. Therefore the r ∈ Γ of the
above form constitute the set Γ \ T †−ε, so

g′ ∈ g

 ⋂
r∈Γ\T †−ε

rHr−1

 g−1 = gK−εg
−1.

Hence K(g) = gK−εg
−1.

Lemma ... Let Γ be a non-ascending countable HNN extension with Bass-Serre tree
T . For all g, s ∈ Γ, g ∈ K(s) whenever U(s) ∩ ∂T ⊆ (∂T )g.

Proof. Let g ∈ Γ \ {1} and assume that g fixes all x ∈ U(s) ∩ ∂T . Let ε ∈ {±1} be the
type of s, if |s| ≥ 1, and arbitrary otherwise. If g /∈ sGs−1 write

s−1gs = g1τ
ε1 · · · gnτ εngn+1

in the normal form for n ≥ 1. Let us also assume, without loss of generality, that ε1 = 1.
For all j,m ≥ 0, consider the word

τ−mεr−1(s−1gs)rτ jε = τ−mεr−1(g1τ · · · gnτ εngn+1)rτ jε,

where r ∈ G. Then this word is reduced whenever () ε = εn = −1; () ε = εn = 1
and r ∈ G satisfies r−1g1 /∈ H; () ε = −1, εn = 1 and r ∈ G satisfies gn+1r /∈ θ(H).
This is always possible, since Γ is non-ascending. In these cases, g cannot fix the point
x ∈ U(s) ∩ ∂T determined by the ray passing through the vertices (srτ jε)j≥0.

We now assume that ε = 1 and εn = −1, so that n ≥ 2. If r can be chosen such that
gn+1r /∈ H and r−1g1 /∈ H, we are done. Otherwise, we have gn+1g1H ∪ H = G. Let
p ∈ G such that p−1g2 /∈ H. For all j,m ≥ 0,

τ−mp−1τ−1g−1
1 (s−1gs)g1τpτ

j = τ−m(p−1τ−1g−1
1 g1τg2)τ ε2g3τ

ε3 · · · gnτ−1gn+1g1τpτ
j

= τ−muτ ε2g3τ
ε3 · · · gnτ−1vτpτ j

for u, v ∈ G\H, and this word is reduced. Hence g does not fix the point x ∈ U(s)∩∂T
determined by the sequence of vertices given by (sg1τpτ

j)j≥0. Therefore g ∈ sGs−1.
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We next assume that s /∈ G and let ε ∈ {±1} be the direction of s. For any
r ∈ Γ \ T †−ε, write r = r1τ

f1 · · · rnτ fnrn+1 in the normal form. Then let (ei)i≥1 be a
sequence of edges in T constituting a ray, where e1, . . . , en describes the unique path
in T from G to srG. By hypothesis, g fixes all points x ∈ ∂T arising from rays of the
above form. Let m = |s|. For any sequence (ei)i≥1 as above, there exist positive integers
j, k > m+ n such that gej = ek. Since o(em) = sG = s(s−1gs)G = o(gem), we have

j −m = d(t(ej), o(em)) = d(t(gej), o(gem)) = d(t(ek), o(em)) = k −m,

so j = k. As (ei)i≥1 defines a geodesic, gem+n+1 = em+n+1 as well. Now the fact
e1, . . . , em+n uniquely connects G and srG implies that gf = f for any edge f in T
with o(f) = srG and t(f) 6= (sr)(r−1

n+1τ
−fn)G, since x was arbitrary. Due to g being a

non-inversion and necessarily also fixing the remaining edge set, that is, the set of edges
joining srG and (sr)(r−1

n+1τ
−fn)G, g must fix any edge f in T with o(f) = srG. In

particular we have gsrH = srH, so that s−1gs ∈ rHr−1. As r ∈ Γ \ T †−ε was arbitrary,
s−1gs ∈ K−ε.

If s = 1, then g ∈ G and all of ∂T is fixed by g, which implies g ∈ ker Γ. Indeed,
the above argument applies verbatim if r /∈ G, and if r ∈ G, we still see that g fixes all
edges f in T with o(f) = G, so that grH = rH in any case.

In short, whenever a group element g in a non-ascending HNN extension Γ acts as
the identity on some open subset of the boundary of the Bass-Serre tree ∂T , then g fixes
a large chunk of any ray whose image is eventually in the open subset.

For a continuous action of a group G on a topological space X, define

ker(Gy X) = {g ∈ G |Xg = X}

and
int(Gy X) = {g ∈ G |Xg has non-empty interior}.

If D is a G-invariant subset of X, then so is D, and we have

ker(Gy D) = ker(Gy D), int(Gy D) = int(Gy D).

Here the first equality follows from continuity of the action. If Dg has non-empty interior
for some g ∈ G, there is a non-empty open subset V of D such that V ∩D ⊆ Dg which
ensures that V ⊆ V ∩D ⊆ Dg ⊆ D

g. Conversely, if Dg has non-empty interior, then
there is a non-empty open subset V of D such that V ⊆ Dg, meaning that V ∩D ⊆ Dg.
As V is non-empty, so is V ∩D.

Proposition ... Let Γ be a non-ascending countable HNN extension with Bass-Serre
tree T , and consider T ∪ ∂T equipped with the shadow topology. The action of Γ on T
satisfies

ker Γ = ker(Γ y T ) = ker(Γ y ∂T ) = ker(Γ y ∂T )

and
〈〈K−1〉〉 = 〈〈K1〉〉 = 〈〈K−1 ∪K1〉〉 = int(Γ y ∂T ) = int(Γ y ∂T ),

where 〈〈S〉〉 denotes the normal closure in Γ of a subset S ⊆ Γ.
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Proof. By definition we have ker Γ = ker(Γ y T ), and ker(Γ y T ) ⊆ ker(Γ y ∂T ) by
continuity. Moreover, ker(Γ y ∂T ) ⊆ ker Γ by Lemma ...

Any g ∈ K−1 is contained in K(τ). Indeed, if r−1gr ∈ H for all r ∈ Γ \T †−1, then all
rays emanating in G and passing through τG are fixed by g. Hence K−1 ⊆ int(Gy ∂T )
and 〈〈K−1〉〉 ⊆ int(G y ∂T ) by normality of the latter. Conversely, suppose that (∂T )g
has non-empty interior for g ∈ Γ \ {1} in the shadow topology. Then (∂T )g contains
U(s) ∩ ∂T for some s ∈ Γ, so that g belongs to K(s) = sK−εs

−1 for some ε ∈ {±1} by
Lemmas .. and .., depending on the direction of s. Thus g ∈ 〈〈K−1 ∪K1〉〉. The
remaining identities follow from Lemma ...

Remark ... In [, p. ], de la Harpe and Préaux call the action of an HNN
extension Γ on its Bass-Serre tree T slender if ∂T 6= ∅ and the action of G on ∂T is
topologically free. They prove that this implies that the action of Γ on ∂T is strongly
faithful [, Corollary ], i.e., for all finite subsets F ⊆ Γ \ {1} there is x ∈ ∂T such
that fx 6= x for all f ∈ F .

Our results show that the converse also holds for non-ascending HNN extensions:
indeed, if F ⊆ Γ \ {1} is a finite subset and x ∈ ∂T satisfies fx 6= x for all f ∈ F ,
let s ∈ G such that fU(s) ∩ U(s) = ∅ for all f ∈ F (and x ∈ U(s)). In particular,
no vertex gG in U(s) satisfies gG ∈ fU(s) for any f ∈ F , so there is an edge gH for
which fgH 6= gH for all f ∈ F . Therefore g−1Fg ∩ H = ∅, so by Theorem .. and
Proposition .., the action of G on ∂T is topologically free.

Let us now give another example – a known one – of a collection of C∗-simple groups.

Example ... Let G = Z and let g ∈ G be a generator of G. Form,n ∈ Z\{0}, define
H = 〈gm〉 (thus corresponding to mZ) and an injective homomorphism θ : H → G by
θ(gkm) = gkn for k ∈ Z. Then the HNN extension HNN(G,H, θ) = HNN(Z,mZ, km 7→
kn) is the Baumslag-Solitar group

Γ = BS(m,n) = 〈g, τ | τ−1gmτ = gn〉.

A  result due to Ivanov [, Theorem .] states that BS(m,n) is C∗-simple if and
only if min{|m|, |n|} ≥ 2 and |m| 6= |n|.

We give a new proof using the C∗-simplicity criterion for HNN extensions given
above. Notice first that if |m| = |n|, then H = 〈gm〉 is a normal abelian subgroup of
Γ. Furthermore, BS(±1, n) and BS(m,±1) are solvable. Indeed, in the case m = 1,
N = 〈{τkgτ−k | k ∈ Z}〉 is a normal abelian subgroup of Γ, with the corresponding
quotient group being infinite and cyclic.

If min{|m|, |n|} ≥ 2 and |m| 6= |n|, let us assume that m and n are coprime for the
sake of keeping the proof on the elegant side. Now τ−1Hτ = 〈gn〉. For k ∈ Z, write
kn = qm+ r for q ∈ Z and 0 ≤ r < m. If

G 3 τ−1gknτ = gqnτ−1grτ,

then r = 0, so m divides kn and hence also k. In turn n divides q, so τ−1gknτ ∈ 〈gn2〉.
Hence τ−1〈gn〉τ∩G = 〈gn2〉. Continuing this way, one may show that τ−iHτ i∩G = 〈gni〉
for i ≥ 1, meaning that K1 = {1}. By Lemma .., K−1 = {1} as well, so that Γ is
C∗-simple by Theorem .. or Proposition ...
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We next investigate what properties are forced onto the action of a non-ascending
HNN extension Γ on its Bass-Serre tree when Γ is C∗-simple.

Lemma ... Let Γ = HNN(G,H, θ) be an HNN extension, and let K be a normal
subgroup of Γ contained in H. Then

Γ/K ∼= HNN(G/K,H/K, θ̃),

if we define θ̃ : H/K → G/K by θ̃(hK) = θ(h)K for h ∈ H. The quotient map
π : G → G/K extends to a surjective homomorphism π̃ : Γ → HNN(G/K,H/K, θ̃) with
kernel K such that π̃|G = π and π̃ maps the stable letter of Γ to the stable letter of
HNN(G/K,H/K, θ̃).

Proof. Let Γ′ = HNN(G/K,H/K, θ̃) and let τ ′ be the stable letter of Γ′. If ϕ : G∗〈τ〉 →
Γ and ϕ′ : G/K ∗ 〈τ〉 → Γ′ are the natural quotient maps, then there exists a group
homomorphism π̃ : Γ→ Γ′ such that the diagram

G ∗ 〈τ〉 Γ

G/K ∗ 〈τ〉 Γ′

ϕ

π∗id π̃

ϕ′

commutes, since π◦θ = θ̃◦π, and it is evident that π̃ satisfies all of the desired properties
bar having kernel K. If H−1 = H and H1 = θ(H), then if g ∈ Γ \K has normal form
g = g1τ

ε1 · · · gnτ εngn+1 and 1 ≤ i ≤ n − 1, we observe that π(gi+1) /∈ Hεi/K whenever
εi+1 = −εi, since K ⊆ H ∩ θ(H) by assumption. Hence π̃(g) 6= 1 by Britton’s lemma,
so that ker π̃ ⊆ K. The reverse inclusion is clear.

Theorem ... Let Γ be a non-ascending countable HNN extension with Bass-Serre
tree T . Then Γ is C∗-simple if and only if int(Gy ∂T ) is C∗-simple.

Proof. Since int(Γ y ∂T ) is a normal subgroup of Γ, “only if” follows from Theorem
... Therefore suppose that I = int(Γ y ∂T ) is C∗-simple, and define K = ker Γ.

We first let Kε(Γ) and Kε(Γ/K) denote the Kε’s of the HNN extensions Γ and Γ/K,
respectively. Let π̃ be the surjective homomorphism of Γ onto HNN(G/K,H/K, θ̃) as
described in the above lemma. Choosing the left coset representatives π(S−1) and π(S1)
of H/K and θ̃(H/K) in G/K, then for g = g1τ

ε1 · · · gnτ εngn+1 ∈ Γ written in normal
form, we see that π̃(g) has initial letter 1 = K and type ε in the normal form in Γ/K,
if and only if g has initial letter 1 and type ε. Therefore π̃ maps Kε(Γ) onto Kε(Γ/K),
and since ker π̃ = K it follows that Kε(Γ)/K is isomorphic to Kε(Γ/K) for ε ∈ {±1}.

If K = I, then Kε(Γ) = K for ε ∈ {±1}. Hence Kε(Γ/K) = {1} for ε ∈ {±1}, so
that the action of Γ/K on ∂T ′ is topologically free, T ′ denoting the Bass-Serre tree of
Γ/K. We conclude that Γ/I = Γ/K is C∗-simple, so Γ is C∗-simple by Proposition ..
and Theorem ...

Let C be the centralizer of I in Γ. Suppose first that C \ H is non-empty and let
g ∈ C \H. For all s ∈ Γ and ε ∈ {±1}, s−1Kεs ⊆ I, so that sgs−1Kε(sgs−1)−1 = Kε

for all ε ∈ {±1} and s ∈ Γ. For ε ∈ {±1}, then by Lemma .. there exists s ∈ Γ such
that sgs−1r ∈ Γ \ T †ε whenever r ∈ Γ \ T †−ε. Hence t ∈ Kε implies

r−1(sgs−1)−1t(sgs−1)r = (sgs−1r)−1t(sgs−1r) ∈ H
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for all r ∈ Γ\T †−ε and (sgs−1)−1t(sgs−1) ∈ K−ε. Therefore t ∈ (sgs−1)K−ε(sgs−1)−1 =
K−ε. This proves that K−1 = K1 and I = K, so that Γ is C∗-simple due to the
discussion above.

If C ⊆ H, then normality of C in Γ implies that C ⊆
⋂
r∈Γ rHr

−1 = K ⊆ I. Hence C
is the centre of I, so by C∗-simplicity of I it follows that C ⊆ R(I) = {1}. In particular,
C is C∗-simple, so that Γ is C∗-simple by Theorem ...

The above result therefore states that C∗-simplicity of an HNN extension imposes
some stern demands on the quasi-kernels, also exemplified by the next result.

Proposition ... Let Γ be a non-ascending countable HNN extension, with quasi-k-
ernels K−1 and K1. If either K−1 or K1 is amenable, then Γ is C∗-simple if and only
if K−1 and K1 are trivial.

Proof. Suppose that Γ is C∗-simple and let T be the Bass-Serre tree of Γ. Let ε ∈ {±1}
such that K−ε is amenable and let x = limk→∞ τ

εkG ∈ ∂T . We observe that Γ◦x is the
direct limit of the increasing sequence (K(τ εk))k≥1 of subgroups of Γ, since if g ∈ Γ is
the identity on a neighbourhood of x, then g is the identity on U(τ εk) for some k ≥ 1,
so that g ∈ K(τ εk). As K(τ εk) = τ εkK−ετ

−εk is amenable for all k ≥ 1 and amenability
is preserved under direct limits, Γ◦x is amenable.

As Γ is C∗-simple and ∂T is a Γ-boundary, C(∂T ) or Γ is simple by Theorem ...
Minimality of the Γ-action on ∂T implies that {x ∈ ∂T |Γ◦x is amenable} is dense in ∂T ,
so the action of Γ on ∂T is topologically free due to Proposition ... Therefore K−1 =
K1 = {1}, and the converse follows from Theorem .. and Proposition ...
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The relation between boundary actions and reduced group C∗-algebras, as reviewed
in the preceding chapter, has inarguably clarified how strong of a property C∗-simplicity
really is. In this chapter, we show that C∗-simplicity of a group G is in fact so strong
that it can shed light on the ideal structure of a reduced crossed product over G. We can
even go as far as to not require that the action yielding the crossed product is genuine,
meaning that the map of G into the automorphism group of the C∗-algebra need not
be a homomorphism, as long as we can measure the non-genuineness of the action by a
unitary-valued 2-cocycle.

The above type of action is known as a twisted action, and the greater generality in
this construction has some great benefits, many of which have previously been considered
with respect to C∗-simple groups by Bédos and Conti [, , ]. The equivalence of
a group being C∗-simple and admitting a free boundary action allows us to generalize
many of their results.

. Reduced twisted crossed products

In this section, we generalize the notion of a C∗-dynamical system, the resultant notion
being that of a twisted C∗-dynamical system.

Recall first that the multiplier algebra M(A) of a C∗-algebra A is the set of operators
T ∈ B(A) for which there is a map T ∗ : A → A such that T (x)∗y = x∗T ∗(y) for all
x, y ∈ A. With the operator norm, the usual product on B(A) by composition and the
involution T 7→ T ∗, M(A) is a unital C∗-algebra, and it is the largest unital C∗-algebra
containing A as an essential ideal, i.e., any C∗-algebra B containing A as an essential
ideal admits a unique embedding into M(A) that maps the inclusion A ⊆ B to the
inclusion A ⊆M(A). We embed A into M(A) as a C∗-subalgebra by identifying a ∈ A
with the left multiplication map A→ A by a, and

xa = x(a) ∈ A, ax = x∗(a∗)∗ ∈ A

for a ∈ A and x ∈ M(A), whenever x is viewed as a map A → A. Moreover, it is easy
to see that A is unital if and only if M(A) = A. For more on multiplier algebras, we
refer to [, Section .].

Definition ... A (Busby-Smith) twisted C∗-dynamical system [] is a quadruple
(A,G, α, σ), where A is a C∗-algebra, G is a discrete group and α : G → Aut(A) and
σ : G×G→ U(M(A)) are maps satisfying the identities

αg ◦ αh = Ad(σ(g, h)) ◦ αgh,
σ(g, h)σ(gh, s) = αg(σ(h, s))σ(g, hs),

σ(g, 1) = σ(1, g) = 1,

for all g, h, s ∈ G. Here αg = α(g) ∈ Aut(A) for all g ∈ G. The tuple (α, σ) is referred
to as a twisted action of G on A, and σ is called the normalized 2-cocycle (or just the
cocycle) of the twisted action.

If A is unital, we say that (A,G, α, σ) is unital. Whenever A = C (so that α is
trivial), we say that σ : G×G→ T is a multiplier.



.. Reduced twisted crossed products 

Notice that if σ is trivial, i.e., σ(g, h) = 1 for all g, h ∈ G, then α is a group
homomorphism and (A,G, α) is a C∗-dynamical system in the usual sense.

Twisted C∗-dynamical systems generalize genuine C∗-dynamical systems in the same
way group extensions generalize semidirect products. First, recall that the semidirect
product of a group N by another group H is a group G for which there exists a short
exact sequence

1 N G H 1π

and a map k : H → G such that π ◦ k = idH that is also a group homomorphism, i.e.,
the short exact sequence splits. A good question is now what it takes for the above
exact sequence even to exist, and a twist quickly enters the picture. If G is a group
fitting into the sequence, let k : H → G be a cross-section, i.e., k satisfies π ◦ k = idH ,
such that k(1) = 1. For all s, t ∈ H, we observe that π(k(gh)) = π(k(g)k(h)) and
k(g)k(h)k(gh)−1 ∈ N , if we regard N as a normal subgroup of G. Letting σ(g, h) ∈ N
such that k(g)k(h) = σ(g, h)k(gh), we obtain a map σ : H ×H → N that satisfies the
cocycle identity

σ(g, h)σ(gh, s) = k(g)σ(h, s)k(g)−1σ(g, hs), g, h, s ∈ H,

since (k(g)k(h))k(s) = k(g)(k(h)k(s)). If we define α : H → Aut(N) by αg = Ad(k(g))
and assume that k(1) = 1, then (α, σ) can be regarded as a twisted action of G on N ,
in the sense that it satisfies the axioms of Definition ... We refer to [] for a very
detailed discussion of how twisted actions arise in various guises, both in group theory
and operator algebras.

Let (A,G, α, σ) be a twisted C∗-dynamical system; the following exposition on twisted
C∗-algebraic crossed products is based on [, , ]. Just like what we saw for
genuine C∗-dynamical systems (Section .), the Banach space `1(G,A) is equipped
with the structure of a Banach ∗-algebra with an approximate identity, if one defines a
product and involution by

(xy)(s) =
∑
g∈G

x(g)αg(y(g−1s))σ(g, g−1s), x∗(s) = σ(s, s−1)αs(x(s−1))∗.

For any x ∈ `1(G,A), we will often write x =
∑
g∈G xgδg, where xg = x(g) for g ∈ G,

and we identify any a ∈ A with aδ1 ∈ Cc(G,A).
A covariant representation of (A,G, α, σ) is a triple (π, u,H) where H is a Hilbert

space, π : A → B(H) is a non-degenerate representation and u : G → U(H) is a map
such that

ugπ(a)u∗g = π(αg(a)), uguh = π(σ(g, h))ugh, g, h ∈ G, a ∈ A,

where π also denotes the extension of π toM(A) [, p. ]. The associated integrated
form of a covariant representation and the full reduced crossed product A oσ

α G of
(A,G, α, σ) are defined in exactly the same way as in Section ..

For the remainder of this chapter, we will only concern ourselves with the reduced
crossed product of a twisted C∗-dynamical system, which is defined as follows. Assuming
once again that A is faithfully represented on some Hilbert space H, we define a faithful
representation πα : A→ B(H ⊗ `2(G)) by

πα(a)(ξ ⊗ δt) = αt−1(a)ξ ⊗ δt, a ∈ A, ξ ∈ H, t ∈ G.
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For each g ∈ G, we define a unitary operator λσ(g) ∈ U(H ⊗ `2(G)) by

λσ(g)(ξ ⊗ δt) = σ(t−1g−1, g)ξ ⊗ δgt, t ∈ G, ξ ∈ H.

Then (πα, λσ, H ⊗ `2(G)) defines a regular covariant representation of (A,G, α, σ). One
can show that the integrated form πα × λσ : `1(G,A) → B(H ⊗ `2(G)) is faithful [,
Théorème .].

The reduced twisted crossed product A oσ
α,r G of (A,G, α, σ) is the completion of

`1(G,A) (or the dense ∗-subalgebra Cc(G,A)) in the reduced norm x 7→ ‖(πα×λσ)(x)‖.
However, it will often be convenient to view Aoσ

α,rG as a C∗-subalgebra of B(H⊗`2(G)),
which is achieved by (equivalently) defining Aoσ

α,rG to be the norm-closure of the image
of πα×λσ in B(H⊗`2(G)). As one would hope, Aoσ

α,rG does not depend on the choice
of faithful representation A ⊆ B(H) [, p. ]. We identify A with its image under
πα. If A = C, the reduced twisted crossed product C oσ

r G is the twisted reduced group
C∗-algebra C∗r (G, σ).

The conjugation map α′(s) = Ad(λσ(s)) ∈ Aut(B(H ⊗ `2(G))) maps Aoσ
α,r G onto

itself for all s ∈ G. Viewing σ(g, h) as a unitary multiplier of A oσ
α,r G for r, s ∈ G by

extending πα toM(A), we see that (Aoσ
α,rG,G,α

′, σ) is a twisted C∗-dynamical system
such that the inclusion A→ Aoσ

α,r G is G-equivariant, i.e., α′g|A = αg for all g ∈ G.
As in the non-twisted case, there exists a faithful conditional expectation EA of

Aoσ
α,r G onto A, uniquely satisfying EA(x) = x1 for all x ∈ `1(G,A). Equivalently, EA

satisfies EA(λσ(g)) = 0 for all g ∈ G \ {1}. We refer to EA as the canonical conditional
expectation of Aoσ

α,r G onto A. As noted in Section . the existence of this particular
conditional expectation can be deduced from the existence of a conditional expectation
of A oσ

α,r G onto the reduced crossed product with respect to a subgroup. We have
not been able to locate a proof of the twisted case, so we include one for completeness,
inspired by [, Theorem .].

Proposition ... Let (A,G, α, σ) be a twisted C∗-dynamical system and let H be
a subgroup of G. Denote by (A,H,α, σ) the twisted C∗-dynamical system obtained by
restricting α and σ to H. There exists an injective ∗-homomorphism J : A oσ

α,r H →
Aoσ

α,rG such that J(aλσ(h)) = aλσ(h) for all a ∈ A and h ∈ H and a faithful conditional
expectation E : Aoσ

α,r G→ J(Aoσ
α,r H) satisfying E(λσ(g)) = 0 for g ∈ G \H.

Proof. Since the reduced crossed product Aoσ
α,rG is independent of the choice of faithful

representation of A, we may identify A with its image under πα and then repeat the
construction of the reduced twisted crossed product, allowing us to assume that A is
faithfully represented on some Hilbert space K admitting unitary operators ug ∈ U(K)
satisfying ugau∗g = αg(a) for all g ∈ G and a ∈ A.

Let Q be a system of representatives of the right cosets of H in G. We may then
define unitary operators U : `2(H)⊗ `2(Q)→ `2(G) and V ∈ U(K ⊗ `2(H)⊗ `2(Q)) by

U(δh ⊗ δq) = δhq, V (ξ ⊗ δh ⊗ δq) = σ(q−1, h−1)∗uq−1ξ ⊗ δh ⊗ δq

for ξ ∈ K, h ∈ H and q ∈ Q. Define J : B(K ⊗ `2(H))→ B(K ⊗ `2(G)) by

J(x) = (1K ⊗ U)V (x⊗ 1`2(Q))V ∗(1K ⊗ U∗).
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Then J(aλσ(h)) = aλσ(h) for a ∈ A and h ∈ H, so that J(Aoσ
α,r H) ⊆ Aoσ

α,r G. If we
now define E : B(K ⊗ `2(G))→ B(K ⊗ `2(G)) by

E(x) =
∑
q∈Q

PHqxPHq,

where PHq is the projection onto K ⊗ `2(Hq) for all q ∈ Q, then E is a contractive,
faithful, idempotent linear map. As E(aλσ(g)) = χH(g)aλσ(g) for a ∈ A and g ∈ G, we
have E(A oσ

α,r G) ⊆ J(A oσ
α,r H) since E is contractive. Furthermore, as the image of

E is closed, it coincides with the image of J . Hence J and E are the desired maps.

If (A,G, α, σ) and (B,G, β, τ) are twisted C∗-dynamical systems and ϕ : A → B is
a ∗-homomorphism satisfying

ϕ ◦ αg = βg ◦ ϕ, ϕ(σ(g, h)) = τ(g, h), g, h ∈ G,

then ϕ extends to a ∗-homomorphism ϕ̃ : A oσ
α,r G → B oτ

β,r G [, Théorème .]
that uniquely satisfies

ϕ̃(aλσ(g)) = ϕ(a)λτ (g), a ∈ A, g ∈ G.

Moreover, ϕ̃ is injective (resp. surjective) if and only if ϕ is injective (resp. surjective).

We will finally mention one of the premier reasons for working with twisted C∗-dynamical
systems: their crossed products can be realized as iterated crossed products with respect
to a normal subgroup and the corresponding quotient group. We refer to [, Theorem
.] for a proof of the following result, due to Bédos. A similar statement holds for full
twisted crossed products (see [, Theorem .]).

Theorem ... Let (A,G, α, σ) be a twisted C∗-dynamical system, let N be a normal
subgroup of G, and let j : G→ Q = G/N be the quotient map. Denoting the restriction of
the twisted action (α, σ) to N also by (α, σ), then for all g ∈ G there is an automorphism
γg ∈ Aut(Aoσ

α,r N) satisfying

γg(aλσ(n)) = αg(a)σ(g, n)σ(gng−1, g)∗λσ(gng−1)
= αg(a)λσ(g)λσ(n)λσ(g)∗,

for all n ∈ N and a ∈ A, the latter identity holding in Aoσ
α,r G (see Proposition ..).

If k : Q→ G is a cross-section for which k(1) = 1, and we let

β = γ ◦ k : Q→ Aut(Aoσ
α,r N),

then there exists a normalized 2-cocycle ν : Q × Q → U(M(A oσ
α,r N)) such that (β, ν)

is a twisted action of Q on Aoσ
α,r N , and

Aoσ
α,r G

∼= (Aoσ
α,r N) oν

β,r Q.

In particular, the reduced group C∗-algebra of a group extension can be expressed
as a reduced twisted crossed product, in the same way the reduced group C∗-algebra of
a semidirect product group can be expressed as a reduced crossed product of a genuine
C∗-dynamical system.
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. Powers’ averaging property

In this section we devise a stratagem for the possible boundary actions of a group to
reveal information about the reduced twisted crossed products that it admits, and prove
that C∗-simplicity of a group forces a powerful approximation property on all reduced
twisted crossed products over this group. All twisted C∗-dynamical systems in this
section are assumed to be unital.

Let G be a discrete group and let X be a G-boundary. If (A,G, α, σ) is a unital
twisted C∗-dynamical system over G, we will frequently consider the twisted C∗-dyna-
mical system (A ⊗ C(X), G, β, τ) obtained by defining β : G → Aut(A ⊗ C(X)) and
τ : G×G→ U(A⊗ C(X)) by

βg(a⊗ f) = αg(a)⊗ (gf), τ(g, h) = σ(g, h)⊗ 1

for g, h ∈ G, a ∈ A and f ∈ C(X). Identifying Aoσ
α,r G with the image of the injective

∗-homomorphism A oσ
α,r G → (A ⊗ C(X)) oτ

β,r G induced by the map a 7→ a ⊗ 1, the
unitaries λσ(g) and λτ (g) are identified in (A⊗ C(X)) oτ

β,r G for all g ∈ G.

Definition ... For (A,G, α, σ) as above and a G-boundary X, then we refer to
the twisted C∗-dynamical system (A ⊗ C(X), G, β, τ) constructed above as a natural
extension of (A,G, α, σ).

The inclusion of a boundary in a natural extension allows us to conjugate states by
inner automorphisms to achieve some degree of multiplicativity in the limit, as conveyed
by the following lemma which will be useful throughout this chapter.

Lemma ... Let (A,G, α, σ) be a unital twisted C∗-dynamical system and let X be
a G-boundary. The natural extension (A ⊗ C(X), G, β, τ) has the following property.
For any point x ∈ X, there exists a net (gi) in G such that for any state φ on the
reduced crossed product A oσ

α,r G, there is a state ψ on the reduced crossed product
(A⊗ C(X)) oτ

β,r G for which

ψ|Aoσα,rG = lim
i
φ ◦Ad(λσ(gi)) and ψ|C(X) = δx,

the limit being taken in the weak∗ topology.

Proof. By Corollary .. there exists a net (gi) in G such that giµ → δx for all
µ ∈ P(X) in the weak∗-topology. If φ is a state on A oσ

α,r G, extend φ to a state φ̂ on
(A⊗C(X))oτ

β,r G and define µ = φ̂|C(X). The twisted action (β, τ) restricted to C(X)
is simply the G-action on C(X), so giµ → δx in the weak∗-topology. Compactness of
the state space of (A ⊗ C(X)) oτ

β,r G then allows us to assume that (φ̂ ◦ Ad(λτ (gi)))
converges to a state ψ on (A ⊗ C(X)) oτ

β,r G in the weak∗ topology. By construction,
ψ|C(X) = δx and

ψ|Aoσα,rG = lim
i

(φ̂ ◦Ad(λτ (gi)))|Aoσα,rG = lim
i
φ ◦Ad(λσ(gi)).

The following definition can be seen as a generalization of [, Definition .] (see
also B in Remark ..).
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Definition ... A unital twisted C∗-dynamical system (A,G, α, σ) is said to have
Powers’ averaging property if for every element b in the reduced twisted crossed product
Aoσ

α,r G satisfying E(b) = 0 and every ε > 0, there are g1, . . . , gn ∈ G such that∥∥∥∥∥ 1
n

n∑
i=1

λσ(gi)bλσ(gi)∗
∥∥∥∥∥ < ε.

Here E : Aoσ
α,r G→ A is the canonical conditional expectation of Aoσ

α,r G onto A.

A key result of Bédos and Conti [, Theorem .] is that reduced crossed products
of twisted C∗-dynamical systems over (Pcom) and PH groups, which are subclasses of
the class of C∗-simple groups, respectively, satisfy an averaging property that is similar
to Definition ... Groups with the (Pcom) and PH properties were first analyzed in
[] and [], respectively.

We will now prove that twisted C∗-dynamical systems over C∗-simple groups always
satisfy Powers’ averaging property. With the initial requirement that we consider only
C∗-simple groups, we will first prove some preliminary results on linear functionals of
reduced twisted crossed products, by means of natural extensions.

Lemma ... Let (A,G, α, σ) be a unital twisted C∗-dynamical system where G is
C∗-simple, and let φ be a bounded linear functional on A oσ

α,r G. If E denotes the
canonical conditional expectation of A oσ

α,r G onto A, then there exists ψ in the weak∗

closure of {φ ◦Ad(λσ(g)) | g ∈ G} such that ψ = ψ ◦ E.

Proof. By the Hahn-Jordan decomposition for bounded linear functionals on C∗-alge-
bras, we can write φ = c1φ1 − c2φ2 + i(c3φ3 − c4φ4) for real numbers c1, . . . , c4 ≥ 0 and
states φ1, . . . , φ4 on Aoσ

α,r G.
Consider the natural extension (A⊗C(∂FG), G, β, τ) of (A,G, α, σ) and fix x ∈ ∂FG.

By Lemma .., we can find states ψ1, ψ2, ψ3, ψ4 on (A ⊗ C(∂FG)) oτ
β,r G and a net

(gj) in G such that

ψi|Aoτα,rG = lim
j
φi ◦Ad(λσ(gj)) and ψi|C(∂FG) = δx, i = 1, 2, 3, 4.

In particular, C(∂FG) ⊆ mult(ψi) for each i. Due to Theorem .., the G-action on
∂FG is free, so for any g ∈ G \ {1} there exists f ∈ C(∂FG) such that f(x) = 1 and
f(g−1x) = 0. It follows that for each i and every a ∈ A,

ψi|Aoσα,rG(aλσ(g)) = ψi(aλτ (g))f(x)
= ψi((a⊗ 1)λτ (g)(1⊗ f))
= ψi((a⊗ 1)(1⊗ (gf))λτ (g))
= ψi((1⊗ (gf))(a⊗ 1)λτ (g))
= f(g−1x)ψi((a⊗ 1)λτ (g))
= 0.

It follows from continuity that ψi|Aoσα,rG = ψi|Aoσα,rG◦E for each i. Hence the restriction
of ψ = c1ψ1 − c2ψ2 + i(c3ψ3 − c4ψ4) to Aoσ

α,r G satisfies the desired property.
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Theorem ... If (A,G, α, σ) is a unital twisted C∗-dynamical system where G is
C∗-simple, and E denotes the canonical conditional expectation of A oσ

α,r G onto A,
then

0 ∈ conv{λσ(g)xλσ(g)∗ | g ∈ G}

for all x ∈ A oσ
α,r G satisfying E(x) = 0, the closure being in the norm. In particular,

(A,G, α, σ) has Powers’ averaging property.

Proof. Fix x ∈ Aoσ
α,r G satisfying E(x) = 0, and suppose for the sake of contradiction

that the claim does not hold for this x. Let

K = conv{λσ(g)xλσ(g)∗ | g ∈ G}.

By the Hahn-Banach theorem, there exists a bounded linear functional φ on A oσ
α,r G

such that infy∈K Re(φ(y)) > 0. In particular, this implies that

inf
g∈G
|φ ◦Ad(λσ(g))(x)| > 0.

By Lemma .., there exists a state ψ in the weak∗ closure of {φ ◦Ad(λσ(g)) | g ∈ G}
such that ψ = ψ ◦ E, but then ψ satisfies |ψ(E(x))| = |ψ(x)| > 0, a contradiction.

. The ideal structure of reduced crossed products

In this section, we consider the ideal structure of reduced crossed products of unital
twisted C∗-dynamical systems, with particular focus on when a reduced twisted crossed
product is simple. In general, it is not possible to relate the ideal structure of a re-
duced crossed product to the ideal structure of its underlying C∗-algebra, even when
the group is C∗-simple. Indeed, de la Harpe and Skandalis [] constructed examples of
C∗-dynamical systems over Powers groups (which are C∗-simple) with the property that
the reduced crossed product has many non-trivial ideals, but the underlying C∗-algebra
has only a single non-trivial invariant ideal. These examples will be elaborated upon in
Remark .., as well as in Section ..

Let (A,G, α, σ) be a twisted C∗-dynamical system, and let I be a G-invariant ideal of
A. Then (α, σ) restricts to a twisted action of G on I, and the image of the injective
∗-homomorphism I oσ

α,r G → A oσ
α,r G is the ideal in A oσ

α,r G generated by I. If
π : A→ A/I denotes the quotient map, the twisted action (α, σ) also induces a twisted
action (α̇, σ̇) of G on A/I such that α̇g ◦π = π◦αg for all g ∈ G and σ̇ = π◦σ. Therefore
π induces a surjective ∗-homomorphism π̃ : Aoσ

α,rG→ A/Ioσ̇
α̇,rG at the level of crossed

products, giving rise to the following commutative diagram:

0 I oσ
α,r G Aoσ

α,r G A/I oσ̇
α̇,r G 0

0 I A A/I 0

EI

π̃

EA EA/I

π

(..)

Here EI , EA and EA/I denote the canonical conditional expectations. In the following,
we will use the notation

Iōσ
α,rG = ker π̃.



.. The ideal structure of reduced crossed products 

Now observe that the upper sequence in (..) is exact precisely when Ioσ
α,rG = Iōσ

α,rG.
It is clear that the inclusion I oσ

α,r G ⊂ Iōσ
α,rG always holds, but equality does not

necessarily hold in general (see, e.g., [, Remark .]). If equality does hold for
every G-invariant ideal I in A, then the C∗-dynamical system (A,G, α, σ) is said to be
exact. If G is an exact group (i.e., the reduced group C∗-algebra C∗r (G) is exact), then
a result of Exel [] implies that every twisted C∗-dynamical system over G is exact;
this generalizes a deep theorem, due to Kirchberg and Wassermann, that this holds for
genuine C∗-dynamical systems [].

Bédos and Conti showed that for exact unital twisted C∗-dynamical systems over
the aforementioned (Pcom) and PH groups, there is a bijective correspondence between
maximal ideals of the reduced crossed product and maximal invariant ideals of the under-
lying C∗-algebra []. We will show that this bijective correspondence between maximal
ideals in fact holds for all unital twisted C∗-dynamical systems over C∗-simple groups.
In particular, we will not require the system to be exact.

The first lemma of this section generalizes [, Lemma .].

Lemma ... Let (A,G, α, σ) be a unital twisted C∗-dynamical system, let X be a
G-boundary and let (A ⊗ C(X), G, β, τ) denote the associated natural extension. Let I
be a proper ideal in Aoσ

α,r G and let J denote the ideal in (A⊗C(X))oτ
β,r G generated

by I. Then J is proper.

Proof. Let φ be a state on Aoσ
α,rG such that φ(I) = 0. By Lemma .. there is a state ψ

on (A⊗C(X))oτ
β,rG, a net (gi) in G and x ∈ X such that ψ|Aoσα,rG = limj φ◦Ad(λσ(gj))

and ψ|C(X) = δx.
Note that ψ|Aoτα,rG(I) = 0 and that C(X) is contained in the multiplicative domain

of ψ. Hence for b ∈ I, a1, a2 ∈ A, f1, f2 ∈ C(X) and s1, s2 ∈ G we have

ψ((a1 ⊗ f1)λτ (s1)b(a2 ⊗ f2)λτ (s2))
= f1(x)ψ(a1λσ(s1)ba2λσ(s2))f2(s2x)
= 0.

It follows that ψ(J) = 0. Hence J is proper.

The next lemma is a special case of [, Theorem ], also proved for transformation
groups in Proposition .., but we state it for twisted C∗-dynamical systems. We will
need it in this form in the next chapter as well.

Lemma ... Let (A,G, α, σ) be a unital twisted C∗-dynamical system and let X be
the maximal ideal space of the centre Z(A) of A. Assume that the action of G on X is
free. If J is a closed ideal in Aoσ

α,r G, then for JA = J ∩A we have

JA oσ
α,r G ⊆ J ⊆ JAō

σ
α,rG.

Observe that the above formulation makes sense also in the twisted case, since the
twisted action of G on A restricts to a genuine action of G on the centre of A.

Proof. Let IA = I ∩ A and let π : A→ A/IA be the quotient map. Now let γ : A/IA →
B(H) be an irreducible representation of A/IA and consider the representation

A+ I → (A+ I)/I ∼= A/IA
γ→ B(H).
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By Arveson’s extension theorem, this map extends to a u.c.p. map ϕ : Aoσ
α,rG→ B(H)

such that ϕ(I) = 0 and A ⊆ mult(ϕ), since ϕ|A = γ ◦π. By irreducibility, the restriction
of ϕ to Z(A) ∼= C(X) is a point mass on X, i.e., ϕ|Z(A) = δx for some x ∈ X. Letting
g ∈ G \ {1}, then there exists f ∈ C(X) such that f(g−1x) 6= f(x), implying

ϕ(λσ(g))(f(x)1H) = ϕ(λσ(g)f) = ϕ(gfλσ(g)) = f(g−1x)ϕ(λσ(g)).

Therefore ϕ(λσ(g)) = 0. Letting EA : A oσ
α,r G → A be the canonical conditional

expectation, it follows that ϕ = ϕ ◦ EA. Hence

γ(π(EA(I))) = ϕ(EA(I)) = ϕ(I) = {0}.

Since γ was arbitrary, π(EA(I)) = {0}, so that EA(I) ⊆ I.
For any positive element x ∈ I, let y be the image of x under π̃ : A oσ

α,r G →
(A/IA)oσ̇

α̇,rG, and let EA/I : (A/IA)oσ̇
α̇,rG→ A/IA be the canonical faithful conditional

expectation. Since EA/I ◦ π̃ = π ◦ EA, it follows that EA/I(y) = 0 since EA(x) ∈ I ∩A.
As EA/I is faithful, y = 0 and x ∈ IAōσ

α,rG.

For any twisted C∗-dynamical system (A,G, α, σ) and any G-invariant, closed ideal
I in Aōσ

α,rG, the commutative diagram (..) yields the identity

(Iōσ
α,rG) ∩A = I. (..)

Moreover, let X be a G-boundary. If A is unital, then for the natural extension (A ⊗
C(X), G, β, τ) we observe that if K ⊆ (A ⊗ C(X)) oτ

β,r G is a closed ideal and KA =
K ∩ (A⊗ C(X)), then there is a commutative diagram of ∗-homomorphisms

Aoσ
α,r G (A⊗ C(X)) oτ

β,r G

A/(K ∩A) oσ̇
α̇,r G (A⊗ C(X))/KA oτ̇

β̇,r
G

where the horizontal arrows are injective. It follows that

(KAōτ
β,rG) ∩ (Aoσ

α,r G) = (K ∩A)ōσ
α,rG. (..)

Definition ... Let (A,G, α, σ) be a twisted C∗-dynamical system. A closed ideal
I of A is said to be maximal G-invariant if it is a proper, G-invariant ideal, which is
maximal among proper G-invariant ideals in A.

We say that A is G-simple if the only maximal G-invariant closed ideal in A is {0},
or equivalently, that the only G-invariant closed ideals of A are {0} and A.

Note for (A,G, α, σ) as above that a maximal G-invariant ideal of A need not be a
maximal ideal; for instance, for non-trivial G one may consider A = C(X) where X is a
minimal compact G-space with more than one point.

Theorem ... Let (A,G, α, σ) be a unital twisted C∗-dynamical system where G is
C∗-simple. For a maximal ideal I of Aoσ

α,r G, I ∩A is a maximal G-invariant ideal of
A. Conversely, for a maximal G-invariant ideal Y of A, the ideal Y ōσ

α,rG of Aoσ
α,r G

is maximal. Moreover, this correspondence is bijective.
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Proof. Let Y be a maximal G-invariant ideal in A. We claim that the ideal Y ōσ
α,rG in

Aoσ
α,rG is maximal; suppose that J is a proper ideal in Aoσ

α,rG such that Y ōσ
α,rG ⊆ J .

Consider the natural extension (A⊗ C(∂FG), G, β, τ) of (A,G, α, σ). Let K denote
the ideal in (A ⊗ C(∂FG)) oτ

β,r G generated by J . By Lemma .., K ⊆ KAōτ
β,rG,

where KA = K ∩ (A⊗ C(∂FG)). By (..),

J ⊆ K ∩ (Aoσ
α,r G) ⊆ (KAōτ

β,rG) ∩ (Aoσ
α,r G) = (K ∩A)ōσ

α,rG,

and applying (..) to Y and K ∩A gives

Y ⊆ J ∩A ⊆ K ∩A.

Since J is proper, Lemma .. implies that K is proper, so the maximality of Y implies
that Y = K ∩ A since K ∩ A is G-invariant. From above, J ⊆ Y ōσ

α,rG, and it follows
that Y ōσ

α,rG is maximal.
Now let I be a maximal ideal in A oσ

α,r G. We must show that the ideal I ∩ A is
maximal among proper G-invariant ideals in A.

Let J denote the ideal in (A ⊗ C(∂FG)) oτ
β,r G generated by I. By Lemma ..,

J ⊂ JAōτ
β,rG, where JA = J ∩ (A⊗ C(∂FG)). Hence by (..)

I ⊂ J ∩ (Aoσ
α,r G) ⊂ (JAōτ

β,rG) ∩ (Aoσ
α,r G) = (J ∩A)ōσ

α,rG.

Since I is proper, Lemma .. implies that J ∩ A is proper in A, so the maximality of
I implies that I = (J ∩A)ōσ

α,rG. Hence I ∩A = J ∩A by (..), and it follows that

I = (I ∩A)ōσ
α,rG. (..)

Now suppose that Z is a proper G-invariant ideal in A such that I ∩ A ⊂ Z. Then
Zōσ

α,rG is a proper ideal in Aoσ
α,r G and

I = (I ∩A)ōσ
α,rG ⊂ Zō

σ
α,rG,

so the maximality of I implies that I = Zōσ
α,rG. Hence

I ∩A = (Zōσ
α,rG) ∩A = Z,

and it follows that I ∩ A is maximal. Finally it follows from the identities (..) and
(..) that the correspondence is bijective.

As a corollary we obtain the following generalization of [, Theorem .] (see also
Remark .., A).

Corollary ... Let (A,G, α, σ) be a unital twisted C∗-dynamical system where G is
C∗-simple. Then Aoσ

α,r G is simple if and only if A is G-simple.

Corollary ... If G is C∗-simple, then the reduced twisted group C∗-algebra C∗r (G, σ)
is simple for every multiplier σ : G×G→ T.
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Remark ... A small modification of an example constructed by de la Harpe and
Skandalis [] shows that Theorem .. does not generalize to prime ideals. This par-
ticular counterexample is immensely useful, and we will return to it in Chapter .

Let G 6= {1} be a C∗-simple discrete group. We say that an ideal I ⊆ A in a
G-C∗-algebra is G-prime if it is G-invariant and J ∩ J ′ ⊆ I for G-invariant ideals J and
J ′ implies J ⊆ I or J ′ ⊆ I. If H is a non-trivial amenable subgroup of G, let X = G/H
be the left coset space. Then X is an infinite discrete space, since a group is amenable
if it contains an amenable finite-index subgroup. We consider the unitization A of the
non-unital commutative C∗-algebra c0(X). Then A becomes a unital G-C∗-algebra with
exactly two proper G-invariant ideals, namely {0} and c0(X), both of which are G-prime.

By Green’s imprimitivity theorem, the ideal J = c0(X) or G of A or G is Morita
equivalent to C∗r (H) ∼= C∗(H) (see, e.g., [, Theorem .]), so the prime ideals of J
are in one-to-one correspondence with the prime ideals of C∗(H). If H is cyclic, then
C∗(H) has at least two prime ideals. Since A = C1 + c0(X), it is easy to see that J is
maximal in A or G and therefore prime. Furthermore, it is easily checked that every
prime ideal of J is a prime ideal of A or G. We may then ensure that A or G has at
least three prime ideals if H is cyclic.

Notice also that the conclusion of Theorem .. is not true if we allow the underlying
C∗-algebra to be non-unital. Indeed, c0(X) is always G-simple, even though c0(X)orG
may contain many ideals.

By appealing to the previously mentioned structure theorem for twisted reduced
crossed products (Theorem ..), it is possible to say something about twisted C∗-dy-
namical systems whenever the underlying group has a C∗-simple quotient. This also
gives another proof that C∗-simplicity is stable under extensions (see Section .).

Corollary ... Let (A,G, α, σ) be a unital twisted C∗-dynamical system and let N be
a normal subgroup of G. Continue to write (α, σ) for the restriction of (α, σ) to N . If
G/N is C∗-simple, then Aoσ

α,r G is simple whenever Aoσ
α,r N is simple.

Proof. By Theorem .. there exists a twisted action (γ, ν) of G/N on Aoσ
α,r N such

that
Aoσ

α,r G
∼= (Aoσ

α,r N) oν
γ,r (G/N).

The desired conclusion now follows from Corollary ...

We now give a generalization of [, Proposition .] of Bédos and Conti, to describe
the situation where the action α is trivial; the proof is just the same as theirs.

Proposition ... Let (A,G, α, σ) be an exact, unital twisted C∗-dynamical system,
where α is trivial (that is, αg = idA for all g ∈ G). If (A,G, α, σ) has Powers’ averaging
property, then there is a bijective correspondence between the set of closed ideals in A
and the set of closed ideals in Aoσ

r G given by Y 7→ Y oσ
r G = Y ōσ

rG.

Proof. We already know that the map Y 7→ Y oσ
r G is injective due to (..), so let I

be a closed ideal in A oσ
r G. For any x ∈ I and ε > 0 there exist g1, . . . , gn ∈ G such

that ∥∥∥∥∥ 1
n

n∑
i=1

λσ(gi)(x− E(x))λσ(gi)∗
∥∥∥∥∥ < ε,
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where E : Aoσ
r G→ A is the canonical conditional expectation.

Since α is trivial, 1
n

∑n
i=1 λσ(gi)E(x)λσ(gi)∗ = E(x), so that ‖E(x)−y‖ < ε for some

y ∈ I. Thus E(x) ∈ I = I, meaning that E(I) ⊆ I. As in the proof of Lemma .., it
follows that I ⊆ (I ∩A)ōσ

rG. By exactness of (A,G, α, σ) we have I = (I ∩A)oσ
r G.

The above result has a very neat application if we restrict our attention to extensions
of abelian groups.

Corollary ... Let (A,G, α, σ) be an exact, unital twisted C∗-dynamical system and
let Z be the centre of G. If α is trivial, G/Z is C∗-simple and σ(g, z) = σ(z, g) for all
z ∈ Z and g ∈ G, then there is a bijective correspondence between closed ideals of Aoσ

r Z
and closed ideals of Aoσ

r G.

Indeed, under the above hypotheses, the structure theorem ensures that we can define
a twisted action (β, ν) of G/Z on Aoσ

r Z such that

Aoσ
r G
∼= (Aoσ

r Z) oν
β,r (G/Z),

and βg = idAoσrZ for all g ∈ G/Z. Since (A oσ
r Z,G/Z, β, ν) has Powers’ averaging

property by Theorem .., Proposition .. applies.
In particular, to count the ideals of certain group C∗-algebras, one may “disregard

the C∗-simple part” of the group in question.

Corollary ... Let G be a discrete group with centre Z such that G/Z is exact and
C∗-simple. Then the ideals of C∗r (G) are in one-to-one correspondence with the open (or
closed) subsets of the dual group Ẑ of Z.

In the next example, we will consider some applications of the above results, adapted
from [, Example .].

Example ... Let n ≥ 2, let Gn = GL(n,Z) ⊆ GL(n,R) be the group of inte-
ger-valued matrices with determinant ±1. The centre of GL(n,R) is the subgroup of
real-valued non-zero scalar matrices, and Zn = {±I} is the center of Gn.

If n is odd, then PSL(n,Z) ∼= SL(n,Z) is C∗-simple (Example ..) and exact (by a
theorem of Guentner, Higson and Weinberger []). Since Gn decomposes as the product
SL(n,Z)Zn and C∗r (Zn) ∼= C⊕ C, it follows from Corollary .. that C∗r (Gn) has two
non-trivial closed ideals.

If n is even, then PSL(n,Z) is C∗-simple still. Furthermore, Gn/Zn (also known
as the projective general linear group PGL(n,Z)) is C∗-simple by Theorem .., since
it contains PSL(n,Z) as an index two (hence normal) subgroup with trivial centralizer.
Moreover, it is exact, sinceGn is exact [], Zn is amenable, and quotients of exact groups
by amenable normal subgroups are exact. Therefore C∗r (Gn) also has two non-trivial
closed ideals in this case. An similar argument shows that C∗r (SL(n,Z)) also has two
non-trivial closed ideals.

Example ... For n ≥ 3, the braid group Bn with n generators has centre Zn ∼= Z,
and Bédos proved in [, p. ] that Bn/Zn is C∗-simple (see also Example ..).
Further, we have short exact sequences

1→ Fn−1 → Pn/Zn → Pn−1/Zn−1 → 1,
1→ Pn/Zn → Bn/Zn → Sn → 1
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where Fn−1 is the free non-abelian group of n− 1 generators, Pn is the pure braid group
on n strands and Sn is the finite symmetric group on n generators [, Proposition ]. We
recall that free groups and finite groups are exact, and that extensions of exact groups
are exact [, Proposition ..]. As P2 = Z2, we may thus conclude by induction that
Pn/Zn is exact, so that Bn/Zn is exact. By Corollary .., the ideals of C∗r (Bn) are
in one-to-one correspondence with the open (or closed) subsets of T.

Theorem .. has other interesting applications. As mentioned in Section ., Bédos
proved in  that a discrete group is C∗-simple if it contains a normal, C∗-simple
subgroup with trivial centralizer. This stability result was a consequence of the following
theorem [, Theorem .].

Theorem ... Let (A,G, α, σ) be a unital twisted C∗-dynamical system, and assume
that A admits a faithful G-invariant state. If N is a normal icc subgroup of G with trivial
centralizer and Aoσ

α,r N is simple, then Aoσ
α,r G is simple.

Let us quickly sketch Bédos’ proof. By first observing that conjugation by g ∈ G\N
defines an outer isomorphism of N due to N having trivial centralizer, Bédos proved
that any automorphism σ of N is outer if and only if {σ(n)pn−1 |n ∈ N} is infinite,
due to N being icc. This latter condition forces the automorphism γg ∈ Aut(Aoσ

α,r N)
defined in Theorem .. to be outer whenever g ∈ G\N if A has a faithful G-invariant
state. Therefore the twisted action of G/N on A oσ

α,r N is by outer automorphisms,
and an adaptation of a simplicity criterion of Kishimoto to the twisted case (cf. [,
Theorem .]) then yielded the above theorem.

With this in mind, we bring this section to a close by proving a partial generalization
of Theorem ...

Theorem ... Let (A,G, α, σ) be a unital twisted C∗-dynamical system, and assume
that A admits a faithful G-invariant state. If N is a normal icc subgroup of G with
C∗-simple centralizer and Aoσ

α,r N is simple, then Aoσ
α,r G is simple.

Proof. Let CG(N) be the centralizer of N in G and let H = NCG(N). Then H is a
normal subgroup of G, and it is isomorphic to N × CG(N) since N ∩ CG(N) = {1} by
N being icc. Since CG(N) is C∗-simple, it is also icc, so H is icc, and

CG(H) = CG(N) ∩ CG(CG(N)) = {1}.

As H/N ∼= CG(N) is C∗-simple and Aoσ
α,rN is simple, Aoσ

α,rH is simple by Corollary
... Applying Theorem .. to H, it follows that Aoσ

α,r G is simple.

. Tracial states on reduced twisted crossed products

In this section we will relate tracial states on reduced crossed products of twisted
C∗-dynamical systems to tracial states on the underlying C∗-algebra, inspired by the
characterization of the unique trace property due to Breuillard, Kalantar, Kennedy and
Ozawa (Theorem ..).

Lemma ... Let (A,G, α, σ) be a twisted C∗-dynamical system and let E denote the
canonical conditional expectation of Aoσ

α,r G onto A. If τ is a G-invariant tracial state
on A, then τ ◦ E is a tracial state on Aoσ

α,r G.
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Proof. For x, y ∈ `1(G,A) we have

τ((xy)(1)) =
∑
g∈G

τ(x(g)αg(y(g−1))σ(g, g−1))

=
∑
g∈G

(τ ◦ αg−1)(x(g)αg(y(g−1))σ(g, g−1))

=
∑
g∈G

τ(αg−1(x(g))
[
σ(g−1, g)y(g−1)σ(g−1, g)∗

]
αg−1(σ(g, g−1)))

=
∑
g∈G

τ(y(g−1)αg−1(x(g))σ(g−1, g))

=
∑
g∈G

τ(y(g)αg(x(g−1))σ(g, g−1))

= τ((yx)(1)),

since σ(g−1, g) = αg−1(σ(g, g−1)) for all g ∈ G.

The above lemma gives a means of translating tracial states on a C∗-algebra to tracial
states on the reduced crossed product. We now add the missing ingredient in the proof
of Theorem .. – the theorem of Furman (Theorem ..) – to a generalization for
reduced twisted crossed products.

Theorem ... Let (A,G, α, σ) be a unital twisted C∗-dynamical system over a dis-
crete group G with amenable radical R(G). For every tracial state τ on the reduced
crossed product Aoσ

α,r G, τ = τ ◦ER(G), where ER(G) denotes the canonical conditional
expectation from Aoσ

α,r G to Aoσ
α,r R(G).

Proof. We must show that for any tracial state τ on A oσ
α,r G and any a ∈ A, we

have τ(aλσ(g)) = 0 for all a ∈ A and g /∈ R(G). We consider the natural extension
(A⊗C(∂FG), G, β, ρ). By Lemma .. and the G-invariance of τ , there is a state ψ on
(A⊗ C(∂FG)) oρ

β,r G, a net (gi) in G and x ∈ ∂FG such that

ψ|Aoσα,rG = lim
j
τ ◦Ad(λσ(gj)) = τ

and ψ|C(∂FG) = δx.
For g /∈ R(G), then by Theorem .. there exists y ∈ ∂FG such that g−1y 6= y.

By minimality of the G-action on ∂FG, there is a net (hi) in G such that hix→ y. Due
to weak∗-compactness, we may assume that (ψ ◦ Adλρ(hi)) converges to a state η on
(A⊗ C(∂FG)) oρ

β,r G which, by the G-invariance of τ , then satisfies

η|Aoσα,rG = τ, η|C(∂FG) = δy.

As C(∂FG) is contained in the multiplicative domain of η, taking a function f ∈ C(∂FG)
such that f(g−1y) = 0 and f(y) = 1 now yields τ(aλσ(g)) = 0 for any a ∈ A, just as in
the proof of Lemma ...

The next result was previously shown in [, Corollary .] for the case when G is a
(Pcom) or PH group.
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Corollary ... Let (A,G, α, σ) be a twisted C∗-dynamical system over a discrete
group G. Suppose that G is C∗-simple or, more generally, that the amenable radical
of G is trivial. For every G-invariant tracial state τ on A, τ ◦ E is a tracial state on
the reduced twisted crossed product Aoσ

α,r G, where E denotes the canonical conditional
expectation of Aoσ

α,rG onto A. Conversely, every tracial state on Aoσ
α,rG arises in this

way from a G-invariant tracial state on A. Moreover, this correspondence is bijective.
Thus Aoσ

α,rG has a unique tracial state if and only if A has a unique G-invariant tracial
state.

Proof. By Theorem .., it follows that τ = τ ◦ E for any tracial state τ on Aoσ
α,r G.

Any tracial state τ on Aoσ
α,r G is therefore uniquely determined by its restriction to A.

The claim now follows.

We finally state an analogue of Theorem .. for the unique trace property. In
, Bédos proved [, Proposition ] that if the unital twisted C∗-dynamical system
(A,G, α, σ) and the normal subgroup N are as in Theorem .. but one assumes that
the C∗-algebra A has a faithful G-invariant tracial state, then A oσ

α,r G has a unique
tracial state whenever Aoσ

α,rN has a unique tracial state. If we replace the reference to
Corollary .. by one to the above corollary, the proof of Theorem .. applies almost
word for word to yield the following partial generalization of Proposition ...

Theorem ... Let (A,G, α, σ) be a unital twisted C∗-dynamical system, and assume
that A admits a faithful G-invariant tracial state. If N is a normal icc subgroup of G
such that the centralizer of N in G has trivial amenable radical, then A oσ

α,r G has a
unique tracial state whenever Aoσ

α,r N has a unique tracial state.



Chapter 

Equivariant injective envelopes

In this chapter, we consider the G-injective envelopes of unital C∗-algebras equipped
with an action by a discrete group G, and how these objects may uncover a lot of infor-
mation not just about the original C∗-algebras, but also about the associated reduced
crossed products. Injective envelopes have recently experienced a resurgence in interest,
instigated by the  paper by Kalantar and Kennedy [], in which C∗-simplicity of a
discrete group G was described by means of the action of G on the G-injective envelope
of the complex numbers C.

For C∗-algebras the topic of injectivity harks back to , the year of Arveson’s
extension theorem. The theorem states for any Hilbert space H that the space B(H) of
bounded operators on H has the following Hahn-Banach-like property: for any inclusion
S ⊆ A of an operator system in a unital C∗-algebra such that S contains the identity
of A, then any u.c.p. map S → B(H) extends to a u.c.p. map A → B(H) [, Theorem
..]. Due to a theorem of Loebl [] applying the famous  result of Tomiyama
that norm-one projections of C∗-algebras onto C∗-subalgebras are always completely
positive [, ], studies of von Neumann algebras M ⊆ B(H) admitting a norm-one
projection B(H)→M (i.e., von Neumann algebras having “the extension property”, see
[]) consequently uncovered a wealth of injective von Neumann algebras.

The idea that any C∗-algebra might be embedded in a smallest possible injective
C∗-algebra was due to Hamana, who was inspired by a  theorem of Cohen [],
stated as follows. Saying that a Banach space X is injective if for any isometric, linear
inclusion of Banach spaces E ⊆ F , any linear contraction E → X extends to a linear
contraction F → X, then any Banach space E embeds isometrically into a injective
Banach space X such that the only injective closed subspace of X containing E is X
itself, and X is unique up to isometric isomorphism. Cohen then called the Banach space
X the injective envelope of E. Replacing Banach spaces by unital C∗-algebras and linear
contractions by u.c.p. maps, Hamana proved in  that analogue statements held true
for C∗-algebras [] and operator systems [], and finally for discrete C∗-dynamical
systems in  [].

The first three sections constitute an exposition of Hamana’s original results: we
construct the equivariant injective envelope and relate properties of injective envelopes
to notions considered in the previous chapters. Finally, the last section lines up our
own original results on equivariant injective envelopes. Throughout the chapter, G will
always denote a discrete group.


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. Extensions of operator systems

In this section, based on [, , ], we consider equivariant embeddings of operator
systems into injective C∗-algebras, and we define all notions required in order to perceive
an injective C∗-algebra containing a given operator system as “minimal” with respect to
this containment.

Definition ... Let S and T be operator systems, i.e., S and T are self-adjoint sub-
spaces of unital C∗-algebras, containing the identity elements of the latter. A complete
order isomorphism of S onto T is a u.c.p. linear isomorphism S → T with completely
positive inverse. A complete order isomorphism of S onto itself is called an automorphism
of S, and the group of automorphisms of S is denoted by Aut(S).

If G is a discrete group, we say that the operator system S is a G-operator system
if there is an action of G on S by automorphisms. A linear map ϕ : S → T between
G-operator systems is G-equivariant if ϕ(gx) = gϕ(x) for all g ∈ G and x ∈ S.

Remark ... A complete order isomorphism is automatically completely isometric
[, Proposition .]. Furthermore, for unital C∗-algebras, the above definition of an
automorphism coincides with the usual notion of an automorphism of a C∗-algebra.
Indeed, if ϕ : A→ B is a complete order isomorphism of unital C∗-algebras, then by the
Schwarz inequality for 2-positive maps we have

a∗a = ϕ−1(ϕ(a))∗ϕ−1(ϕ(a)) ≤ ϕ−1(ϕ(a)∗ϕ(a)) ≤ ϕ−1(ϕ(a∗a)) = a∗a

for all a ∈ A, so that a ∈ mult(ϕ). Hence ϕ is a ∗-isomorphism.

Definition ... Let G be a discrete group and let S be a G-operator system. We
say that S is G-injective if the following holds. Given two G-operator systems E and
F , a G-equivariant unital, complete isometry κ : E → F and a G-equivariant u.c.p. map
ϕ : E → S, there exists a G-equivariant u.c.p. map ϕ̃ : F → S such that ϕ̃ ◦ κ = ϕ, i.e.,
the following diagram commutes:

E F

S

κ

ϕ
ϕ̃

Stated differently, a G-injective G-operator system is therefore an injective object in
the category of G-operator systems and G-equivariant u.c.p. maps. For G = {1} we get
the well-studied notion of an injective operator system (cf. []).

We finally introduce three properties of embeddings of operator systems, the study
of which will provide the bulk of the next section. Recall that a unital contraction of
operator systems is completely positive if it is completely isometric [, Proposition
.].

Definition ... Let S be a G-operator system. An extension of S is a pair (W,κ)
consisting of a G-operator systemW and a G-equivariant complete isometry κ : S →W .
Furthermore, the extension (W,κ) is said to be

• G-injective if W is G-injective;
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• G-essential if it holds for any G-equivariant u.c.p. map ϕ : W → Z that ϕ is
completely isometric whenever ϕ ◦ κ is;

• G-rigid if it holds for any G-equivariant u.c.p. map ϕ : W → W that ϕ = idW
whenever ϕ ◦ κ = κ.

A G-injective and G-essential extension of S is called a G-injective envelope.

If G = {1} in the preceding two definitions, we obtain the notion of an injective (resp.
essential, rigid) extension of an operator system.

For any extension (M,κ) of a G-operator system S, we will often suppress the com-
plete isometry κ and simply assume that S is a G-invariant operator subsystem of M .
Further, an extension (M,κ) of a unital C∗-algebra S is said to be a C∗-algebra exten-
sion if M is a unital G-C∗-algebra and κ : S → M is a G-equivariant, unital, injective
∗-homomorphism.

For any operator subsystem S ⊆ B(H) for some Hilbert space H, we will consider the
space `∞(G,S) of bounded maps G → S. Then `∞(G,S) is an operator subsystem of
B(H ⊗ `2(G)), if we let `∞(G,S) act on H ⊗ `2(G) by defining

f(ξ ⊗ δg) = f(g)ξ ⊗ δg, g ∈ G, ξ ∈ H, f ∈ `∞(G,S).

Moreover, `∞(G,S) may be given a natural G-action by

(sf)(t) = f(s−1t), s, t ∈ G, f ∈ `∞(G,S),

making it a G-operator system.

In the proof of the following lemma, recall for any unital C∗-algebra A and n ≥ 1
that the map Mn(`∞(G,A)) → `∞(G,Mn(A)) given by [xi,j ] 7→ (g 7→ [xi,j(g)]) is a
∗-isomorphism. Hence its restriction to an operator subsystem S ⊆ A is a u.c.p. map.

Lemma ... If the operator system S is injective, then `∞(G,S) is a G-injective
G-operator system.

Proof. Assume that S ⊆ B(H) for some Hilbert space H. Let κ : E → F and ϕ : E →
`∞(G,S) be G-equivariant u.c.p. maps, and assume that κ is completely isometric. The
map given π : `∞(G,B(H))→ B(H) given by π(f) = f(1) for f ∈ `∞(G,B(H)) is then
a unital ∗-homomorphism, so its restriction π : `∞(G,S) → S is a u.c.p. map. Hence
ψ = π ◦ ϕ : E → S is also a u.c.p. map. Since S is injective, there exists a u.c.p. map
ψ̃ : F → S such that ψ̃ ◦ κ = ψ.

We now define ϕ̃ : F → `∞(G,S) by

ϕ̃(x)(g) = ψ̃(g−1x), x ∈ F, s ∈ G.

Then ‖ϕ̃(x)‖ ≤ ‖ϕ̃‖‖x‖, so that ϕ̃ is well-defined, and it is clearly linear and unital.
Moreover, under the identification Mn(`∞(G,S)) ∼= `∞(G,Mn(S)), the image of g ∈ G
under the amplification ϕ̃(n) is just multiplication by g−1 and ψ̃(n), both of which are
positive. Hence ϕ̃ is a G-equivariant u.c.p. map. Since

ϕ̃(κ(x))(g) = ψ̃(g−1κ(x)) = ψ̃(κ(g−1x)) = ϕ(g−1x)(1) = (g−1ϕ(x))(1) = ϕ(x)(g)

for all x ∈ E and g ∈ G, it follows that ϕ̃ ◦ κ = ϕ, and thus `∞(G,S) is G-injective.
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Lemma ... Let S be a G-operator subsystem of an injective C∗-algebra A and let
κ : S →M = `∞(G,A) be the map given by

κ(x)(g) = g−1x, x ∈ S, g ∈ G.

Then (M , κ) is a G-injective extension of S and κ is a complete order isomorphism onto
its image.

Moreover, S is G-injective if and only if S is injective as an operator system and
there exists a G-equivariant u.c.p. map ω : `∞(G,S)→ S such that ω ◦ κ = idS.

Proof. Evidently κ is completely isometric, unital and G-equivariant, so the first asser-
tion follows from Lemma ... Note that M ∼=

⊕
g∈GA is injective, since injectivity of

C∗-algebras is preserved under direct sums. Assuming that S is G-injective, then there
exists a G-equivariant u.c.p. map ω : M → S such that ω ◦ κ = idS . If ρ : E → F is a
unital complete isometry and ϕ : E → S is a u.c.p. map, then injectivity of M yields
a u.c.p. map ϕ̃ : F → M such that ϕ̃ ◦ ρ = κ ◦ ϕ. Hence ω ◦ ϕ̃ : F → S is the map
desired in order to obtain injectivity of S. The converse follows from noting that if S is
injective, then `∞(G,S) is G-injective, so if there also exists a G-equivariant u.c.p. map
ω : `∞(G,S)→ S such that ω ◦ κ = idS , then S is G-injective as well.

First and foremost, the above lemma states that the category of G-operator systems
and G-equivariant u.c.p. map contains sufficiently many injectives, and it also provides
the background scenery for the construction of the injective envelope, since any operator
system embeds into the injective C∗-algebra B(H) for some Hilbert space H. Indeed,
the way we embed a G-operator system into a G-injective G-C∗-algebra as done above
provides perhaps the most easily understandable G-injective extension available to us.

Definition ... For any G-operator subsystem S of an injective C∗-algebra A, the
map κ : S → `∞(G,A) defined in Lemma .. will be referred to as the canonical
inclusion map.

Finally, we address the case of what it takes to be a G-essential extension of the
simplest possible G-operator system, C. Notice first that since C is an injective operator
system by the Hahn-Banach theorem, then C is G-injective if and only if there exists a
G-equivariant u.c.p. map `∞(G)→ C by Lemma ... Therefore C is G-injective if and
only if G is amenable, and this motivates a translation of statements in Chapter  about
the Furstenberg boundary ∂FG into statements about equivariant injective envelopes.

In order to do so, we first show that C(∂FG) is in fact G-injective, and this requires
a translation of Proposition .. to an analoguous statement for G-operator systems.

Proposition ... Let A be a unital G-C∗-algebra. If A is injective in the category of
unital G-C∗-algebras and G-equivariant u.c.p. maps, then A is G-injective (in the sense
of Definition ..).

Proof. Assuming that A is faithfully represented on a Hilbert space H, then consider
the canonical inclusion map κ : A→ `∞(G,B(H)). By hypothesis, there exists a G-equi-
variant u.c.p. map ϕ : `∞(G,B(H)) → A such that ϕ ◦ κ = idA. Since `∞(G,B(H)) is
G-injective, so is A.
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We end this section with the following result, due to Kalantar and Kennedy [,
Section .], which provides the first step toward a description of C∗-simplicity via
equivariant injective envelopes. We note that Hamana himself was in fact the first to
observe the next result [, Remark ], albeit without proof.

Proposition ... Let X be a compact G-space. Then C(X) is a G-essential extension
of C if and only if X is a G-boundary. Consequently, C(∂FG) is a G-injective envelope
of C.

Proof. If X is a G-boundary, let ϕ : C(X) → B be a G-equivariant u.c.p. map into a
G-operator system B. Since C(∂FG) is G-injective by Propositions .. and .., there
exists a G-equivariant u.c.p. map ψ : B → C(∂FG). By Corollary .., ψ ◦ϕ : C(X)→
C(∂FG) is an injective ∗-homomorphism, and thus completely isometric. In particular,
ϕ is also completely isometric.

Next we assume that C(X) is aG-essential extension of C and let µ ∈ P(X). Defining
a G-equivariant u.c.p. map P : C(X) → `∞(G) by P (f)(g) = (gµ)(f), then P is a
complete isometry by hypothesis, so all real-valued f ∈ C(X) satisfy

‖f‖ = sup
g∈G
|(gµ)(f)|.

From a standard Hahn-Banach separation argument (cf. [, Theorem ..]) it now
follows that the convex hull of Gµ is weak∗-dense in P(X). By Milman’s converse
applied to P(X) and Gµ, we see that δX is contained in the weak∗ closure of Gµ; in
particular, by letting µ ∈ δX we see that the action of G on X is minimal.

We will see in the next section (as its title indicates) that the G-injective envelope
of a G-operator system is unique up to G-equivariant complete order isomorphism, and
therefore C(∂FG) is the G-injective envelope of C.

The above observation that IG(C) = C = I(C) if and only if G is amenable, has
a generalization to von Neumann algebras, which was also remarked by Hamana [,
Remark .]. We give an argument due to Anantharaman-Delaroche []. Since the space
of normal states on `∞(G) is weak∗-dense in the state space of `∞(G) (seen by means
of the Hahn-Banach separation theorem), amenability of G translates to the existence
of a net of normal states (ϕi) on `∞(G) converging to a G-invariant state (an invariant
mean) in the weak∗ topology. For any injective von Neumann algebra M equipped with
a G-action, let N = `∞(G,M ) and κ : M → N be the canonical inclusion map. We
may then extend the action on M to a G-action on the von Neumann algebra tensor
product `∞(G)⊗M by defining

g.(f ⊗ x) = gf ⊗ gx, g ∈ G, f ∈ `∞(G), x ∈M . (..)

This yields a net of normal u.c.p. maps ϕi⊗ id : `∞(G)⊗M →M that has a convergent
subnet in the point-ultraweak topology (see the discussion before Theorem .. below),
and the limit ϕ : `∞(G)⊗M →M of this subnet is u.c.p. andG-equivariant with respect
to the action (..). Finally, for f ∈ N , one may check that (g.f)(h) = gf(g−1h) when
N and `∞(G)⊗M are naturally identified. Defining an automorphism β of N by
β(f)(h) = h−1f(h), then β(g.f) = gβ(f) for all f ∈ N and g ∈ G, so that composing ϕ
with β defines a G-equivariant u.c.p. map Φ: N →M such that Φ◦κ = idM . Therefore
M is G-injective by Lemma ...
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We are unsure whether any injective, unital G-C∗-algebra is G-injective whenever G
is amenable, but have been unable to find a counterexample.

. Existence and uniqueness of the injective envelope

In this section, we give a self-contained explanation of how the G-injective envelope
of a G-operator system comes about, and we give an account of its basic properties.
The idea of the construction is to apply Zorn’s lemma to a collection of projections on
the canonical G-injective G-operator system, `∞(G,B(H)), which also fix the original
operator system, and then show that a minimal projection must necessarily have a
G-injective envelope of the latter as its image.

Definition ... Let (S, ι) be an extension of a G-operator system E.
An E-projection on S is an idempotent G-equivariant u.c.p. map ϕ : S → S such

that ϕ ◦ ι = ι.
An E-seminorm on S is a seminorm p : S → R such that p(x) = ‖ϕ(x)‖ for some

G-equivariant u.c.p. map ϕ : S → S with ϕ ◦ ι = ι.

With E and (S, ι) as above, we now define a partial ordering≺ on the set of E-projections
on S by writing ϕ ≺ ψ if

ϕ ◦ ψ = ψ ◦ ϕ = ϕ.

Moreover, we define a partial ordering ≤ on the set of E-seminorms on S by writing
p ≤ q if p(x) ≤ q(x) for all x ∈ S.

The proof below is due to Hamana (cf. [, §]). Before we set sail, we record the
following facts. If M ⊆ B(H) is a von Neumann algebra and xi → x in M with respect
to the weak operator topology, then

|〈xξ, η〉| = lim
i
|〈xiξ, η〉| ≤ lim sup

i
‖xi‖

for all ξ, η ∈ H of norm less than or equal to 1, proving that ‖x‖ ≤ lim supi ‖xi‖.
Moreover, the Banach space B(S,M ) of bounded operators S → M can equipped

with a locally convex Hausdorff topology as follows. It is easy to show that B(S,M )
can be identified with the dual space of the closed subspace X of B(S,M )∗, generated
by the linear functionals x⊗ ω for x ∈ S and ω ∈M∗, where x⊗ ω is defined by

(x⊗ ω)(T ) = ω(Tx), T ∈ B(S,M ).

The identification is via evaluation, i.e., the map ϕ : B(S,M )→ X∗ given by ϕ(f)(ψ) =
ψ(f) for f ∈ B(S,M ) and ψ ∈ X. The weak∗ topology on X∗ induces the point-ultra-
weak topology on B(S,M ), and a bounded net (Ti) in B(S,M ) converges to T in this
topology if and only if Tix→ Tx in M ultraweakly for all x ∈ S.

Theorem ... For any G-injective extension (S, ι) of a G-operator system E, there is
an E-projection ϕ : S → S such that (ϕ(S), ι) is a G-injective, G-essential and G-rigid
extension of E.
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Proof. We may assume that S ⊆ B(H) for a Hilbert space H. Let M = `∞(G,B(H))
and κ : S → M be the canonical inclusion map. Since S is G-injective, there exists a
G-equivariant u.c.p. map ψ : M → S such that ψ ◦ κ = idS .

We first prove that any chain (pi)i∈I of E-seminorms on S has a lower bound, so
that there exists a minimal E-seminorm on S by Zorn’s lemma. For each i ∈ I, let
ϕi : S → S be a G-morphism with ϕi ◦ ι = ι such that

pi(x) = ‖ϕi(x)‖, x ∈ S,

and define ϕ̃i = κ ◦ ϕi : S →M . Then each ϕ̃i is in the unit ball of B(S,M ). We have
the following diagram of the maps:

S
ϕi //

ϕ̃i &&

S

κ
��
M

ψ

VV

By compactness of the unit ball of B(S,M ) in the point-ultraweak topology (due to
the Banach-Alaoglu theorem), there is a subnet (ϕ̃j)j∈J of (ϕ̃i)i∈I and an operator
ϕ̃ ∈ B(S,M ) such that ϕ̃j → ϕ̃ in the point-ultraweak topology. Since the G-action on
M is ultraweakly continuous, it is easily verified that the point-ultraweak limit of any
net of G-equivariant u.c.p. maps in B(S,M ) in the point-ultraweak topology is itself a
G-equivariant u.c.p. map. Clearly ψ ◦ ϕ̃ ◦ ι = ι, so x 7→ ‖ψ(ϕ̃(x))‖ is an E-seminorm on
S. Moreover, for any i ∈ I we can take j0 ∈ J with j0 ≥ i, so that for all x ∈ S,

‖ψ ◦ ϕ̃(x)‖ ≤ ‖ϕ̃(x)‖ ≤ lim sup
j∈J

‖ϕ̃j(x)‖ = lim sup
j∈J

pj(x) ≤ sup
j≥j0

pj(x) ≤ pi(x).

Hence we have found a lower bound for (pi)i∈I .
We now fix a G-equivariant u.c.p. map ϕ : S → S such that ϕ ◦ ι = ι and p(x) =

‖ϕ(x)‖ is a minimal E-seminorm on S. We claim that ϕ = ϕ◦β◦ϕ for any G-equivariant
u.c.p. map β : S → S such that β ◦ ι = ι. Once this has been shown, we obtain the
desired properties of (ϕ(S), ι) as follows:

(a) (ϕ(S), ι) is G-injective. By letting β = idS we see that ϕ is an E-projection on S.
(b) (ϕ(S), ι) is G-essential. If ω : ϕ(S) → F is a G-equivariant u.c.p. map such that

ω ◦ ι is completely isometric, then by G-injectivity there is a G-equivariant u.c.p.
map ξ : F → ϕ(S) such that ξ ◦ ω ◦ ι = ι. Now ξ ◦ ω ◦ϕ = ϕ ◦ (ξ ◦ ω ◦ϕ) ◦ϕ = ϕ, so
ξ ◦ ω = idϕ(S). Hence ω is completely isometric.

(c) (ϕ(S), ι) is G-rigid. If α : ϕ(S) → ϕ(S) is a G-equivariant u.c.p. map such that
α ◦ ι = ι, then α ◦ ϕ = ϕ ◦ (α ◦ ϕ) ◦ ϕ = ϕ, so that α = idϕ(S).

We finally prove the claim. For β as above, define α = β ◦ ϕ : S → S and a bounded
sequence (ϕ̃n) in B(S,M ) by ϕ̃n = 1

n

∑n
i=1 κ ◦ αi : S → M where αi is the i-fold

composite of β◦ϕ with itself for all 1 ≤ i ≤ n. Take a subnet (ϕ̃ni) inB(S,M ) converging
point-ultraweakly to some G-equivariant u.c.p. map ϕ̃ : S →M . Now ψ ◦ ϕ̃ : S → S is
a G-equivariant u.c.p. map such that ψ ◦ ϕ̃ ◦ ι = ι, and

‖ψ(ϕ̃(x))‖ ≤ ‖ϕ̃(x)‖ ≤ lim sup
i
‖ϕ̃ni(x)‖

≤ lim sup
i

1
ni

ni∑
i=1
‖κ ◦ (β ◦ ϕ)i(x)‖ ≤ ‖ϕ(x)‖ = p(x)
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for all x ∈ S. Since p is minimal, it follows that lim supi ‖ϕ̃ni(x)‖ = ‖ϕ(x)‖ and

‖ϕ(α(x)− x)‖ = lim sup
i
‖ϕ̃ni(α(x)− x)‖ = lim sup

i

1
ni
‖κ(αni+1(x))− κ(α(x))‖

≤ lim sup
i

2
ni
‖α(x)‖ = 0

for all x ∈ S, so ϕ = ϕ ◦ α = ϕ ◦ β ◦ ϕ.

We next note how this leads to the main result of this section, first proved by Hamana
in  for C∗-algebras [, Theorem .], then later in  for operator systems [,
Theorem .] and finally in  for G-operator systems [, Theorem .].

Theorem ... Any G-operator system S has a G-injective envelope (IG(S), κ). It
is unique in the sense that for any G-injective envelope (W, ι) of S, there exists a
G-equivariant complete order isomorphism α : IG(S)→W with α ◦ κ = ι.

Proof. By Lemma .., S has a G-injective extension (M , κ). By Theorem .. there
is an S-projection ϕ : M → M for which the extension (ϕ(M ), κ) is a G-injective,
G-essential and G-rigid extension of S. We then let IG(S) = ϕ(M ), yielding a G-injec-
tive envelope (IG(S), κ) of S.

If (W, ι) is another G-injective envelope of S, there exist G-equivariant u.c.p. maps
α : IG(S)→W and ψ : W → IG(S) such that α ◦κ = ι and ψ ◦ ι = κ. By G-essentiality,
ψ is completely isometric. Since ψ ◦ α = idIG(S) by G-rigidity, ψ is also surjective and
ψ−1 = α. Hence α is a complete order isomorphism.

The above theorem then allows us to make the following definition.

Definition ... For any G-operator system S, we denote its G-injective envelope by
(IG(S), κS). If G = {1}, then I(S) = IG(S) is the injective envelope.

As explained after Definition .., we will often suppress the inclusion and assume
that S is a G-invariant operator subsystem of its G-injective envelope IG(S).

Remark ... (i) If (W,ρ) had been assumed to be a G-injective and G-rigid extension
of S in the above proof, we would also get a complete order isomorphism ψ : IG(S)→W
such that ψ◦κ = ρ. Hence (IG(S), κ) is also the unique G-rigid and G-injective extension
of S (“unique” in the sense of Theorem ..).

(ii) In the proof of Theorem .. we established that the G-injective envelope IG(E)
satisfies a stronger property: for any G-injective G-operator system S containing E, then
we may embed the G-injective envelope IG(E) in S in such a way that if ϕ : S → S is an
E-projection onto IG(E), then ϕ = ϕ ◦β ◦ϕ for any G-equivariant u.c.p. map β : S → S
satisfying β|E = idE .

We next make a minor observation that essentially follows from the uniqueness of
the G-injective envelope.

Lemma ... Let S be a G-operator system and let M be a G-injective G-operator
system such that S ⊆M . If ϕ : M →M is an S-projection, there exists an S-projection
ψ : M →M such that ψ ≺ ϕ and ψ(M) = IG(S).
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Proof. Since ϕ(M) is a G-injective G-operator system containing S = ϕ(S), we may let
Ψ: ϕ(M)→ ϕ(M) be an S-projection such that Ψ(ϕ(M)) is the G-injective envelope of
S, due to Theorems .. and ... Define ψ = Ψ ◦ ϕ.

By the existence alone of the G-injective envelope, a lot of information can be un-
covered on the properties of extensions we have considered, G-essentiality in particular.
One example is the following result.

Corollary ... If E ⊆ S is a G-essential extension, then E ⊆ S is G-rigid.

Proof. Let ϕ : S → S be a G-equivariant u.c.p. map such that ϕ|E = idE . If (IG(E), κE)
is the G-injective envelope of E, there is a G-equivariant complete isometry ψ : S →
IG(E) such that ψ|E = κ. There is now a G-equivariant u.c.p. map ξ : IG(E)→ IG(E)
such that ξ ◦ ψ = ψ ◦ ϕ, but then ξ ◦ κ = κ so that ξ = idIG(E). Thus ψ = ψ ◦ ϕ and
ϕ = idS , due to ψ being an isometry.

The following lemma is a G-equivariant version of [, Lemma .].

Lemma ... Let (M, ι) be an extension of a G-operator system S and let (IG(S), κ)
be the G-injective envelope of S. Then (M, ι) is G-essential if and only if there exists
a unital G-equivariant complete isometry ϕ : M → IG(S) such that ϕ ◦ ι = κ. In this
case, there is a G-equivariant complete order isomorphism ϕ : IG(S)→ IG(M) such that
ϕ ◦ κ = ι.

Proof. If (M, ι) is a G-essential extension of S, then G-injectivity of IG(S) yields a
G-equivariant u.c.p. map ϕ : M → IG(S) satisfying ϕ ◦ ι = κ. Since κ is a complete
isometry, so is ϕ.

If there exists a completely isometric G-equivariant map ϕ : M → IG(S) with ϕ◦ ι =
κ, assume that ψ : M → N is a G-equivariant u.c.p. map such that ψ ◦ ι : S → N is
completely isometric. By G-injectivity we obtain G-equivariant u.c.p. maps α : N →
IG(S) and ϕ′ : IG(S)→ IG(S) such that the following diagram commutes:

S M N IG(S)

IG(S)

ι

κ

κ

ϕ

ψ α

ϕ′

Since ϕ′ ◦κ = κ, G-rigidity yields ϕ′ = idIG(S) and α◦ψ = ϕ, so because ϕ is completely
isometric, ψ must be as well.

Whenever ϕ : M → IG(S) is a G-equivariant complete isometry such that ϕ ◦ ι = κ,
the inclusions κ : S → IG(S) and κ′ : M → IG(M) allow us to construct G-equivariant
u.c.p. maps ϕ̃ : IG(M) → IG(S) and ψ : IG(S) → IG(M) such that ϕ̃ ◦ κ′ = ϕ and
ψ ◦ ϕ = κ′. By G-rigidity, ψ is then a G-equivariant complete order isomorphism with
inverse ϕ̃.

One of the most important facts about injective operator systems is a  result
by Choi and Effros [, Theorem .]: every injective operator system can be given the
structure of a unital, monotone complete C∗-algebra (cf. Remark ..) to which it is
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completely order isomorphic. We give a proof here, by combining parts of the original
argument with observations of Hamana.

Consider first the following lemma [, Lemma .].

Lemma ... Let A be a unital C∗-algebra and let ϕ : A→ A be an idempotent, unital
contraction. If ϕ satisfies the Schwarz inequality, i.e.,

ϕ(x)∗ϕ(x) ≤ ϕ(x∗x), x ∈ A,

then
ϕ(ϕ(x)ϕ(y)) = ϕ(xϕ(y)) = ϕ(ϕ(x)y), x, y ∈ A.

Proof. Fixing a state ψ on A, Ψ = ψ ◦ ϕ is also a state on A. Letting (πΨ, HΨ, ξΨ) be
the GNS triple associated to Ψ, we can define an operator PΨ ∈ B(HΨ) by

PΨ(πΨ(x)ξΨ) = πΨ(ϕ(x))ξΨ, x ∈ A.

For any x ∈ A,

‖πΨ(ϕ(x))ξΨ‖2 = Ψ(ϕ(x)∗ϕ(x)) ≤ ψ(ϕ(x∗x)) = Ψ(x∗x) = ‖πΨ(x)ξΨ‖2

due to the Schwarz inequality, so PΨ is well-defined and bounded. Clearly P 2
Ψ = PΨ, as

ϕ is idempotent, and PΨ is also a contraction. Therefore PΨ is a projection. If x, y ∈ A,
then

ψ(ϕ(ϕ(x)ϕ(y))) = 〈πΨ(ϕ(x))πΨ(ϕ(y))ξΨ, ξΨ〉
= 〈PΨ(πΨ(y)ξΨ), PΨ(πΨ(x∗)ξΨ)〉
= 〈PΨ(πΨ(y)ξΨ), πΨ(x∗)ξΨ〉 = ψ(ϕ(xϕ(y))),

and similarly, ψ(ϕ(ϕ(x)ϕ(y))) = ψ(ϕ(ϕ(x)y)). As ψ was arbitrary, the claim follows.

The next result is due to Hamana in its form below [, Theorem .], but is more
or less a restatement of the theorem of Choi and Effros.

Theorem ... If ϕ : A → A is an idempotent, unital contraction satisfying the
Schwarz inequality, define

x ◦ y = ϕ(xy), x, y ∈ ϕ(A).

Then ◦ defines a product on A, and with respect to the norm and involution of A,
(ϕ(A), ◦) is in fact a unital C∗-algebra.

If ϕ is completely positive, then idϕ(A) : ϕ(A) → (ϕ(A), ◦) is a complete order iso-
morphism of operator systems, and the C∗-algebra structure on ϕ(A) is unique.

Proof. It follows from Lemma .. that ◦ defines an associative binary operation on
B = ϕ(A), as

x ◦ (y ◦ z) = ϕ(xϕ(yz)) = ϕ(ϕ(x)yz) = ϕ(xyz) = ϕ(xyϕ(z)) = ϕ(ϕ(xy)z) = (x ◦ y) ◦ z

for all x, y, z ∈ B. Moreover, we see that the C∗-axiom is satisfied for this product, since
x∗x = ϕ(x)∗ϕ(x) ≤ ϕ(x∗x) = x∗ ◦ x for all x ∈ B, so that

‖x‖2 = ‖x∗x‖ ≤ ‖x∗ ◦ x‖ = ‖ϕ(x∗x)‖ ≤ ‖x∗x‖ = ‖x‖2.
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The rest of the axioms are easy to verify.
We next assume that ϕ is completely positive. Uniqueness of the C∗-algebra structure

on (B, ◦) then follows from Remark .., once we prove that the identity map from the
operator system B and the new C∗-algebra (B, ◦) is a complete order isomorphism. We
follow the original argument of [, Theorem .]. Observe that

[rij ] ◦ [sij ] =
[∑
k

rik ◦ skj

]
= ϕ(n)([rij ][sij ]) (..)

for all elements [rij ], [sij ] ∈Mn(B). SinceMn(B) is also a unital C∗-algebra with respect
to the product ◦n defined by means of the completely positive projection ϕ(n) : Mn(A)→
Mn(A), it follows from the above identity that Mn(B, ◦) and (Mn(B), ◦n) are ∗-isomor-
phic, and thus Mn(B, ◦) has the subspace norm relative to Mn(A). Evidently, if x ∈
Mn(S, ◦) is positive, then x is positive inMn(A) by (..); for the converse, if x ∈Mn(B)
is positive inMn(A), then x is self-adjoint inMn(B, ◦) and ‖‖x‖1−x‖ ≤ ‖x‖ inMn(A).
By the above observation and [, Lemma ..], this implies that x is positive in the
C∗-algebra Mn(B, ◦).

We are not sure whether complete positivity of ϕ is necessary in order to prove the
second half of the above theorem.

Definition ... If ϕ : A→ A is an idempotent, unital and positive map satisfying the
identities of Lemma .., the product ◦ on ϕ(A) given by x ◦ y = ϕ(xy) for x, y ∈ ϕ(A)
is known as the Choi-Effros product.

We can now prove the result of Choi and Effros in the equivariant case very easily:

Corollary ... Let S be a G-injective operator system. Then S is completely order
isomorphic to a unital, monotone complete G-C∗-algebra, unique up to ∗-isomorphism.

Proof. By Lemma .., S is an injective operator system. Assuming that S ⊆ B(H),
then the existence of a u.c.p. projection B(H) → S yields a C∗-algebra structure on S
by Theorem .., with respect to which the complete order isomorphisms of G can be
regarded as C∗-algebra automorphisms (due to Remark ..). Moreover, the argument
given in Remark .. yields that S is monotone complete, since B(H) is monotone
complete [, Lemma ..].

We remark that a monotone complete C∗-algebra is an example of an AW ∗-algebra,
i.e., a C∗-algebra A in which every maximal commutative C∗-subalgebra is generated
by projections, and the projections of A form a complete lattice. These were originally
devised by Kaplansky as a attempt to give an abstract, algebraic description of the
C∗-algebras that were isomorphic to von Neumann algebras, i.e., W ∗-algebras. Dixmier
gave an example in  of a commutative AW ∗-algebra that is notW ∗ (see [, III..]);
nonetheless, many structure results that hold for von Neumann algebras also hold for
AW ∗-algebras. As of now, however, it is still unknown whether AW ∗-algebras are always
monotone complete.

A noteworthy characterization of AW ∗-algebras was given by Kaplansky in : a
C∗-algebra is an AW ∗-algebra if and only the right annihilator

{x ∈ A | sx = 0 for all s ∈ S}
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of any non-empty subset S ⊆ A is of the form pA for some projection p ∈ A. We refer
to [] and [, Chapter ] for more information on AW ∗-algebras and their relation to
monotone complete C∗-algebras.

As the G-injective envelope IG(S) of a G-operator system S admits a C∗-algebra
structure, we may say a bit more about the inclusion S → IG(S). The following propo-
sition is an adaptation of [, Proposition .] to the equivariant case.

Proposition ... Let S ⊆ B(H) be a G-operator system containing an operator sub-
system A which is a unital C∗-subalgebra of B(H). Then the restriction of the inclusion
S → IG(S) to A is an injective ∗-homomorphism.

Proof. Let M = `∞(G,B(H)), let κ : S → M be the canonical inclusion map and let
ϕ : M → M be a projection such that ϕ ◦ κ = κ and ϕ(M ) = IG(S). Then κ|A is a
∗-homomorphism, and due to the multiplication on IG(S) being given by x ◦ y = ϕ(xy)
for x, y ∈ IG(S), we have κ(x) ◦ κ(y) = ϕ(κ(xy)) = κ(xy) for all x, y ∈ A, meaning that
ϕ ◦ κ : S → IG(S) restricts to a ∗-homomorphism on A.

Remark ... In the case when S is a unital G-C∗-algebra, the above lemma allows
us to regard S as a G-invariant unital C∗-subalgebra of its G-injective envelope IG(S).

Moreover, if M is a G-essential C∗-algebra extension of S, then the G-equivariant
complete isometry ϕ : M → IG(S) of Lemma .. can be chosen to be a ∗-homomor-
phism, since M is a G-invariant C∗-subalgebra of IG(M) (which is completely order
isomorphic and hence ∗-isomorphic to IG(S)).

Remark ... (i) For any unital C∗-algebra A, viewed as a C∗-subalgebra of I(A),
we have Z(I(A)) = A′ ∩ I(A) [, Corollary .]. Indeed, one inclusion is obvious, and
if u ∈ I(A) is a unitary operator that commutes with all elements in A, then x 7→ uxu∗,
x ∈ I(A), defines an automorphism of I(A) that fixes all of A. Hence it fixes all of I(A)
by rigidity, so that u ∈ Z(I(A)). Since any unital C∗-algebra is the linear span of its
unitary operators, the other inclusion follows.

(ii) Let A be a unital commutative G-C∗-algebra. Then the G-injective envelope
IG(A) is also commutative. We present a slightly different argument than the one given
in [, Theorem .]. Since A ⊆ A′ ∩ I(A) = Z(I(A)), then uxu∗ = x for all x ∈ A
and all unitaries u ∈ I(A), so that u commutes with all of I(A) by rigidity. Therefore
I(A) is commutative. If ϕ : `∞(G, I(A)) → `∞(G, I(A)) is a minimal κ(A)-projection,
where κ is the canonical inclusion map, then IG(A) is the image of ϕ and the Choi-Effros
product on IG(A) is evidently commutative.

In the case when we just consider the injective envelope I(A) of a given C∗-algebra
A, it will prove helpful in our own work to determine when an ideal of I(A) is actually
the zero ideal. The proof of the following lemma is due to Hamana [, Lemma .].

Lemma ... If A is a unital C∗-algebra, regarded as a C∗-subalgebra of I(A), and
B is a C∗-subalgebra of I(A) such that xB +By ⊆ B for all x, y ∈ A and A∩B = {0},
then B = {0}.

Proof. Note that A + B is a C∗-subalgebra of I(A) with a closed two-sided ideal B.
As A ∩ B = {0}, the quotient homomorphism A + B → (A + B)/B is injective when
restricted to A. As A + B is an essential extension of A by Lemma .., the quotient
homomorphism must be injective, so that B = {0}.
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Remark ... If A is a unital, prime C∗-algebra, then I(A) has trivial centre [,
Theorem .]. Indeed, any non-zero central projection p ∈ I(A) defines closed ideals
A ∩ pA and A ∩ (1 − p)A of A, one of which must be zero, say, p. It then follows from
Lemma .. that pA = {0}. Since the map a 7→ (1 − p)a is the identity map on A,
(1− p)x = x for all x ∈ I(A) by rigidity, i.e., p = 1. In fact, the converse also holds; we
omit the proof.

We end this section by relating the injective envelope and the G-injective envelope of a
G-operator system to one another, an observation from [, Remark .].

Proposition ... For any G-operator system S, let (I(S), κ) be the injective envelope
of S. Then there is a unique unital G-C∗-algebra structure on I(S) such that κ is
G-equivariant, and I(S) is a G-essential extension of S.

Proof. By Theorem .., we can endow I(S) with the structure of a unital C∗-algebra.
For each g ∈ G, the map x 7→ gx of S extends to a unital, completely positive map
αg : I(S)→ I(S) such that αg(κ(x)) = κ(gx) for all x ∈ S. By rigidity of the extension
S ⊆ I(S), each αg is a complete order isomorphism and thus an automorphism of the
C∗-algebra I(S), so that g 7→ αg defines an action of G on I(S) by automorphisms for
which κ is G-equivariant.

By G-injectivity of IG(S), there exists a G-equivariant u.c.p. map ϕ : I(S)→ IG(S)
such that ϕ|S is the inclusion map S → IG(S), so by essentiality of I(S), ϕ is a complete
isometry. Due to Lemma .., the inclusion S ⊆ I(S) is G-essential.

. Reduced crossed products of injective envelopes

Let G be a discrete group. In the previous section, we saw that the G-injective envelope
of a unital G-C∗-algebra contains a copy of the original C∗-algebra as a G-invariant
G-C∗-subalgebra. We now review Hamana’s original results ([, §] and [, Section ])
on the connection between the G-injective envelope of a G-C∗-algebra and the injective
envelope of the reduced crossed product of the associated C∗-dynamical systems; this
may have been the incitement for even constructing the G-injective envelope in the first
place.

Indeed, the main result (Theorem ..) of this section can be motivated as follows.
Suppose that A is a unital G-C∗-algebra and let AorG be the associated reduced crossed
product. Even though the injective envelope I(AorG) may have a lot of the properties
of the original crossed product and possibly nicer algebraic properties (we have seen that
it is monotone complete), it is nonetheless a rather intangible structure. The question
is thus whether there is a more easily understood C∗-algebra, with injectivity features,
that carries the same amount of information that I(A or G) does about A or G. This
is where the G-injective envelope comes into play: IG(A) is the largest G-C∗-algebra B
containing a G-invariant copy of A such that the inclusion AorG→ I(AorG) extends
to an injective ∗-homomorphism BorG→ I(AorG). Put differently, IG(A)orG is the
largest essential extension of Aor G that takes the form of a reduced crossed product.

We first argue how rigidity of an C∗-algebra extension passes to a larger C∗-algebra
when the latter admits a faithful conditional expectation [, Lemma .].
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Lemma ... Let B be a G-C∗-algebra, let A1 be a unital G-C∗-algebra and let A2 be
a G-rigid C∗-algebra extension of A1. Let ι : A2 → B be a G-equivariant u.c.p. map,
and assume that there is a faithful idempotent G-equivariant u.c.p. map ρ : B → A2 such
that ρ ◦ ι = idA2. If ϕ : A2 → B is a G-equivariant u.c.p. map such that ϕ|A1 = ι|A1 ,
then ϕ = ι.

Proof. By G-rigidity, we have ρ ◦ ϕ = idA2 . For x ∈ A2, the Schwarz inequality yields

x∗x = ρ(ϕ(x))∗ρ(ϕ(x)) ≤ ρ(ϕ(x)∗ϕ(x)) ≤ ρ(ϕ(x∗x)) = x∗x,

so that ρ(ϕ(x)∗ϕ(x)) = x∗x. Hence ϕ(A2) and ι(A2) are contained in the multiplicative
domain of ρ, so for x ∈ A2,

ρ((ι(x)− ϕ(x))∗(ι(x)− ϕ(x))) = ρ(ι(x)− ϕ(x))∗ρ(ι(x)− ϕ(x)) = 0.

Due to ρ being faithful, ϕ(x) = x, as wanted.

Now we review the theory of reduced crossed products, with one specific motive: we
want to be able to deduce G-injectivity of a C∗-algebra from injectivity of a crossed
product and vice versa. It turns out that our usual reduced crossed product does not
suffice for this objective, as the reduced crossed product may not be monotone complete.
To remedy this, we instead use the model of the crossed product that one normally uses
for von Neumann algebras.

If A is a unital G-C∗-algebra represented on some Hilbert space H, then for all g ∈ G
we may define maps ιg : H → H ⊗ `2(G) and πg : H ⊗ `2(G)→ H by

ιg(ξ) = ξ ⊗ δg, πg(ξ ⊗ δh) = δg,hξ, ξ ∈ H, h ∈ G,

where δg,h denotes the Kronecker delta function. For an operator x ∈ B(H ⊗ `2(G)),
we consider the matrix representation [xg,h]g,h∈G of x given by xg,h = πgxιh ∈ B(H)
for all g, h ∈ G. Notice that the maps x 7→ xg,h are bounded. We now consider the
norm-closed operator system

A⊗B(`2(G)) = {x ∈ B(H ⊗ `2(G)) |xg,h ∈ A for all g, h ∈ G}.

If M ⊆ B(H) is a von Neumann algebra, then M ⊗B(`2(G)) coincides with the von
Neumann algebra tensor product of M and B(`2(G)) in B(H⊗ `2(G)). In fact, if A is a
monotone complete C∗-algebra, then A⊗B(`2(G)) also has the structure of a monotone
complete C∗-algebra [, Theorem .], but we will not need this fact. Define

M(A,G) = {x ∈ A⊗B(`2(G)) | s−1xg,h = xgs,hs for all g, h, s ∈ G}.

Letting π : A → B(H ⊗ `2(G)) and λ : G → U(H ⊗ `2(G)) be a regular representation
(see Section .), then for a ∈ A and g ∈ G,

(aλg)h,s =
{
h−1a hs−1 = g

0 otherwise (..)

for all h, s ∈ G, whenever we identify A with its image under π. Therefore aλg ∈
M(A,G), so since M(A,G) is norm-closed, it follows that Aor G ⊆ M(A,G). If M is
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a von Neumann algebra with a G-action by automorphisms, then M(M , G) coincides
with the usual von Neumann algebra crossed product of M by G (cf., e.g., [, V.]).
In the case of A being monotone complete, M(A,G) can be given the structure of a
monotone complete C∗-algebra as well [, §]. Both A⊗B(`2(G)) and M(A,G) are
independent of the choice of faithful representation A ⊆ B(H), up to complete order
isomorphism [, Lemma .].

We define a G-action on the operator system A⊗B(`2(G)) by

gx = λgxλ
∗
g, g ∈ G, x ∈M(A,G).

It is easy to check that M(A,G) is a G-invariant operator subsystem of A⊗B(`2(G))
and that the embedding A ⊆M(A,G) is G-equivariant.

Furthermore, we define a G-equivariant u.c.p. map E : M(A,G) → A given by
E(x) = x1,1. Then E satisfies E|A = idA and it is faithful: indeed, if E(x) = 0 for
a positive element x ∈M(A,G), then πgxιg = xg,g = g−1x1,1 = 0 for all g ∈ G, so that
x1/2ιg = 0 for all g ∈ G. In fact, E extends the canonical faithful conditional expectation
Aor G→ A to M(A,G).

The following technical lemma comes from [, Lemma .].

Lemma ... Let A and B be unital G-C∗-algebras and let ϕ : A → B be a u.c.p.
map. Then there exists a G-equivariant u.c.p. map ϕ̃ : A⊗B(`2(G)) → B⊗B(`2(G))
such that

ϕ̃(x)g,h = ϕ(xg,h), x ∈ A⊗B(`2(G)), g, h ∈ G.

Moreover, ϕ̃ (resp. ϕ̃|AorG) is completely isometric if and only if ϕ is. If ϕ is G-equi-
variant, then ϕ̃(M(A,G)) ⊆M(B,G) and ϕ̃|AorG is the u.c.p. map satisfying

ϕ̃(aλg) = ϕ(a)λg

for all a ∈ A and g ∈ G, so that ϕ̃(Aor G) ⊆ B or G.

Proof. Assuming that A ⊆ A∗∗ ⊆ B(H) and B ⊆ B∗∗ ⊆ B(K) where A∗∗ and B∗∗ are
the enveloping von Neumann algebras of A and B, respectively, we consider the bidual
map ϕ∗∗ : A∗∗ → B∗∗ which is a normal u.c.p. map. Now let ϕ̃ : A∗∗⊗B(`2(G)) →
B∗∗⊗B(`2(G)) be the unique normal u.c.p. map satisfying ϕ̃(x ⊗ y) = ϕ∗∗(x) ⊗ y for
all x ∈ A∗∗ and y ∈ B(`2(G)) [, Proposition IV..]. If x ∈ A∗∗⊗B(`2(G)), then
consider the finite-rank operator Pg,h ∈ B(`2(G)) given by Pg,hξ = 〈ξ, δh〉δg for g, h ∈ G.
As ιg = (1⊗ Pg,g)ιg and (1⊗ Pg,g)x(1⊗ Ph,h) = xg,h ⊗ Pg,h for all g, h ∈ G, then

ϕ∗∗(xg,h)η = πg(ϕ̃(xg,h ⊗ Pg,h))ιhη = πg((1⊗ Pg,g)ϕ̃(x)(1⊗ Ph,h))ιhη = ϕ̃(x)g,hη.

Hence ϕ̃(x)g,h = ϕ(xg,h) for all g, h ∈ G and x ∈ A⊗B(`2(G)). For all x ∈ A⊗B(`2(G))
and g, h, s ∈ G,

ϕ̃(gx)h,s = ϕ((gx)h,s) = ϕ(xg−1h,g−1s) = ϕ̃(x)g−1h,g−1s = (gϕ̃(x))h,s,

so that ϕ̃ is G-equivariant.
If ϕ is G-equivariant, one shows easily that ϕ̃(M(A,G)) ⊆M(B,G) and ϕ̃(AorG) ⊆

B or G. If ϕ is a ∗-homomorphism, then so are ϕ∗∗, ϕ̃ and the restriction of ϕ̃ to any
C∗-subalgebra of B(H ⊗ `2(G)) contained in the operator system A⊗B(`2(G)).
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If ϕ is a complete isometry, then due to [, Proposition ..] any x ∈ A⊗B(`2(G))
satisfies

‖ϕ̃(x)‖ = sup{‖(ϕ(xgh))g,h∈F ‖ |F ⊆ G finite}
= sup{‖(xgh)g,h∈F ‖ |F ⊆ G finite}
= ‖x‖.

For any n ≥ 1, we have isomorphisms

Mn(A∗∗⊗B(`2(G))) ∼= Mn(A∗∗)⊗B(`2(G)) ∼= Mn(A)∗∗⊗B(`2(G))),

and similar ones for B. Therefore ϕ̃(n) can be identified with the u.c.p. map

Mn(A)∗∗⊗B(`2(G))→Mn(B)∗∗⊗B(`2(G))

induced by ϕ(n). The argument that ϕ̃ is an isometry therefore applies to ϕ̃(n), so ϕ̃ is a
complete isometry. Since ‖ϕ̃(π(x))‖ = ‖ϕ(x)‖ for all x ∈ A, where π : A→ B(H⊗`2(G))
is the regular representation, the converse is clear.

We next give another characterization of G-injectivity for unital C∗-algebras, due to
Hamana ([, Lemma .], [, Lemma .]). We give a self-contained proof that only
requires the theorem of Choi and Effros (Corollary ..).

Lemma ... Let A be a unital G-C∗-algebra. Then A is G-injective if and only if
M(A,G) is injective.

Proof. IfA ⊆ B(H) isG-injective, thenA is injective by Lemma ... Hence there exists
a conditional expectation B(H)→ A that extends to a u.c.p. projection B(H⊗`2(G))→
A⊗B(`2(G)) due to Lemma ... Therefore A = A⊗B(`2(G)) is injective.

If κ : A → M = `∞(G,B(H)) is the canonical inclusion map, let ω : M → A be a
G-equivariant u.c.p. map such that ω ◦κ = idA. Let ρg : G→ U(H⊗ `2(G)) be the right
regular representation, i.e., ρg(ξ ⊗ δt) = ξ ⊗ δtg−1 for ξ ∈ H and g, t ∈ G. We define a
u.c.p. map

τ ′ : A → `∞(G,B(H ⊗ `2(G))) ⊆ B((H ⊗ `2(G))⊗ `2(G))

by τ ′(x)(g) = ρgxρ
∗
g for g ∈ G, and let U ∈ U(H ⊗ `2(G)⊗ `2(G)) be the unitary given

by U(ξ ⊗ δg ⊗ δh) = ξ ⊗ δh ⊗ δg for ξ ∈ H and g, h ∈ G.
For all g, h, s ∈ G, one may show that (Uτ ′(x)U∗)g,h(ξ⊗δs) = xgs,hsξ⊗δs for ξ ∈ H,

meaning that (Uτ(x)U∗)g,h ∈ `∞(G,A) and (Uτ ′(x)U∗)g,h(s) = xgs,hs for all s ∈ G. We
define τ(x) = Uτ ′(x)U∗ ∈ `∞(G,A)⊗B(`2(G)) for all x ∈ A .

Letting ω̃ : M ⊗B(`2(G))→ A be the G-equivariant u.c.p. map induced by ω, then
ψ = ω̃ ◦ τ is a u.c.p. map. Let g, h ∈ G. Since

(s−1τ(x)g,h)(t) = τ(x)g,h(st) = xgst,hst = τ(x)gs,hs(t)

for all s, t ∈ G, we have

s−1ψ(x)g,h = s−1ω(τ(x)g,h) = ω(s−1τ(x)g,h) = ω(τ(x)gs,hs) = ψ(x)gs,hs



.. Reduced crossed products of injective envelopes 

for all s ∈ G. Hence ψ(x) ∈ M(A,G). If x ∈ M(A,G), then τ(x)g,h(s) = xgs,hs =
s−1xg,h = κ(xg,h)(s) for all s ∈ G, so that

ψ(x)g,h = ω(τ(x)g,h) = ω(κ(xg,h)) = xg,h.

Since g and h were arbitrary, ψ(x) = x. This means that M(A,G) is injective, since
ψ : A →M(A,G) is a u.c.p. projection.

If M(A,G) is injective, the existence of a conditional expectation E : M(A,G) →
A implies that A is injective. Hence A = A⊗B(`2(G)) can be endowed with the
structure of a uniquely determined unital C∗-algebra. We then claim that M(A,G)
is in fact a C∗-subalgebra of A . Indeed, for any g ∈ G, then by Lemma .. the
automorphism g : A → A extends to a complete order isomorphism g̃ : A → A , which
is a ∗-automorphism of A when the latter is viewed as a C∗-algebra. Then one may
check that M(A,G) is the fixed point algebra of A with respect to the automorphisms
g̃ ◦Ad(ρg), g ∈ G.

Now let Ψ: A → M(A,G) be a u.c.p. projection. Then Ψ is a conditional expecta-
tion, so that λg ∈M(A,G) ⊆ mult(Ψ) with respect to the C∗-algebra structure on A for
g ∈ G. In particular, Ψ is G-equivariant. Since `∞(G,A) is a G-invariant G-operator sub-
system of A , we may define a G-equivariant u.c.p. map ψ : `∞(G,A)→ A by ψ = E ◦Ψ.
The canonical inclusion map A→ `∞(G,A) coincides with the inclusion A ⊆M(A,G),
and so ψ ◦ κ = idA, implying that A is G-injective.

We finally give a proof of Hamana’s characterization [, Theorem .] of G-injective
envelopes via the injective envelope of a reduced crossed product.

Theorem ... Let A and B be unital G-C∗-algebras and suppose B contains A as a
unital G-invariant C∗-subalgebra. Then the following are equivalent:

(i) There exists a unital complete isometry BorG→ I(AorG) extending the canonical
inclusion map Aor G→ I(Aor G).

(ii) There exists a G-equivariant injective ∗-homomorphism B → IG(A) extending the
canonical inclusion A→ IG(A).

Therefore B or G is an essential extension of A or G if and only if B is a G-essential
extension of A.

Proof. (i)⇒ (ii): If ι : A→ B is the inclusion map, let ι̃ : A⊗B(`2(G))→ B⊗B(`2(G))
be the induced G-equivariant complete isometry of Lemma ... Lemma .. then
implies that (B or G, ι̃) is an essential extension of A or G. Let M = `∞(G,B(H))
for a Hilbert space H, and let ϕ : B → M be a G-equivariant u.c.p. map such that
ϕ ◦ ι is completely isometric. If ϕ̃ : B⊗B(`2(G))→M ⊗B(`2(G)) is the induced map
of Lemma .., then ϕ̃ ◦ ι̃|AorG is completely isometric, so that ϕ̃|BorG is completely
isometric. Thus ϕ is completely isometric, and (B, ι) is a G-essential extension of A.
(Note that any G-operator system embeds equivariantly into M of the above form.)

(ii) ⇒ (i): We assume that A ⊆ IG(A) as a G-invariant C∗-subalgebra. It suffices to
show that IG(A) or G is an essential extension of A or G, as (ii) implies the existence
of an injective ∗-homomorphism B or G → IG(A) or G that extends the inclusion
Aor G ⊆ IG(A) or G.
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Let κ : A or G → I(A or G) be the canonical embedding. Since M(IG(A), G) is
injective by Lemma .. and contains IG(A) or G ⊇ A or G, there is a complete
isometry τ : I(A or G) → M(IG(A), G) such that τ ◦ κ is the inclusion A or G ⊆
M(IG(A), G). Moreover, injectivity yields a u.c.p. map ψ : IG(A) or G → I(A or G)
such that ψ|AorG = κ. Letting E : M(IG(A), G) → IG(A) be the canonical conditional
expectation, we consider the diagram

A // IG(A)
..

τ◦ψ

$$
M(IG(A), G).

E

mm

We note thatM(IG(A), G) is injective and thus has a C∗-algebra structure, with respect
to which the inclusion IG(A) ⊆M(IG(A), G) and E are still G-equivariant u.c.p. maps.
Since τ ◦ ψ|A is the inclusion A ⊆ IG(A) ⊆ M(IG(A), G), it follows from Lemma ..
that τ ◦ ψ is the inclusion IG(A) ⊆ M(IG(A), G). As τ(ψ(λg)) = λg for all g ∈ G as
well, τ ◦ ψ is the identity map on all of IG(A) or G since IG(A) ∪C∗r (G) ⊆ mult(τ ◦ ψ).
Therefore ψ is a complete isometry, so (i) holds.

. Injective envelopes and the intersection property

In this section, we present our results from [] on equivariant injective envelopes in
view of wanting to uncover the ideal structure of a reduced crossed product. As noted in
the beginning of Section ., there is no immediate way of discerning this structure by
means of information about the given C∗-dynamical system in the general setting, and
most well-known ways of obtaining a clean picture of the ideals in the reduced crossed
product are criteria ensuring simplicity or primeness (such as Proposition ..).

The results of Kalantar and Kennedy on C∗-simplicity were first realized by means
of the G-injective envelope. In fact, the result that IG(C)orG = C(∂FG)orG is simple
whenever G is C∗-simple was simple was derivable from Hamana’s original results: as
IG(C)orG ⊆ I(C∗r (G)) by Theorem .. and any proper ideal J of IG(C)orG satisfies
JC∗r (G) ∪ C∗r (G)J ⊆ J , simplicity of C∗r (G) will imply J = {0} by Lemma ...
This argument is remarkably easy (once the theory is understood), and we will therefore
discuss how injective envelopes may provide insight to the question of the ideal structure
of a reduced crossed product. Many of our results are generalizations of recent ones by
Kawabe [] from the commutative to the non-commutative case.

In order to present our line of thinking as clearly as possible, we require the following
notion, coined by Svensson and Tomiyama in [].

Definition ... Let G be a discrete group and let A be a G-C∗-algebra. We say that
the action of G on A has the intersection property if every non-zero ideal of the reduced
crossed product Aor G has non-zero intersection with A. The action of G on A is said
to have the residual intersection property if it holds for all G-invariant ideals I ⊆ A that
the induced action of G on A/I has the intersection property.

One of the first necessary and sufficient criteria for the intersection property to hold
was due to Kawamura and Tomiyama [], in the case of an amenable group acting on a
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unital commutative C∗-algebra C(X): the action on C(X) has the intersection property
if and only if the action on X is topologically free.

The best possible situation for uncovering the ideal structure problem is when a
unital G-C∗-algebra A separates the ideals of the reduced crossed product Aor G, i.e.,
when the map I 7→ I or G from the set of G-invariant ideals in A to the set of ideals in
A or G is a bijection. A theorem of Sierakowski [, Theorem .] gives a picture of
exactly when this happens: A separates the ideals of Aor G if and only if the action of
G on A is exact (see Section .) and has the residual intersection property.

The class of exact groups is comparatively large – indeed it was not known until
 whether non-exact groups did exist, when Gromov gave the first example of a
finitely generated, non-exact discrete group []. Due to Sierakowski’s theorem and the
abundance of exact groups (ensuring exactness of group actions), our aim will be to find
criteria for the group action to satisfy the (residual) intersection property. As noted
by Sierakowski, the action of G on A has the residual intersection property whenever
I ⊆ (I ∩ A)ōrG for any ideal I ⊆ A or G (equality holds when the action is also
exact). Recall from Section . that for any G-invariant ideal Y ⊆ A, Y ōrG ⊆ Aor G
is the kernel of the ∗-homomorphism A or G → (A/Y ) or G induced by the quotient
∗-homomorphism A→ A/Y .

The idée fixe of our results was originally to consider what made the structure theo-
rem in the previous chapter for maximal ideals (Theorem ..) possible. The strategy
there, based on the proof of [, Theorem .], was to amplify a reduced crossed product
by means of a natural extension with respect to the Furstenberg boundary, the centre
of which a C∗-simple group could act freely on. Since IG(C) = C(∂FG), one could ask
whether IG(C) would always be contained in the centre of the G-injective envelope of
any unital G-C∗-algebra A (in the same way it is contained in the natural extension
A⊗C(∂FG)). If one could then find a connection between the intersection property on
A and IG(A), this might give another indication of why the aforementioned theorem is
true, and perhaps even generalize the theorem.

As we shall now see, realizing parts of this idea is possible, but not all of it. The
good news first, though: the following lemma is inspired by [, Lemma .].

Lemma ... Let A be a unital G-C∗-algebra and let B be a G-essential C∗-algebra
extension of A. For any ideal I ⊆ Aor G, let J be the ideal in B or G generated by I.
Then I ∩A = {0} if and only if J ∩B = {0}.

Proof. The “if” part is trivial. For the converse, we may assume that B is a unital
G-invariant C∗-subalgebra of IG(A) containing A, by Remark ... Let π : Aor G→
M be a G-equivariant unital ∗-homomorphism with kerπ = I, where M is a G-injective
G-C∗-algebra (for instance, we may take M = `∞(G,B(H)), (A or G)/I being repre-
sented faithfully on B(H)). By G-injectivity, we can extend π to a G-equivariant u.c.p.
map π̃ : B or G→M .

Let J be the ideal in BorG generated by I and assume that I ∩A = {0}. As IG(A)
is G-injective and π is completely isometric on A, there is a G-equivariant u.c.p. map
ϕ : M → IG(A) such that ϕ ◦ π̃|A = ϕ ◦ π|A is the inclusion of A into IG(A). Now let
ψ : IG(A) or G→M be a G-equivariant u.c.p. map such that ψ|BorG = π̃, so that the
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following diagram commutes:

A B IG(A)

Aor G B or G IG(A) or G

IG(A) M

π π̃
ψ

ϕ

Since ϕ ◦ ψ|A is the inclusion map A → IG(A), G-rigidity yields ϕ ◦ ψ|IG(A) = idIG(A).
In particular, ϕ ◦ π̃|B is the identity map on B. It follows that π̃(B) ⊆ mult(ϕ), so that
ϕ is a ∗-homomorphism on C∗(π̃(B)). Equipping C∗(π̃(B)) with the G-action given
by conjugation by the unitaries π(λg), K = kerϕ ∩ C∗(π̃(B)) is a G-invariant ideal in
C∗(π̃(B)). Now define

D = C∗(π̃(B or G)) = span(C∗(π̃(B)) · π(C∗r (G)))

and
L = span(K · π(C∗r (G))).

Both D and L are G-invariant C∗-subalgebras of M . For any g, h ∈ G and x, y ∈
C∗(π̃(B)) we see that

xπ(λg)yπ(λh) = x(π(λg)yπ(λg)∗)π(λgh).

Hence if either x or y belongs to K, then xπ(λg)yπ(λh) ∈ L, so L is a G-invariant ideal
of D.

Let φ : D → D/L be the quotient map and let (ei)i∈I be an approximate unit for
K. Then (ei)i∈I is an approximate unit for L as well, and any d ∈ D belongs to L if
and only if eid → d. Therefore L ∩ C∗(π̃(B)) = K. Now Φ = φ ◦ π̃ : B or G → D/L
is multiplicative on C∗r (G), and since π̃(x)∗π̃(x) − π̃(x∗x) ∈ kerϕ = K ⊆ L for all
x ∈ B, it follows that Φ is a *-homomorphism. Note furthermore that I ⊆ ker Φ, so
J ⊆ ker Φ as well, and that Φ is G-equivariant. Finally, if Φ(x) = 0 for x ∈ B then
π̃(x) ∈ L∩C∗(π̃(B)) = K. Thus x = ϕ(π̃(x)) = 0 and ker Φ∩B = {0}. This completes
the proof.

Theorem ... Let A be a G-C∗-algebra and let B be a G-essential C∗-algebra exten-
sion of A. Then the action of G on A has the intersection property if and only if the
action of G on B has the intersection property.

Proof. If I ⊆ AorG is an ideal such that I ∩A = {0}, then let J ⊆ BorG be the ideal
generated by I. Since Lemma .. yields that J ∩B = {0}, then if the action of G on B
has the intersection property, it follows that I ⊆ J = {0}. Conversely, if J ⊆ B or G is
an ideal for which J ∩B = {0}, then J ∩A = {0}. Therefore, if the action of G on A has
the intersection property, we have J ∩ (AorG) = {0}. By Theorem .. we may embed
Bor G into I(Aor G) as a G-C∗-subalgebra containing Aor G. Since xJ + Jx ⊆ J for
all x ∈ Aor G, it follows from Lemma .. that J = {0}.
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The above theorem generalizes part of a recent result due to Kawabe [, Theo-
rem .]: for a compact G-space X, his result also equates the action of G on C(X)
having the intersection property to the action of G on the maximal ideal space Y of the
commutative C∗-algebra IG(C(X)) being free (see Remark .. (ii)). This can be seen
by first noting that the stabilizer subgroups in G of points in Y are amenable. Indeed,
an invariant mean on `∞(Gy) for any y ∈ Y is obtained by the composition

`∞(Gy)
ι
↪→ `∞(G) ↪→ `∞(G,C(Y )) ψ→ C(Y ) δy→ C.

Here ι : `∞(Gy) → `∞(G) denotes a Gy-equivariant inclusion (cf. p. ), and the map
ψ : `∞(G,C(Y )) → IG(C(X)) = C(Y ) is G-equivariant, u.c.p., and satisfies ψ ◦ κ =
idC(Y ) where κ : C(Y ) → `∞(G,C(Y )) is the canonical inclusion map (Lemma ..).
Since Y is Stonean, the equivalence now follows from the theorems of Archbold and
Spielberg (Propositions .. and ..). We suspect that there is an appropriate notion
of freeness of action that permits Kawabe’s result to generalize to the non-commutative
case as well, although we have not been able to realize which one.

We also note that Kawabe’s result is a generalization of the Kalantar-Kennedy the-
orem (Theorem ..).

We next consider the centre of a G-injective C∗-algebra. Claim (i) in the following
lemma is inspired by [, Lemma .], and claim (ii) is probably known, but we have
been unable to find a reference for it. We first recall that the centre of a monotone
closed C∗-algebra is monotone closed [, Proposition ..], and that a commutative
C∗-algebra is an AW ∗-algebra if and only if it is injective (see, e.g., [, Remark .]).

Lemma ... Let A be a unital G-C∗-algebra. Then:

(i) There is a G-equivariant injective ∗-homomorphism Z(A)→ Z(IG(A)).
(ii) If A is G-injective, then so is Z(A).

Proof. Let M = `∞(G, I(A)), let κ : A → M be a G-equivariant inclusion and let
ϕ : M → M be a κ(A)-projection so that IG(A) can be taken to be the image ϕ(M )
with the Choi-Effros product. For x ∈ Z(M ) and y ∈ ϕ(M ),

ϕ(x) ◦ y = ϕ(ϕ(x)y) = ϕ(xy) = ϕ(yx) = ϕ(yϕ(x)) = y ◦ ϕ(x)

by Lemma .. and thus ϕ(Z(M )) ⊆ Z(IG(A)). To see that (i) holds, note that
Z(A) ⊆ A′ ∩ I(A) = Z(I(A)) by Remark .. (i), so that κ(Z(A)) ⊆ Z(M ). Since
κ : A→ IG(A) is a ∗-homomorphism and ϕ ◦ κ = κ, (i) follows.

For (ii), note first that because A is monotone closed by Corollary .., Z = Z(A)
is commutative and monotone closed and is therefore injective. Hence by Lemma ..
we only need to find a G-equivariant u.c.p. map ϕ : `∞(G,Z)→ Z satisfying ϕ◦κ = idZ
where κ is the canonical inclusion map.

Consider instead the canonical inclusion map κ : A →M = `∞(G,A) for A and let
ϕ : M → A be a G-equivariant u.c.p. map such that ϕ◦κ = idA. Since κ(A) ⊆ mult(ϕ),
then for z ∈ `∞(G,Z) = Z(M ) we have

ϕ(z)x = ϕ(z)ϕ(κ(x)) = ϕ(zκ(x)) = ϕ(κ(x)z) = ϕ(κ(x))ϕ(z) = xϕ(z)

whenever x ∈ A, so ϕ(z) ∈ Z. Thus ϕ maps `∞(G,Z) into Z and ϕ ◦ κ|Z = idZ , so Z
is indeed G-injective.
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For any G-operator system S, G-essentiality implies that there always exists a
G-equivariant complete isometry IG(C) → S whenever S is G-injective. If we could
always embed IG(C) = C(∂FG) into any unital, commutative, G-injective G-C∗-algebra
as a G-equivariant C∗-subalgebra, then any C∗-simple group G would act freely on the
centre of any G-injective unital G-C∗-algebra by Theorem ... Therefore, by Lemma
.. the action of G on all unital G-injective G-C∗-algebras would have the intersection
property, and so the action of G on all unital G-C∗-algebras would have the intersection
property due to Theorem ... This sounds too good to be the case, and indeed, it is
not – we have already seen an example.

Remark ... Let A be the unital commutative G-C∗-algebra from Remark ..,
that is, the unitization of c0(G/H) for some amenable subgroup H 6= {1} of G. Then
the action of G on A does not have the intersection property, as any proper ideal I of
c0(G/H)orG satisfies I ∩A = {0}. Since c0(G/H)orG is Morita equivalent to C∗(H)
and H 6= {1}, it always contains at least one proper closed ideal, which is also a proper
ideal of Aor G.

If A is as given in Remark .., C(∂FG) is not a G-invariant C∗-subalgebra of
the G-injective envelope IG(A) due to the above discussion. To clarify why this is, we
observe that this G-injective envelope actually has a very concrete realization.

Proposition ... Let X be a discrete G-space. If A is the unitization of c0(X), then
I(A) = `∞(X). If X = G/H for an amenable subgroup H of G, then IG(A) = `∞(G/H),
where `∞(G/H) is equipped with the G-action by left translation.

Proof. We adapt an argument of Paulsen [, Proposition .] to prove the first claim.
If φ : `∞(X) → `∞(X) is a unital and positive map such that φ fixes c0(X), then any
positive f ∈ `∞(X) is the supremum of an increasing net of functions in c0(X). Thus
f ≤ φ(f). For c > 0 such that r1 ≥ f , then r1 − f ≤ φ(r1 − f) = r1 − φ(f), meaning
that f ≥ φ(f). Hence φ(f) = f , so that A ⊆ `∞(X) is a rigid inclusion. Since `∞(X) is
injective, I(A) = `∞(X).

Identifying `∞(G/H) with a G-invariant C∗-subalgebra of `∞(G), the second claim
follows from the fact that there exists a G-equivariant conditional expectation `∞(G)→
`∞(G/H) when H is amenable [, Theorem  (iv)].

If an amenable subgroup H of G admits a unital G-equivariant ∗-homomorphism
C(∂FG) → IG(A) = `∞(G/H), where A is the unitization of c0(G/H). Any such map
passes to a G-equivariant continuous surjection ϕ : β(G/H) → ∂FG. In particular, any
g ∈ H fixes ϕ(H) ∈ ∂FG, so H = {1} by freeness of the action. This explains why
C(∂FG) cannot be identified with a G-invariant C∗-subalgebra of IG(A).

Remark ... Because `∞(G/H) is G-injective for all amenable subgroups H of G, we
observe that we can actually give a quick proof of one half of Kennedy’s characterization
of C∗-simplicity (Remark .., C). Indeed, let H be an amenable subgroup of G and
define X = G/H. By G-injectivity and G-essentiality, there exists a G-equivariant u.c.p.
map C(∂FG)→ `∞(X), which passes to a G-equivariant continuous map βX → P(∂FG)
by duality.

Suppose that H is recurrent, so that there exists a finite subset F ⊆ G \ {1} such
that F ∩ gHg−1 6= ∅ for all g ∈ G. Then X ⊆

⋃
s∈F X

s. Therefore βX ⊆
⋃
s∈F X

s =
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⋃
s∈F (βX)s, because X is dense in βX. In particular, if M ⊆ βX is a minimal subset,

then M ⊆
⋃
s∈F M

s. By Proposition .., the map βX → P(∂FG) passes to a con-
tinuous G-equivariant surjection M → ∂FG, meaning that ∂FG ⊆

⋃
s∈F (∂FG)s. Since

F ⊆ G \ {1}, the action of G on ∂FG is not free, so that G is not C∗-simple.

In light of the above discussion, we will now try to find a commutative G-injective
envelope that the centre of a given G-injective envelope always does contain. We recall
that if D is an AW ∗-algebra, then just as in the von Neumann algebra case, any element
x ∈ D has a central support [, ..], i.e., there exists a smallest central projection
Cx ∈ D such that Cxx = x. Further, if z ∈ Z(D), then zx = 0 if and only if zCx = 0.

Theorem ... Let A be a unital G-C∗-algebra. Then there is a G-essential C∗-algebra
extension B of A such that IG(Z(I(A)) embeds into Z(B) as a unital G-invariant
C∗-subalgebra. In particular, IG(Z(I(A))) embeds into Z(IG(A)) as a unital G-invariant
C∗-subalgebra.

Proof. Since any G-essential extension of I(A) is also a G-essential extension of A by
Lemma .. and Proposition .., we may assume that A is injective. Let

Z = Z(A), M = `∞(G,A), Z = `∞(G,Z) = Z(M ),

and let κ : A→M be the canonical inclusion map. Then κ(Z) ⊆ Z. Let Ψ: A⊗Z →M
be the ∗-homomorphism given by

Ψ(x⊗ f) = κ(x)f, x ∈ A, f ∈ Z.

Let AZ be the image of Ψ. Then AZ is a unital G-invariant C∗-subalgebra of M , and
we have the following commutative diagram:

Z Z

A⊗Z

A AZ

κ|Z

1⊗idZ

ΨidA⊗1

κ

Let Φ: M →M be a κ(A)-projection so that Φ(M ) = IG(A). Since κ(A) ⊆ mult(Φ)
it is easy to see that Φ(Z) ⊆ κ(A)′ = Z, so by Lemma .. and Lemma .. we can
let χ : Z → Z be a κ(Z)-projection such that χ(Z) = IG(Z) and χ ≺ Φ|Z . Let B ⊆M
be the image of the G-equivariant u.c.p. map

Ψ̃ = Ψ ◦ (idA ⊗ χ) : A⊗Z →M .

Note that (idA ⊗ 1)(A) ⊆ mult(Ψ̃), since Ψ̃ ◦ (idA ⊗ 1) = κ. Further, κ maps A into B
and

Φ(Ψ̃(x⊗ f)) = Φ(κ(x)χ(f)) = κ(x)χ(f) = Ψ̃(x⊗ f), x ∈ A, f ∈ Z.

This proves that Φ|B = idB, so B ⊆ Φ(M ) = IG(A) and therefore (B, κ) is a G-essential
extension of A by Lemma ...
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We now claim that B has the structure of a unital G-C∗-algebra. First endow the
G-injective envelope IG(Z) with the Choi-Effros product of χ, i.e., define x ◦ y = χ(xy)
for x, y ∈ IG(Z), so that IG(Z) is a unital G-C∗-algebra with the involution and norm
of Z and the product ◦.

Since A is injective, it is an AW ∗-algebra. By [, Proposition ...] M is an
AW ∗-algebra as well. Fix x ∈ A and let Cx ∈ Z be the central support of x. Then
κ(Cx) ∈ Z is the central support of κ(x) in M . Indeed, if f ∈ Z is a projection such that
fκ(x) = κ(x), then f(g) is a central projection in A and f(g)g−1x = g−1x for all g ∈ G.
Thus g−1Cx ≤ f(g) for all g ∈ G, so that κ(Cx) ≤ f . Now, suppose that κ(x)f = 0 for
some f ∈ Z. Then κ(Cx)f = 0. Since χ ◦ κ|Z = κ|Z , we have κ(Z) ⊆ mult(χ) and

κ(Cx)χ(f) = χ(κ(Cx))χ(f) = χ(κ(Cx)f) = 0.

Hence κ(x)χ(f) = 0. Now, for n ≥ 1, let

In = {y ∈ A⊗Z ⊗Mn(C) | (Ψ̃⊗ idn)(y∗y) = (Ψ̃⊗ idn)(yy∗) = 0}.

Then In is a closed ideal of A⊗ Z ⊗Mn(C). For instance, if y ∈ In, x ∈ A, f ∈ Z and
b ∈Mn(C), then

(Ψ̃⊗ idn)((x⊗ f ⊗ b)yy∗(x⊗ f ⊗ b)∗)
= (κ(x)⊗ b)(Ψ̃⊗ idn)(y(1⊗ f∗f ⊗ 1)y∗)(κ(x)⊗ b)∗

≤ ‖f‖2(κ(x)⊗ b)(Ψ̃⊗ idn)(yy∗)(κ(x)⊗ b)∗

= 0,

and

(Ψ̃⊗ idn)(y∗(x⊗ f ⊗ b)∗(x⊗ f ⊗ b)y) ≤ ‖x‖2‖f‖2‖b‖2(Ψ̃⊗ idn)(y∗y) = 0,

meaning that (x⊗ f ⊗ b)y ∈ In.
If x ∈ A and z ∈ Z⊗Mn(C) satisfy (Ψ⊗idn)(x⊗z) = 0, write z∗z =

∑
i,j fij⊗eij with

respect to the canonical basis (eij) of matrix units inMn(C). Then
∑
i,j κ(x∗x)fij⊗eij =

0, so that κ(x∗x)fij = 0 for all i, j. By what we have seen above, κ(x∗x)χ(fij) = 0 for
all i, j as well, so that

(Ψ̃⊗ idn)((x⊗ z)∗(x⊗ z))) = (Ψ⊗ idn)((idA ⊗ χ⊗ idn)((x⊗ z)∗(x⊗ z))) = 0.

Therefore it follows that x ⊗ z ∈ In whenever x ⊗ z ∈ ker(Ψ ⊗ idn) for x ∈ A and
z ∈ Z⊗Mn(C). Since Z⊗Mn(C) is exact, any closed ideal in A⊗Z⊗Mn(C) is generated
by the elementary tensors it contains [, Propositions .–.], so ker(Ψ⊗ idn) ⊆ In.

The above discussion shows that we may define a unital G-equivariant map ε : AZ →
AZ with image B by

ε(Ψ(y)) = Ψ̃(y) = Ψ((idA ⊗ χ)(y)), y ∈ A⊗ Z,

so that the following diagram commutes:

A⊗Z AZ M

A⊗Z B IG(A)

Ψ

idA⊗χ Ψ̃ ε Φ

Ψ
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For any two x, y ∈ A⊗Z ⊗Mn(C) such that (Ψ⊗ idn)(x) = (Ψ⊗ idn)(y) we have seen
that x − y ∈ In, so that (Ψ̃ ⊗ idn)(x) = (Ψ̃ ⊗ idn)(y). Since any positive element in
AZ⊗Mn(C) lifts via the ∗-homomorphism Ψ⊗idn to a positive element in A⊗Z⊗Mn(C)
for all n, ε is completely positive. Furthermore, if we let χ̃ = idA ⊗ χ, then

ε(ε(Ψ(y))) = ε(Ψ(χ̃(y))) = Ψ(χ̃(χ̃(y))) = Ψ(χ̃(y)) = ε(Ψ(y)),

so ε is idempotent. By Theorem .. the image B of ε is a unital C∗-algebra when
endowed with the Choi-Effros product, i.e.,

x ∗ y = ε(xy), x, y ∈ B.

This proves the claim. Furthermore, B is completely order isomorphic to this unital
C∗-algebra. Since κ : A → B is a ∗-homomorphism with respect to the product on B,
this means that B is a genuine G-essential C∗-algebra extension of A.

Define a map δ : IG(Z) → B given by δ(x) = Ψ(1 ⊗ x). We claim that δ is in fact
a unital G-equivariant injective ∗-homomorphism of (IG(Z), ◦) into the centre of (B, ∗).
In fact, δ is the inclusion map IG(Z) = χ(Z) ⊆ Ψ̃(AZ) = B; we elect to use the above
expression, as it makes calculations a bit neater. First, δ ◦ κ|Z = κ|Z so that δ is a
complete isometry, since (IG(Z), κ|Z) is a G-essential extension of Z. Next, for x, y ∈ Z
we observe that

δ(χ(x) ◦ χ(y)) = Ψ(1⊗ χ(χ(x)χ(y)))
= (Ψ ◦ χ̃)(1⊗ χ(x)χ(y))
= ε(Ψ(1⊗ χ(x)χ(y)))
= ε(Ψ(1⊗ χ(x))Ψ(1⊗ χ(y)))
= Ψ(1⊗ χ(x)) ∗Ψ(1⊗ χ(y))
= δ(χ(x)) ∗ δ(χ(y)).

Therefore δ is a ∗-homomorphism of (IG(Z), ◦) into (B, ∗). Finally, for x ∈ Z and
y ∈ A⊗Z we have 1⊗ χ(x) ∈ Z(A⊗Z), and therefore

δ(χ(x)) ∗ Ψ̃(y) = ε(Ψ(1⊗ χ(x))Ψ̃(y))
= ε(Ψ((1⊗ χ(x))χ̃(y)))
= ε(Ψ(χ̃(y)(1⊗ χ(x))))
= ε(Ψ(χ̃(y))Ψ(1⊗ χ(x)))
= Ψ̃(y) ∗ δ(χ(x)).

Thus δ is an injective G-equivariant ∗-homomorphism into the centre of B.
Finally, since IG(B) = IG(A) by Lemma .., we see that Z(B) embeds into

Z(IG(B)) = Z(IG(A)) as a unital G-invariant C∗-subalgebra due to Lemma ... This
proves the second claim.

Remark ... If a unital G-C∗-algebra A is prime, then the G-C∗-algebra B con-
structed in the proof of Theorem .. is easily seen to be isomorphic to A ⊗ IG(C),
since I(A) has trivial centre (Remark ..). Therefore A ⊗ IG(C) is a G-essential
extension of A.
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Because of the above theorem, we obtain the following criterion for a group action
on a C∗-algebra to have the intersection property:

Theorem ... Let A be a unital G-C∗-algebra and let I(A) denote the injective
envelope of A. Whenever the action of G on Z(I(A)) has the intersection property, then
so does the action of G on A and I(A).

Proof. Due to [, Theorem .] (see also the discussion after Theorem ..) the action
of G on the maximal ideal space of the G-injective envelope IG(Z(I(A))) is free, so by
Theorem .. the action of G on the maximal ideal space of Z(IG(A)) is also free. There-
fore the action of G on IG(A) has the residual intersection property by Lemma ...
The conclusion then follows from Theorem ...

We have not been able to recognize whether the action of G on IG(A) having the
residual intersection property implies something similar for the action of G on A in the
above proof, since it is not clear whether there is a correspondence between the closed
G-invariant ideals of A and the closed G-invariant ideals of IG(A).

We finally present some applications for the case when the group G is C∗-simple.

Corollary ... Let G be a C∗-simple group and let A be a unital G-C∗-algebra. If
Z(I(A)) is G-simple, then the action of G on A has the intersection property.

Proof. By [, Theorem .] (or Corollary ..), the crossed product Z(I(A)) or G
is simple, so the action of G on Z(I(A)) has the intersection property. Now apply
Theorem ...

Corollary ... Let G be a C∗-simple group and let A be a unital G-C∗-algebra. If A
is prime, then the action of G on A has the intersection property. In particular, Aor G
is prime.

Proof. Since A is prime, I(A) has trivial centre (Remark ..), so by Corollary ..,
the action of G on A has the intersection property.

If J1 ∩ J2 = {0} for ideals J1, J2 ⊆ A or G, then (J1 ∩ A) ∩ (J2 ∩ A) = {0} so
Ji ∩A = {0} and Ji = {0} for some i. Therefore Aor G is prime.

In light of the above result we recall from Remark .. that C∗-simplicity in itself
need not transform G-primeness of a C∗-algebra to primeness of the reduced crossed
product. However, we are able to derive a weaker analogue of Theorem .. for prime
ideals:

Corollary ... Let G be a C∗-simple group and let A be a unital G-C∗-algebra.
Then there is an injective map of the set of prime and G-invariant ideals to the set of
prime ideals in Aor G, given by I 7→ IōrG.

Proof. If I ⊆ A is a prime, G-invariant ideal, then A/I is a prime C∗-algebra and
(A/I) or G is a prime C∗-algebra by Corollary ... Thus IōrG is a prime ideal of
Aor G, so the map I 7→ IōrG is well-defined, and it is injective since (IōrG) ∩ A = I
for each G-invariant ideal I ⊆ A.



Subjects for further research

In this final part of the thesis, we give an overview of some questions that have piqued
our interest, some of which have been looked into in our research but that we have not
been able to answer.

We have already discussed the first question in detail in Section .:

Question . Does there exist a non-trivial discrete group G, such that its action on the
universal minimal compact G-space is proximal or strongly proximal?

A simple unital C∗-algebra A, not isomorphic to the complex numbers, is said to
be purely infinite if every non-zero hereditary C∗-subalgebra of A contains a projection
that is Murray-von Neumann equivalent to the identity 1A.

Question . Let G be a discrete group and let X be a topologically free G-boundary (so
that G is C∗-simple and C(X) or G is simple by Theorem ..). Is C(X) or G purely
infinite?

The above question has an answer in the affirmative for some discrete groups G
and G-boundaries X. Indeed, some of the boundary actions considered in the present
thesis satisfy a considerably stronger property, known as extreme proximality (a notion
due to Glasner []). An action of G on a compact Hausdorff space X that contains
more than two points is extremely proximal if for any proper, compact subset K ⊆ X
and non-empty open subset U ⊆ X there exists g ∈ G such that gK ⊆ U . Extremely
proximal actions are boundary actions [, Theorem .], and they include

• the action of a non-elementary hyperbolic group G on its Gromov boundary ∂G
[, Example .], and

• any action G 7→ ∂T for a tree T satisfying the conditions of Proposition ..
[, Proposition .].

An example of a boundary action that is not extremely proximal is the action of SL(3,R)
on real projective 2-space P2(R) [, pp. –]. Finally, Laca and Spielberg gave a
proof in  that the reduced crossed product C(X) or G is simple and purely infinite
for any topologically free, extremely proximal compact G-space X [, Theorem ].

A  result by Jolissaint and Robertson generalizes the above criterion of Laca
and Spielberg. An action of a group G on a unital C∗-algebra A is n-filling if for any
positive x1, . . . , xn ∈ A of norm 1 and ε > 0 there exist g1, . . . , gn ∈ G such that

n∑
i=1

gixi ≥ 1− ε.


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If the action of G on a unital C∗-algebra A is properly outer and n-filling, and pAp
is infinite-dimensional for all non-zero projections p ∈ A, the reduced crossed product
Aor G is simple and purely infinite [, Theorem .].

For a compact G-space X, the action of G on C(X) is n-filling if and only if for
all non-empty open subsets U1, . . . , Un ⊆ X there exist g1, . . . , gn ∈ G such that X =⋃n
i=1 giUi. If we say that an action of G on X with this latter property is also n-filling,

the following holds:

• The action of PSL(n,Z) on Pn−1(R) for n ≥ 2 is n-filling, but not n− 1-filling [,
Example .].

• Suppose that a discrete group G acts non-elementarily on a compact Hausdorff
space X, such that X = LG and G contains at least one hyperbolic homeomor-
phism of X. Then the action of G on X is n-filling for some n ≥ 2 [, Proposition
.].

Note also that the G-action on a compact G-space X is 2-filling if and only if it is
extremely proximal.

The notion of a boundary action can be formulated so as to admit a non-commutative
analogue, by the following observation, inspired by a theorem of Glasner and Furstenberg
[, Theorem .], which might be of help in achieving a partial answer at the very least.
If a discrete group G acts on a compact Hausdorff space X by homeomorphisms, then
the following are equivalent:

(i) X is a G-boundary.

(ii) For all positive f ∈ C(X) of norm 1 and ε > 0, there exist g1, . . . , gn ∈ G such
that

1
n

n∑
i=1

gif ≥ 1− ε.

Proof. (i)⇒ (ii): Let f ∈ C(X) be positive of norm 1, let ε > 0 and let x ∈ X such that
f(x) = 1. Now let (gi) be a net in G such that giµ → δx in the weak∗ topology for all
µ ∈ P(X), by Corollary ... It follows that gif → 1 in the weak topology on C(X).
By the Hahn-Banach separation theorem, the identity 1 belongs to the norm-closed
convex hull of {gf | g ∈ G}.

(ii) ⇒ (i): Let µ ∈ P(X), x ∈ X and ε > 0. It suffices to find g ∈ G such for any
finite subset of functions {f1, . . . , fk} ⊆ C(X) where each fj is positive, has norm 1 and
equals 1 on a neighbourhood of x, then |µ(g−1fj)− fj(x)| < ε for all 1 ≤ j ≤ k. Indeed,
the linear span of the set of such fj is dense in C(X) by the Stone-Weierstrass theorem.

Let U be an open neighbourhood of x such that fj |U equals 1 for all j, and let
f ∈ C(X) be a positive norm-one function such that supp (f) ⊆ U and f(x) = 1, so that
fj ≥ f for all 1 ≤ j ≤ k. Now there exist g1, . . . , gn ∈ G such that 1

n

∑n
i=1 gif ≥ 1 − ε.

Hence there is 1 ≤ i ≤ n such that

µ(gifj) ≥ µ(gif) ≥ 1− ε = fj(x)− ε

for all 1 ≤ j ≤ k.
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A result of Malyutin [, Proposition ] states that every minimal, proximal action
of a discrete group G on the circle T is in fact automatically extremely proximal, so that
the reduced crossed product C(T) or G is simple and purely infinite by the theorem of
Laca and Spielberg. It would be interesting to know whether similar results held true
for compact, connected manifolds of higher dimension.

In connection with our work on countable non-ascending HNN extensions in Sections
. and ., the following question is natural:

Question . Let Γ = HNN(G,H, θ) be a countable, strictly ascending HNN extension,
i.e., one and only one of H and θ(H) equals G. Find criteria for Γ to be C∗-simple
and/or have unique trace.

This would be an especially interesting problem to attack because of the Thompson
group F , which is isomorphic to a strictly ascending HNN extension of itself.

In Sections . and ., we prove for any discrete group G and any multiplier σ : G×G→
T that the twisted reduced group C∗-algebra C∗r (G, σ) is simple (resp. has a unique
tracial state) whenever C∗r (G) is simple (resp. has a unique tracial state). Moreover, all
C∗-simple groups have the unique trace property, as witnessed in Remark .. and the
result of Breuillard, Kalantar, Kennedy and Ozawa (Theorem ..). An answer to the
following question would settle a “missing arrow”:

Question . Let G be a discrete group and let σ : G×G→ T be a multiplier. If C∗r (G, σ)
is simple, does C∗r (G, σ) have unique trace?

The converse has been shown to hold for any amenable group G, by Bédos and
Omland [], who have also proved that the properties are equivalent whenever G is
FC-hypercentral. A vague idea for a solution would be to investigate if the behaviour
of (G, σ) could be perhaps detected by the action of G on a Furstenberg boundary-like
space, that would coincide with the original Furstenberg boundary for trivial σ.

Our final questions concern equivariant injective envelopes.

Question . Does there exist an amenable discrete group G and an injective unital
G-C∗-algebra A such that A is not G-injective?

We gave an explanation at the end of Section . of why any injective von Neumann
algebra A is G-injective whenever G is an amenable discrete group. Moreover, Argerami
and Farenick have given a proof in [, Theorem .] that the injective envelope of a
separable C∗-algebra A is a von Neumann algebra if and only if A contains a minimal
essential ideal that is isomorphic to a direct sum of C∗-algebras of the form K(H) (the
compact operators on a Hilbert space H).

One idea for a proof of the general C∗-case could be to use the fact that any unital
injective C∗-algebra is perfect [, Theorem .]. We briefly explain how to define the
notion of perfection for C∗-algebras. The atomic representation of a unital C∗-algebra
A is the direct sum πa =

⊕
[π]∈Â π, where Â denotes the set of equivalence classes of

irreducible representations of A. Let z ∈ A∗∗ be the central support projection of the
representation πa : A∗∗ → B(

⊕
[π]∈ÂHπ). Now, A is said to be perfect if any b ∈ zA∗∗
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such that b, b∗b and bb∗ define weak∗-continuous maps P (A) → C, actually belongs to
zA. We refer to the memoir [] of Akemann and Shultz for more information about
perfect C∗-algebras.

Because of Theorem .., another question is natural:

Question . Let A be a unital G-C∗-algebra. Give sufficient criteria for G and A for
the action of G on Z(I(A)) to have intersection property.

The final two results of Section . focus on one of the simplest possible instances
(when A is prime and G is C∗-simple). It would be interesting to find weaker conditions
to ensure that Theorem .. can be applied.
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