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Summary

In this thesis we consider a gas of interacting, identical, spin-less bosons in a thermodynamic box.
We are interested in the ground state energy, which for low densities (diluteness) is described by
the Lee-Huang—Yang (LHY) formula — a series expansion in the density that has been derived
from Bogolubov’s work in the late 1950’s.

In the introduction we discuss how to derive the LHY formula using Bogolubov’s approximation
step, which presupposes Bose-Einstein condensation. The second part contains a detailed proof,
which establishes the LHY formula as a lower bound in a weak coupling and low density regime.
While our proof is guided by Bogolubov’s predictions, it is based on a two-step localization
procedure, which allows us to prove adequate ’local condensation’.

Resumé

I denne afhandling betragtes en gas af vekselvirkende, identiske bosoner uden spin i en termody-
namisk boks. Vi er interesseret i grundtilstandsenergien, som for lave densiteter beskrives ved
hjeelp af Lee-Huang—Yang (LHY) formlen — en rackkeudvikling i densiteten, som blev udledt fra
Bogolubovs arbejde i slutningen af 1950’erne.

I introduktionen diskuteres en udledning af LHY-formlen baseret pa Bogolubovs approksima-
tion, som forudsaetter Bose-Einstein-kondensation. I anden del af afhandlingen preaesenteres et
detaljeret bevis, som etablerer LHY-formlen som nedre graense i et regime med svag kopling og
lav densitet. Vores bevis tager afseet i Bogolubovs forudsigelser, men er baseret pa en to-trins
lokaliseringsprocedure, som tillader os at vise en passende form for ’lokal kondensation’.
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Introduction
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At the bottom of the spectrum lives a ground state energy
the one for interacting bosons without entropy

in the density limit — the dilute

we calculate a constant

hopefully important

using operators — which do not commute

— B. Brietzke

1. Introduction

The introduction of Bose gases and the prediction of Bose-Einstein condensates goes
back to S. N. Bose [6] and A. Einstein [11] almost one century ago. By condensation
we mean macroscopic occupation of a single particle state. In sharp contrast to bosons,
this is not possible for identical fermions; a fact known as the Pauli exclusion principle.
One of the reasons why Bose-Einstein condensation is interesting, lies in its connection
to liquid Helium and its superfluidity. N. N. Bogolubov! attempted to explain this
connection in his seminal paper from 1947 [5]. Since Bose-Einstein condensation only
occurs in gases at very low temperatures and low density, several cooling methods had to
be developed and then combined to create Bose-Finstein condensates in the laboratory.
This experimental breakthrough happened in 1995, more than 70 years after Finstein’s
prediction. Experiments by the groups of E. A. Cornell and C. E. Wiemann confirmed
the existence of Bose-Einstein condensates. Independently W. Ketterle produced a Bose-
Einstein condensate in a slightly different set-up. The experiments, performed at around
20 nK were honoured with the Nobel Prize in 2001 [36]. Already at that time more than
20 groups had managed to produce Bose-Einstein condensates and the experimental
interest intensified. At the time of writing this thesis, a search for “Bose-Einstein” has
yielded more than 20.000 publications?®.

As one can read in [2], condensates have been created for a wide range of vapors with
typical sizes between 1.5 x 103 and 10% atoms. Possibly inspired by the experimental
success, there has also been an increase in theoretical work on Bose gases in the last
decades. We refer to [25] for an overview of the mathematical work on the Bose gas and
to [38, 39] for a physics point of view.

In this thesis we will restrict our interest to only one of the most fundamental
quantities of a Bose gas — the ground state energy. More specifically:

How does the ground state energy of a dilute Bose gas at zero temperature
depend on the density?

An answer to this question is essentially contained in Bogolubov’s approximation
and known as the Lee-Huang—Yang formula [21, 22], which describes the low density
asymptotics of the ground state energy per volume in the thermodynamic limit, eg(p).
The core of Bogolubov’s theory is a very fruitful but non-rigorous diagonalization of the
Hamiltonian. We will discuss Bogolubov’s approximation step, which is well-motivated
by the physics involved. One of the insights of Bogolubov is that the ground state energy

INote that “Bogolubov” is not the only transliteration, which is used in the literature.
2The publication database webofknowledge.com was used with the search term “Bose-Einstein” on the
27.10.2017.
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only depends on the potential via the scattering length, a. Our aim is to show that the
Lee-Huang—Yang formula, which reads

128
eo(p) = dmvpa (1 + m(pa?’)% + o(\/pa?’)) as pa® — 0, (1.1)
with v = %, is correct as a lower bound. To succeed, we will of course have to pose

some restrictions on the class of potentials. Also we have to introduce an additional
scaling to obtain our result. Concerning the rigorous proof of the lower bound, this is
the second step forward towards establishing (1.1).

This is not merely a theoretical result, however. In experiments by Navon et al.
(34, 35] the LHY-constant has been measured by changing the scattering length using
Feshbach resonances. The measurements, 4.4(5), respectively 4.5(7), were in agreement
with the predicted value % ~ 4.81. Also the Monte Carlo computations in [15] match
the theoretical prediction well, if the LHY-correction term is included.

We end this introduction with an overview of the further sections in the present thesis:
In Section 2, the background chapter, we fix notation and present mathematical back-
ground needed to formalize the description of the dilute Bose gas. The Hamiltonian for
the system is introduced in position space and rewritten in second quantized form. This
expression gives a heuristic argument for the leading order term of the ground state
energy.

In Section 3 we present a calculation for the second order correction term (LHY-term)
using the concept of c-number substitution, which is based on a condensation hypothesis,
is used. This calculation invokes an approximation of the scattering length of the po-
tential and can therefore only be correct in a certain scaling limit.

In Section 4 related mathematical literature on ground state energies for dilute Bose
gases is reviewed.

In Section 5 we state the main result of this thesis:

For a broad range of potentials the LHY formula is correct as a lower bound for the
ground state energy of a dilute Bose gas in a scaling regime, which goes beyond the
mean inter-particle distance.

We present key ingredients leading to the proof of this statement. Furthermore, we
point out some technical difficulties, which are responsible for the assumptions in our
main theorem and conclude with remarks on possible improvements in future work.
Part II consists of the manuscript containing the mathematical proof for the mentioned
result. This is an improvement compared to the work by Giuliani and Seiringer [17],
who gave the until now only available proof for a lower bound capturing the second
order correction.
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2. Background

This section provides some background for the mathematical treatment of the Bose
gas. Relevant length scales associated to gas are discussed and the corresponding many
body Hamiltonian is rewritten in second quantized form using creation and annihilation
operators. This standard bookkeeping method is then used to describe Bogolubov’s
c-number substitution and how it leads to the prediction that the ground state energy
in the dilute limit is given by (1.1). This section is based on [25] and [44]. For additional
background material the reader is referred to [12, 26, 42] and [43].

We consider a gas of N interacting particles. Particles in a interacting gas may be
subject to both an external potential, e.g. some trap, which confines the gas to a region
in space and an interaction-potential. Such a gas can be modelled by the Hamiltonian

N

Hy =3 (=i + Vextd) + Vat, (2.1)
i=1

which acts on the space L?(R3Y ) i.e., the Hilbert space of square-integrable functions on
R3N. We use the convention ( f g f f(2)g(x) dz for the inner product of the functions

f,g € L2(R3N). Here A, f = Z o 2, with 2; = (21,22, 23) € R3, is the Laplacian acting

on the " particle. All Hllbert spaces that we will encounter in this thesis are going
to be separable and infinite dimensional. Vectors of length unity play a special role. If
[|t|]2 = 1, we call ¥ a wave function and interpret the quantity

’¢($1,$2,...,$N)|2 (2.2)

as the probability density for finding particle 1 at x1, particle 2 at x2 etc. Measurements
correspond to self-adjoint operators. If the measurement corresponds to the (possibly
unbounded) self-adjoint operator A and is performed on the state 1, then

(A)y = (1, AY) (2.3)

is the expectation value for the measurement. The possible outcomes for a measurement
are the elements in the spectrum of A

spec (A) := {\ € C: (A — A1) has no bounded inverse} , (2.4)

which is contained in R if the operator is self-adjoint. Note that we in (2.3) do not have
to require ¢ € D (A), but only that v is contained in the domain of the quadratic form
corresponding to A. We only consider gases of identical bosons and these satisfy, by
definition, the symmetry condition

w(wl,wg,...,x]v):¢($01,1‘02,...,x0N) (2.5)
for any permutation o = (01, 09,...,0x) in the permutation group Sy of N elements®.
Henceforth we will only consider Bose gases constrained to some box, say A = [—%, %]3,

3For systems in two spacial dimensions interchanging two identical particles can give a phase other than
+1, which shows that particle species other than fermions and bosons exist. Such particles are called
anyons — a term coined by Frank Wilczek [46] — reflecting that indeed the ”interchange of two of these
particles can give any phase.”
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with side length L > 0. Instead of setting

0 ifxeA
Vex = 2.6
() {oo if z ¢ A, (2:6)

we simply drop the external potential and restrict our interest to the Hilbert space of
permutation symmetric functions in L2(A) with Dirichlet boundary conditions. We then
have

N
Hy=-vY A+ > V(i — ), (2.7)
i=1 1<i<j<N
with v = %, where m is the mass of a particle and A denotes the reduced Planck’s
constant. The density of a gas is defined by the number of particles per volume
N
P = m

For notational convenience, we henceforth choose units such that v = h%/(2m) = 1.

(2.8)

2.1. Ground States and Grounds State Energies

The ground state energy of N interacting particles in the box A = [—%, %]3 is
Eo(N,L):= inf (¥, HyV)=infspec(Hy), 2.9
N.L)s= | inf (8 HxW) = inf spec (Hx) (29
||=1

where @Q (Hy) is the domain of the quadratic form corresponding to Hy. Note that the
infimum in (2.9) not necessarily has to be attained or to be finite. In case Ey(N, L) is
finite, then the N-body system is called stable. We call ¢ a ground state if it satisfies
(¢, Hyv) = Eo(N, L) and it can be shown that 1) is a ground state if and only if ) is a
solution to the Schrédinger equation Hy1 = Ey(N, L)t. Our primary interest is to find
a new second order lower bound for the energy per unit volume in the thermodynamic
limit,*

eo(p) := lim Eo(N,L)L3. (2.10)

N,L—00
N/L3=p

To obtain a heuristic understanding of the problem at hand, it is useful to consider
which length scales are relevant. These are:

a: the scattering length,
1

(pa)~2: the correlation length®,
1
3:

Jo the mean inter-particle distance.

While the mean inter-particle distance simply is the order of the average distance to the
next particle, the other two length scales require some explanation.

The correlation length can be understood in the following way. If the particles are
localized to boxes of side length A., then the uncertainty principle gives an energy of

“In Part II we use the less restrictive requirement N, L — oo with NlLim NL3 =p.
,L—00

5This length scale is also known as the uncertainty principle length, healing length, de Broglie wavelength
or the Bogolubov length.
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order A\;2. The energy per volume is then at least NA\;2L~3 = pA_2, which is compa-
rable to the leading order term 4map? in (1.1) if \. = \/%.

We will see below that the scattering length a is a constant depending on the poten-
tial at hand. Since we are interested in the dilute limit, we have pa® < 1. In particular,
we have p_% < \/%. Hence, for states close to the ground state, we can only localize
particles to boxes which are much larger than the mean inter-particle distance, showing
that the wave functions overlap considerably for low densities.

2.2. The Scattering Length

We follow [25] and define the scattering length, which is a measure for the effective
interaction strength of a potential. For simplicity we assume that W > 0, that W is
spherically symmetric and that W (z) = 0 if |x| > Ry for some Ry. These assumptions
are less restrictive than those we have in Part II. In fact, the first and the third assump-
tion can be relaxed [25].

The boundary of the ball B is denoted Sp and has surface area 47mR2. To
discuss the two-body problem, we define on {¢ € H' (Bg) : ¢(z) = 1 for € Sg}, where
R > Ry, the map £ by

Enld] = [ Vo) + 5W @0 da. (211)

One can show that £ has a unique minimizer, 0 < ¢g < 1, which is spherically sym-
metric and radially increasing. Equation (2.11) is related to the zero-energy scattering
equation

~Ado(a) + 5V ()o(x) = 0. (2.12)

That this equation holds in the sense of distributions on Bg follows from the following
standard computation [25]. Let ¢ € C§°(Bgr) and note that

Er [po + 0] = Er [¢po] + 0%ER [Y)] + 20Re . Vo - Vip + %W(ﬁow dz. (2.13)

Because ¢ is a minimizer for £g, integration by parts yields

d 1
0= —Erldo+ 0]js_o = 2Re /B Voo Vit 5 Woot de

= QRG/B P |:—A¢)0 + ;W¢0:| dz + . PYVeq - dS. (2.14)

The last term in (2.14) vanishes because ¢ € C§° (Br) and the claim follows by repeating
the argument with 1 replaced by i%. An other way to state the above is that we employ
the the Euler-Lagrange equation.

On the annulus Ag, r = {:c €ER?: Ry < lz| < R} the scattering equation reduces
to the requirement that ¢ is harmonic. Combining this with the boundary condition
¢(z) =1 for z € Sg, we obtain on Apg, g that

1— &
dolw) = =3, a €0, Rl (2.15)
R

The constant «a is called the scattering length and is determined by the value of ¢g on
SRy, i.e., the inner boundary of the above annulus, and depends on the potential through
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the scattering equation (2.12). The two examples below show that the scattering length
indeed is a reasonable measure for the interaction range of the potential.

The minimum energy for £x is found using the scattering equation (2.12) and inte-
gration by parts

Erlo] = /B Vool + 5 Wbol? da

— bV - dS —|—/ b0 [—Aqbo + %W(x)gﬁ)o dzx
SR BR
— dra(l — %)*1. (2.16)

The leading order term 4mp?a in the LHY formula can, at least heuristically, be un-
derstood in the following way. The minimization problem (2.11) originates from the
two-body problem via a center of mass integration such that ¢g describes the relative
position of the two particles. See [42] for an exposition. Because (¢, ¢o) is of order R?
we make the ansatz

lim R*Ey(2, R) = 8ma. (2.17)
R—o0
We now obtain
_ N(N-1) __
= lim Ey(N Sx i — R =dnp? 2.1
eo(p) o oV, R)R yim Sra————R Tpa, (2.18)

N/R3=p N/R3=p

if we assume that energy is approximately linear in the number of pairs. This assumption
neglects the interaction between the pairs. It is therefore reasonable, form the viewpoint
of this heuristic description, that the second order correction term in the LHY formula
is positive.

Example 1: For the hard-core potential with radius Ry, i.e.,

WRO (x) = {

we have ¢g(z) = 0 for © € Bp, such that the scattering length agrees with the range of
the potential; a = Ry.

oo if |x| < Ro

2.19
0 if || > Ro, ( )

Example 2: In the non-interacting case the scattering length vanishes. This is be-
cause ¢g = 1, if W =0 and it then follows from (2.15) that a = 0.

The converse is also true. If a = 0, we have by (2.15) that ¢9 = 1 on Apg, g. The
function ¢q is subharmonic on Bp since W is positive. Because ¢g attains its maximum
on the interior of Bp, it follows from the maximum principle that ¢g is constant. Thus
$o = 1p,, and consequently 0 = &g (1p,) = [W = 0. From the positivity of W we
obtain W = 0.

For these two extreme examples we easily found values for the scattering length
which make sense from a physics point of view. A natural question is:

Does the scattering length increase as the potential increases?

The answer is yes. Here we give a modified version of the proof of Lemma C.3 in
[25], where it is proven using contradiction.
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Let (V, ¢o,a) and (‘7,50,5) be triples consisting of potential, scattering solution and
scattering length satisfying V>V > 0. Then we have a > a.
It follows from the scattering equation (2.12) that the difference of the scattering

solutions, g := ¢g — ¢g, is subharmonic. Hence ¢ attains its maximum on Sgk. Since
do(z) = ¢o(z) =1 for = € Sk, we have ¢y > ¢¢ and therefore a > a.

2.3. Fock Space

We now introduce Fock space [14], which is a standard technical tool and allows
one to deal with variable particle numbers. Given a Hilbert space H, we define Hg = C,
Hi=H and Hy = Hy_1 ® H for N > 1. On Hy we define the orthogonal projections

PR}(¢1®¢2®"'®¢N):Z%¢Ul®¢02®"'®¢0N7 (2'20)

oESN

—1)lo]l
Pﬁ(¢1®¢2®"'®¢]\1):z%1@71@1&02@“'@1&01\]7 (221)

N!
oESN

where |o| is the order of the permutation o € Sy. The Fock space is the Hilbert space
o0
F = PHn. (2.22)
N=0

Using the projections in (2.20), respectively (2.21), we define the bosonic, respectively
fermionic, Fock spaces

oo N oo N
Fr=PRH = PRPy (Hn), (2.23)
N=0

N=0i=1
sym
oo N oo N
F =P N\"=EPRry Hxy). (2.24)
N=0:=1 N=0

The vector |2) =1 € C plays a special role and is often called the vacuum. Sometimes
it is convenient to specify a state, i.e., a normalized vector in F by letting creation and
annihilation operators act on the vacuum state. By linearity it suffices to define how the
annihilation operator, a(f), maps pure tensors in the N-particle sector Hy into Hy_1
and the creation operator, a*(f) := (a(f))*, maps pure tensors in Hy into Hy41

o) (L@ fr® @ fn) =N {flf)a® fs0- @ fx, (2.25)
GO fo- @) =(N+1)foHo - fy. (2.26)

We then have that H > f +— a*(f) is linear and that f — a(f) is anti-linear. Note that
the restriction of a(f), respectively a*(f), to any N-particle sector defines a bounded
operator, while a(f) is an unbounded operator defined on the domain

{wz @wN\ZNHwNHQ <oo}- (2:27)
N=0 N=0
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We also note that the operators a(f) preserve symmetry, respectively anti-symmetry;
but that the operators a(f)* do not. That is

Y€ Fr # a(f)" Y € Fu. (2.28)

When working on the bosonic/fermionic Fock space, F, this problem is circumvented
by projecting down onto Fy after applying a(f)*.

2.1. DEFINITION (Bosonic and fermionic creation operator).
For f € H, we define the bosonic and fermionic creation operator by

ax(f)* = Pe (a(f)") . (2.29)

Given an operator h on H, we will let h; denote the operator acting on the i*" copy

N
of H in the N-particle sector Hy = QH, i.e.,
i=1

hi =14 ®---®1y® h Q1ly®---®1ly (2.30)

ith factor

and define on F the second quantization of the one-particle operator h by

oo N
T(h):=EPD hi (2.31)

N=1i=1

If the Hamiltonian describing our system would only contain terms of the form (2.31),
there would be no interaction between the particles. Finding the ground state energy
for the N-particle Hamiltonian would then not be harder than finding the ground state
energy for the one-particle Hamiltonian. The difficulty in dealing with a Hamiltonian
of the form (2.7) therefore really comes from the interaction between the particles.

3. Aspects of Bogolubov Theory

In this section we will consider particles in the box A = [—é, %]3 with periodic
boundary conditions. While this boundary condition is somewhat unphysical, it is the

preferred because it allows us to use the orthonormal basis

{up(x) L3 | pe A*} , (3.1)

for # = L?(A), where A* := (22)Z3. It is standard to rewrite the Hamiltonian intro-
duced in (2.7) in second quantized form using creation and annihilation operators. Using
the bosonic creation operator a% , defined in (2.29), we define a, : F, (H) — F4 (H) by

ap¥ = at(up)y  and  aph = ay(up) Y. (3:2)

The bosonic creation and annihilation operators satisfy the Canonical Commutation
Relation (CCR)

Vp,qg € A" : lap, aq] = [a;,a,’;] =0 and [ap,a;ﬂ = 0pql, (3.3)
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where [A, B] = AB — BA denotes the commutator of A and B.
Given a symmetric operator h on H, we can write its second quantization as

T(h)= > (up, hug)ara

p,gEA*
*
g hp,qapaq, (3.4)
p,geEA*

where we have defined hy, , = (up, hug), considered the action of I'' (k) on pure states in
the N-particle sectors and expanded in the basis {u, | p € A*} (see Lem. 7.8, [44]). In
particular, the second quantization of the identity is

Z Op.qply = Za ap = @N1H+ =: N, (3.5)

p,qEN* peEN*

which is the number operator. There are two more number operators which play an
important role in our analysis. With A% := A*\{0} these are

Ny = Z pap, (3.6)
peAi
which counts the amount of excited particles, and
N() = a(’gao, (37)

which counts the amount of particles in the condensate. The second quantized Laplacian
is given by

Zp Gy (3.8)
peA*

For the Fourier transform we use the convention

(Fo)) = B0 = [ wlae o (3.9)

We call W a 2-body potential if W : H ® H — H ® H is symmetric and for all
(a®b) € H @ H satisfies

W(a®b)=W(0D®a). (3.10)

Similar to (3.4) we can second quantize W by setting

r(w)= Z (Ur ® ug, Wup ® ug)ayasapag

p,q,T,SEA*
k ok
= g WispgQragapag, (3.11)
P,q,T,SEN*

where we have defined Wy.gpq = (ur @ us, Wuy, ® ug). If we define the periodization of
the potential W by

Wer (2 Z W (k). (3.12)
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we see that

(Ur @ ug, Wper(@ — y)up @ ug) = (Uy ® Ug, A Z W (k Zk(sc y)up ® Ug)

keA*
Z W (k ,p+k58,q—k' (3.13)
kEA*
Inserting this into (3.11), we obtain
L' (Wper) = Z W (k ) Oy ApQyg. (3.14)
p q,keA*
There are w pairs of particles and we may therefore replace the Hamiltonian in
(2.7) with
* 1 117 * *
Z k2ajay + SA| Z W (k)ay, g _1apaq- (3.15)
keA* p,q,kEN*

We collect terms in (3. 15) with £ = 0 and obtain

Zl-ﬂakak—i- 2]A] Z W (0 )apa,apaq + Z Z W (k ) 1Oy Opayg

keA* P, qEA* kGA* p qEN*
=Y ka; (V= W(k : 3.16
- Z aak + Z Z )@k g1 0pAg, (3.16)
keA* keA* p qEA*

where we have used that p = \TNI The next step is to group the third term in (3.16)

according to the number of a;’s, where ag is either ag or a; and to simply cancel terms

with only one ag Or 1o aﬂo at all. We have:

4—a(u]: No contribution - would imply k& = 0,
3—0%: No contribution - momentum conservation,

g, 1 7% * % * % * % % %
2-aj: szlg* W (k) [ajaga—rar + afa* Laoao + ajalarao + ajabaoar],
€
+

1—a(u]: Neglected,
O—ag: Neglected.

The rationale behind this idea is that if the gas is sufficiently dilute and the interac-
tion therefore weak, then the ground state of the interacting gas should be close to the
ground state for the non-interacting gas, i.e., 19 ® - - - ® ¢g. This argument is called the
condensation hypothesis. In particular it is reasonable to assume that in the thermody-
namic limit N = (aga) to first order and hence that (ny) < N. We therefore substitute
a% = /N = /p|A| and neglect terms with three or more terms of the form ai:. We have
now arrived at the Hamiltonian

1) — e
S Kaja Lo )pW(O) n g N W(k) [a_ar + aja’y + afag + afag] (3.17)
keA* kEAi
N—-1) —~ k? — . . = . %
= Dm0+ 3+ LWk atan + atgai) + D (k) (o ga + anas).

keAr
(3.18)
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where we have used that W is even. Note that this Hamiltonian is quadratic in ai. The

advantage of quadratic Hamiltonians is that they under reasonable assumptions can
be diagonalized using Bogolubov transformations. A lower bound for this Hamiltonian
(3.18) can be found using the following theorem, which follows from (Thm. 6.3, [27]) by
setting k = 0 and replacing by by +ib..

3.1. THEOREM (Simple case of Bogolubov’s method).
For A, B € R satisfying A > 0 and —A < B < A we have the operator inequality

A(biby +b5b_) + BbibE +b,b_) > —4(A— A2 — B2)([by,b] + [b_, b)),
where by are operators on a Hilbert space satisfying [by,b_] = 0.

For all p € A* we apply the theorem with

K2 oW (k W (k
by = ag, b_ =a_y, A=" 472 (k) and B=" (k) (3.19)
2 2 2
We obtain
k? = =
> (5 + pW (k) (ahax + aZyag) + W (k) (a—rar + aZyaf)
keA”
> Z 1 k2 + pW (k) — \/k4 +20W (k)k? ) . (3.20)
Cpens 2
+

The last step towards the LHY formula is to employ the Born series for a potential
W, which we in Part II define as
oo
> ap(W) = (8m) !
k=1

[e.9]

W)z — S (=8m)~* / LoV W) @) de,  (3.21)

R3 ) R3

where Ly is the operator given by Lw(g)(z) = W(z) [gs |z — y| tg(y) dy. If (3.21)
converges, it yields the scattering length. The expansion provides the starting point for
simplifying the Hamiltonian in a mathematically rigorous way. The interaction potential
W is replaced by a rescaled version

Wr(z) := %W(R_lx), (3.22)

where R > a is a scaling parameter. Comparing the Born series for these potential, we

see that ai(Wg) scales with (%)kil and, in particular, that we have

a1 (W) = /de; - /WR dz = a1 (Wr) = a(Wg) + O(R™Y). (3.23)

The sum is replaced by an integral in passing to the thermodynamic limit. Furthermore

we add and subtract a term corresponding to the second Born approximation to the

scattering length
PPW () 1

_ W (k)2
> PV Lo y-32
eo(p) > 5 4( ™) p R

dk

s [ e PWR) PR
5 (2m) /R3k L+ o7 1+ dk.  (3.24)
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Expanding the square root, we see that the integrand is bounded by Ck~2 for small |k|
and bounded by Ck~* for large |k| and therefore that the integral is convergent. From
the identities

1 1 W (k)2
1
= w d =— dk 2
(8m) (0) an ag 19877 Ja K2 (3.25)
we get,
1, pW (k) p*W (k)? 20W (k)
2 3 2
eo(p) > 4mp® (a1 + az) — 5(2%) /R3 5|1+ 2 opd 1+ 2 dk.
(3.26)
With the substitution k — pW(O)k dominated convergence and the identity
32
—/ B 41— B2V 262 — —— dk = 2253 (3.27)
R3 2k2 15
we obtain
eo(p) > 4mp? <a1 +as + W pa3 + o <\/,0a3)> . (3.28)

The sum a; + a9 is the beginning of the Born series for the scattering length. If we
now replace W by Wg, defined in (3.22), the scattering length for the rescaled potential
satisfies

a=a+OR™M (3.29)
and
a=ay+a+ O(R?). (3.30)
In the regime (pa?’)_i <« (pa3)_% we obtain the LHY formula
eo(p) > 4mpa <1 + W pad +o (Vpai”)) (3.31)

as a lower bound.
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4. Upper and Lower Bounds

In this section we briefly review former work on the ground state energy of dilute
Bose gases. For a more detailed discussion the reader is referred to [25].
The basis for the bounds below was laid in Bogolubov’s article [5], the importance of
which we have already stressed. To discuss some of the previous bounds, we denote the
thermodynamic limit of the ground state energy per particle by €y(p).

Based on Bogolubov’s work, Lee, Huang and Yang [21, 22| calculated in 1957 the
asymptotic formula

eo(p) = 4mpa (1 + 1;2\2 pad + o(m)> , (4.1)

using a generalization “of Fermi’s pseudopotential” [19], which we do not discuss here.
An upper bound for the leading order term 4mwpa was proved in 1957 by Dyson [10] in
the context of hard-core bosons. Dyson also provided a lower bound, which however was
too small by a factor of 10v/2 ~ 14. For hard-core bosons the energy is purely kinetic.
A key idea in Dyson’s proof was to sacrifice the kinetic energy in order to obtain a ’soft’
potential with a potential energy component, which then could be analysed. The idea
of sacrificing kinetic energy has been used in different forms in the following proofs for
lower bounds on the asymptotics of the dilute Bose gas®.

Possibly stimulated by the advances in experimental as well as theoretical physics,
Lieb and Yngvason continued Dyson’s work in [29] and refined the idea of sacrificing
the kinetic energy and using Temple’s inequality [45] on smaller boxes paving the ther-
modynamic box. By controlling the number of particles in each of the smaller boxes, it
was obtained that

eo(p) > 4mpa (1 - C'(pa?’)l%) (4.2)

if the two-body potential is repulsive, spherically symmetric and has finite range. Re-
cently J. O. Lee [20] showed that a similar bound to (4.2) — the exponent for the error
term differs — also holds for a class of potentials, which is not repulsive. In [49] J. Yin
showed that the lower bound (4.2) also holds for a similar class of non-repulsive poten-
tials as studied in [20]. A rigorous verification of the Lee-Huang—Yang formula, including
the second order correction term, was given by Giuliani and Seiringer in [17]. However,
the proof relies on rescaled potentials” vg(z) = #v1(z/R) and is therefore only valid
in a certain scaling limit. The potential v; was chosen to be the periodized Yukawa po-

tential, i.e., the periodization of vy (z) = e~ I*I. For the lower bound it was required that

5= O((pa3)%_d) with 0 < d < g5. In particular gig(l)p%R = 00 is needed, which explains

the formulation “weak coupling and high density regime” in the paper. There are a
couple of similarities between [17] and Part II. Both projects use the sliding argument
from [7]8 with a background Hamiltonian, a priori and improved bounds for the number
of particles, a lower bound on the respective quadratic parts via a version of Lemma 3.1
and the method of localizing large matrices [27] to show that (n%) and (n)? are similar
for states close to the ground state. In [17] a variational state, which appeared earlier
in [16], inspired by Bogolubov’s approach, was used to provide an upper bound.

6A comment by Dyson on this paper can be found in the interview [37].

"Note that the rescaled potential in [17] (compare to (5.4)) contains the first Born term, which we here
denote by a1 instead of ao.

8See also [28].



5. A NEW LOWER BOUND 21

In [13] Erdés, Schlein and Yau give an upper bound for potentials of the form

V = )\V where A > 0 and V is a repulsive and sufficiently regular potential. Their
upper bound

eo(p) < 4dmpa |1+ Sxy/ pad + O(pa®|In pa?)) (4.3)

15f

with Sy < 1+ CA\ gives the LHY formula in the additional limit A — 0. A similar result
follows from [33].

The most recent upper bound, which also captures the second term in (4.1), is given
in [48] for repulsive and sufficiently regular potentials. In contrast to [13] the variational
state in [48] is more general and allows for so called soft pairs.

For results in other dimension than 3 we mention [1, 24, 30, 31, 40, 47]. In recent
years a series of works going beyond the ground state energy and describing the exci-
tation spectrum of the Bose gas has appeared [3, 4, 9, 18, 23, 32, 41]. For a review we
refer to [43].

5. A New Lower Bound

The aim of this section is to give an overview of key ideas and techniques that have
been used in Part II. We will reproduce some of the estimates, but avoid explicit error
terms and instead only argue why the error-terms are small relative to the LHY-order.
We would like to show that a Bose gas, described by the Hamiltonian

N
Hy =Y =M+ > w(la — ), (5.1)

i=1 1<i<j<N

in the thermodynamic limit has a ground state energy per volume which is lower bounded
by the LHY formula

e(p) > 4mpa (1 + 12 ad +o (\/pa?’)) as pa® — 0. (5.2)
15/

This formula is expected to hold for spherically symmetric potentials for which the

scattering length is positive - including the hard-core potential. Furthermore (5.2) is

expected to hold as an upper bound.

Unfortunately, proving (5.2) seems still to be beyond reach in full generality. By
replacing the potential with a rescaled potential, we obtain a simpler problem which
then can be solved. This approach has already been employed successfully in [17] to the
problem that we are interested in. Over time one may hope to extend the scaling range
for which the solution holds until rescaled potentials are no longer needed. From this
point of view Part II can be seen as a new step forward in the quest of establishing a
rigorous second order lower bound for the ground state energy of the dilute Bose gas.

We will now discuss the main ingredients for the proof in Part II. In our proof we
introduce various length scales, which satisfy

-1/3 1/2

a< R, p L dst < dl < (pa)”* < sl < L. (5.3)

The length scales a, p_é and (pa)_% are physical and have been discussed on page 12.
Our first step is to simplify the problem by introducing rescaled potentials.
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Rescaled potentials: The rescaled potential is defined as in (3.22) by

vr(x) : ! v1(R™1x). (5.4)

)=

All assumptions on the potential regarding regularity, respectively scaling, are collected
in the two following conditions.

CONDITION 1: We assume that vy is radially symmetric, non-negative, continuous,
has compact support and satisfies v1(0) > 0.

The scaling range for R is defined via
CONDITION 2: We require that

lim Rp'/?(pa®)"/% = 0 (5.5)
p—0
and, for n= %,

: 1/3 3\—n _
l])l_I)I(l)Rp (pa®)™" = 0. (5.6)

The assumed compact support in Condition 1 can most likely be replaced by suf-
ficiently fast decay. This would however require an even more technical proof. The
condition in (5.5) corresponds to requiring that R has to be asymptotically smaller than
the “uncertainty length” A, = (pa)_% and hence that a9 is smaller than (,oa)_%.

The numerical value % > 0 arises from an estimate at the very end of Part II, where
a portion of the kinetic energy is used to bound the Qs-term, which we introduce on
page 27. Note that R here, in contrast to [17], is allowed (but not required) to be much

smaller than the mean particle distance p_%. The notation (5.5) and (5.6) has been
chosen in Part II to stress this fact. This is also why we wrote that our proof works in a

weak coupling (pa® < 1) and low density (R < p*%) regime. More compactly, we write
: R
(pa®)~16 < ~< (pa®)~2. (5.7)

We can now state the simplified problem by redefining our Hamiltonian

N
Hy = Z —A;+ Z vR(xi - :L‘j). (5.8)

i=1 1<i<j<N
Our main result is

5.1. THEOREM (Main theorem). Let Hy be defined as in (5.8) and assume that
Conditions 1 and 2 are satisfied. The corresponding ground state energy per volume,
e(p), then satisfies

12 - -
e(p) > 4mpa <1 + 15\;} pad + o (\/,oa3>> as pa® — 0. (5.9)
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The background Hamiltonian: The second idea in the proof is to introduce the
background Hamiltonian

N

=3 (-5 [ont@rae) + 50 vntoi— )+ 3] [ onte)

j=1 1<i<j<N
(5.10)

The first and the third term in (5.10) are the original Hamiltonian, i.e., the kinetic part
and the particle-particle interaction. The second term is the particle-background inter-
action, while the last term is the background-background interaction. For simplicity we
have chosen the same density for the gas and the background. This is not optimal and
should be changed if we want to extend our scaling range. For the present proof the
difference is however negligible. The ground state energies for the background Hamil-
tonian, eg(p), respectively the usual Hamiltonian for the rescaled potential, e(p), are
related via

. N 1
o)z eolp)+ lim pit o= 3 [on=colp) + dmpfar, (5.10)
|Al—oo  |A] 2
N/|A[=p
which can be seen using the ground state of Hy as a trial state for the background
1
Hamiltonian. If % > (pa3)~ 1, we have from the Born approximation that
a=ay+az+ O(g) = a1+ az + o(y/pa’). Our requirement on R in Condition 2 is
much stronger. Instead of proving the LHY formula (5.9) for the Hamiltonian (5.8)

directly, we therefore focus on the Background Hamiltonian and show that its ground
state energy satisfies

128
eo(p) > dmp? <a2+15 2o pa3+o<¢pa3>>) as pid =0, (5.12)

which is the same approach that we outlined in Section 3.

5.1. Localization of the Background Hamiltonian

Our two-step localization procedure for the background Hamiltonian evolved from
the localization method in [27], which is based on the localization in [7]. Since we want to
prove a lower bound on the ground state energy, we use Neumann boundary conditions
and boxes with side length ¢ > (pa?’)_% such that the localization error is negligible. In
fact, we do not stop here. We go one step further and localize one more time to a length
scale which is smaller than (pa?’)*%. On these smaller boxes the localization error is
non-negligible. Using the small boxes, we will obtain an a priori estimate on the energy
on the large boxes. This bound has the correct leading order term, but a second order
term which has the wrong order. However, we can come reasonably close and use the
bound that we obtain as the starting point for the estimates on the larger localization
boxes.

Because of the Neumann boundary condition the lowest kinetic energy is now attained
by the constant function, which we identify with the condensate. Particles orthogonal
to the condensate are excited. If we have N particles in the thermodynamic box, we do
not know how these are distributed over the localization boxes. This problem is resolved
by showing that if the energy in a localization box is low, then the particle number can
not deviate too much from the average. Arguments of this type give increasingly good
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control over the number of particles, number of particles in the condensate and number
of excited particles.

Localization of potential energy: To obtain localized Hamiltonians, we introduce the
following boxes

B(u) =L (4,11 +u), B@)=dl([-1 3P +4), B(u,«)=Bu)nB),
(5.13)

where d and ¢ are parameters satisfying d¢ < (pa) 2 < ¢. For concreteness we chose

the cut-off function

DR 30

(@) = {C’M (cos(ma) cos(mag) cos(mrs ifx € [— (5.14)

0 ifxd[—

DO D=
DN — N[ —=

}3

9

satisfying 0 < x € Cé\/[ , where M is a sufficiently large integer and Cjs such that
l|x|l2 = 1. Letting

x - x
W@ =x(-w and K@) =x(g ), (5.15)
we obtain the localization function
w(T if B= B(u
x@) =% ( )~ . () , (5.16)
Yu(@)Tw(x) if B = Blu.w).
The rescaled potential can now be replaced by the localized potentials
vR(z — y)
W) (T, Y) = XB(u) (2 XB(u)(Y 5.17
Bw) (T, Y) = XBu)( )X*X((x—y)/ﬁ) B (Y) (5.17)
and
vR(z — y)

(5.18)

WB(uu)\T,Y) = XB(uu)\T XB(uu')\Y)-

s () = Xm0 )= o (G = g ) e )
Indeed wp(z,y) # 0 only if z,y € B. Well-definedness of the localized potentials follows
from the scaling R < df < ¢, which we assumed in (5.3). Writing the convolution in
symmetric form, ie., (x * x)(z —y) = [ x(z — u)x(y — u) du, it is straight forward to
show that

(e = /0 = [ X@xsw @) du (5.19)
and
X = D/0) = [ X @ ) (5.20)
It follows that
[ —opues), [enw@pdi=e-y.  G2)

The particle-particle interaction on the thermodynamic box A can therefore be
found using the particle-particle interaction on the large boxes B(u) and then sliding
these over the thermodynamic box, i.e., by integrating with respect to u. Note that
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the box B(u) intersects A if u¢ € A + [—%,£]3 ;= A’, and that B(u) intersects A’ if
ul € A+ [—£,£]3 := A”. With this notation we have for all z1,..., 2y € A
N
- ZP/UR(%' —y)dy+ > gl — ;)
j=1 1<i<j<N
N
— [ -2 efesw@inis Y wswleey) | de (522)
i\ = 1<i<j<N
Since we are going to work on the localization boxes we want a simple expression for
the background-background interaction on B(u). Because
1
2\A”]/ vr(x dx—/ 2P // wp(w) (7, y) de dy du
R3
R3 x A"
1
> [ 30 [ enwien draydy (5.23)
¢—1A
and |A| = |A”| in the thermodynamic limit, we loose no precision when choosing
N
L,
Z—P/WB(U)(%?J) dz + Z Wp(w) (Ti, T5) + 5P //WB(u)(xuy) dedy  (5.24)
=1 1<i<j<N

as the potential energy for the localized Hamiltonian Hp on the box B(u). On the small
box B(u u’) we simply use

_Z /wBuu/) Tj, Y dy+ Z WB(u,u’) ‘Tz;x] + /0 //wB(uu :Ey dzdy

1<i<j<N
(5.25)

as the potential energy, which, after integration w.r.t. v, exactly gives (5.24). For the
above arguments we could have used a smooth localization function instead.

Localization of the kinetic energy: To discuss the localization of the kinetic energy,
we first introduce the projections:

e Pp denotes the orthogonal projection onto the characteristic function on B.
e ()p is defined as 1g — Pg.

On the N-particle sector we denote the corresponding projections onto the it particle
by P; and @;, defined by (2.30), and use these to define the number operators

N

N N
n=> 1pi no=Y» Ppi ny=» Qpi
i—1 i=1

i=1
The localization of the kinetic energy is quite technical but can be understood as a series
of generalizations of the IMS? formula. We use the convention

fo) = [ e pa)da

9See [8] for a proof and historical remarks.
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for the Fourier transform. With ¢ = 1 the standard IMS formula can be written as
(27) 7P % [Rul? = 0 + / IVxal?, (5.26)

where [ |Vxu|? is the localization error. The first modification is to replace p? by a
suitable function satisfying K (p) < p? and K(p) = 0 around zero. After quite some
work we arrive at the following candidate for a replacement of the kinetic energy on the
box B(u)

7= [V=a - 60 v or . (5.27)

Here [ -] denotes the positive part and [v/—A — %(55)_1]1 is to be understood as mul-
tiplying by [p — %(sﬂ)_l]i in Fourier space. Since momenta of order (pa)% contribute to

the ground state energy, we choose sf > (pa)_%. The operator 7, is a good candidate,
since it vanishes on constant functions, contains the gap term C¢~2Q,, and satisfies

/ Tudu < —A. (5.28)
R3

The importance of the gap term is that, provided we have a lower bound on the Hamil-
tonian, it will allow us to bound the amount of excited particles in states with low
energy. We also want a localized kinetic energy - again including a gap term - on the
small boxes B(u,u') satisfying

[ Tt <7, (5.20)
R3

but this seems not possible to achieve if we choose T,,. Instead we use a modification of
the operator 7,. We define

_ A{L\f
—AN + (dt)—2

sQuu{-en) [V=E- 360" e [VEE- b0 b

7o = ep(dl) 2 +Cr2Q, (5.30)

where 0 < ep < 1 is a parameter and A{Y is the Neumann Laplacian on the box B(u).
The kinetic energy part in 'ﬁ, i.e., the second line in (5.30), is slightly larger than its
counterpart in (5.28) because we choose dsl < (pa)_%. The important difference is the
presence of the first term in (5.30), which is used to absorb error term arising from the
integration over the gap term on the smaller box. When showing that

/ Tow At < Ty — CL2Q,, (5.31)
R3
where
2
7;71/ = CET(CM)iQQuu’ + Quu'qu’ [V —A— (d3£)71:| n qu’Quu’ (532)

we still have the parameter ep, which we can optimize over at the end. To save some
kinetic energy, we use

[ (1-¢9)T., if B=B)
Tp = { (1 — e\ T, if B = Blu.u) (5-33)
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and
| H,, if B=DB(u)
Hp = { Hy,,, if B= B(u,u). (5.34)
With this notation we write the localized background Hamiltonians as
al 1
— o ) e Z 2
iy =3 (Tis = fontennar) + Y wntonn) + 502 [[ ot azan
i=1 1<i<j<N
(5.35)
The final result of the localization procedure are the inequalities
H,n > / ( — oAV 4 Hu> du (5.36)
1A/
and
H, - Ct2Q, > / Hy, du. (5.37)
R3

5.2. Expanding the Background Hamiltonian

Using 1p = Pp + @ p, we can write
N

N
-3 P/WB(%', y)dy == (Pgi+ QB,i)p/wB(xi7 y)dy(Ppi +Qp:)  (5.38)
i=1

i=1
and expand the particle-background interaction into 4 terms. Similarly we expand

> wp(x;, ;). We organize terms by the amount of Q-terms they contain. We define
1<j

1
s = 518 [ [ wnta.y) deay (5.39)

because the background-background interaction appears frequently in our estimates. We
quote the following inequality from Part II

1
rnax/wB(x,y) dy < 5C\B|71 // wp(z,y)dydx = C|B|Ug, (5.40)

which we use for the estimates on Q.
Here we will list the different O-terms and give bounds in terms of n,ng and n..
The background-background interaction is included into the terms with no Q:

1
Qo= — ZpPi/wB(wiay) dyP; + Y PiPjwp(zi,z;) PP + 502 //WB(%Q) dz dy
i i<j
— [(no — pBI)? = no] Uz = [In — p|BI2 = 2(n — plBl)ns +n2 —no) Up. (5.41)
We split the terms with only one @ into two groups

Q) = (n—p|B|)|B|™! (ZB/WB(%ZJ) dsz‘JrZQz‘/wB(wi,y) dsz’) (5.42)
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and
-|B|~ 1ZP/WB i, y) dyQing. — | B[~ IZn+QZ/WB<xi7y>dyR, (5.43)

such that
Q=91+ 9f. (5.44)

We treat the term Q/l’ as an error term on both the small and the large boxes. The term
9!, on the other hand, we initially treat as an error term on the small boxes; thereafter
we include it into the quadratic part of the Background Hamiltonian on the large boxes.
We quote the following lemma.

5.2. LEMMA (Estimates on Q; ). For all },&>0

Q| > — |n — p| Bl|(€hno + € Cny ) U
and

Q> — (&}(my + Do + Ol 1n ) .

Proof. Assume that A, B, C' are bounded operators with B positive and A, C' self-adjoint.
Then

(¥, (ABC 4+ CBA)p) < e(3p, ABAY) + € (1, CBCY), (5.45)
where we have first used the Schwarz inequality and then that ab < M
(5.40), we obtain

. Using

191l < |n— p|BII|B]™

Ok [wntengayp e o / wB(xz-,mdyQi]

< |n — p|B|||B| " ng [ell/wB(:c,y) dz dyFP; +€/11n+/maxw3(:c,y) dy}
x
<|n—p|B|| [Cs’lno Up + O,y uB} : (5.46)
The constant in front of ] in (5.46) may be dropped by choosing €] appropriately. Note
also that we could have stated the lemma as a two-sided bound. The proof for the
estimate on Qf is similar and can be found in Part II. O

The bound on the 3-Q terms is similar to the bound on Qf. We have

Q3 1= ZPjinB(xi,xj)Qin + Q;Qiwp(wi, 2;)Qi P

4.J
_ 9
> =) (263 'PiQiwp (zi, 1) Qi Pj + ;QjinB(fia $j)Qin)
i#£]

—1

> — Ceg nony Up — €3 Z Q;Qiwp(x;, xj)Q:iQ;
i<j

1

Z — 083 nn+Z/{B —532QjinB(ZIJi,IE]’)QiQ]’. (547)

i<j
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Here we used ng < n for simplicity because we always have nyg = n to leading order
when applying the bound on Q3. The last term is

Qi =Y Q;Quwp(wi, z;)QiQ; > 0. (5.48)

i<j
Without estimates on n,n4 and |n — p|B|| we obtain no better lower bound on Hp
than by using the localized Hamiltonian directly. Since all terms in (5.35) other than

> — p Jws(z;, y) dy are positive, we have
i

Hp > —Cnp|BlUp > —Cnpamax x%, (5.49)

where (5.49) is to be understood in the sense of quadratic forms. From this a priori
estimate and the gap term in the localized kinetic energy Tg on the small box, see
(5.32), we obtain a bound on n.

5.3. LEMMA. Assume that B = B(u,u’) and that a state ¥ satisfies
(Hp)w := (¥, Hp¥) < 3p* [[wp(z,y)dedy. Then

(ny )y < Ceplpa(dl)?(n)y max x%. (5.50)

Proof. From the observation that lead to (5.49) and the gap term Cep(df) 2Qy. we
obtain

0 > Cep(dl)~?(ny )y — Cpaln)y max x%. (5.51)
O

Notation: We often write n instead of (n4)y.

The bounds on n and ny in (5.53), (5.54) and (5.55) are only valid for states with
sufficiently low energy. This is no problem, since we are only interested in a lower bound
for the ground state energy.

Recall that we also on the large box have a gap term, C¢~2Q,. We could repeat
the argument above for the large box, but since =2 < pa the result would be useless.
To make the argument work on the large box, we would need an improved lower bound
on the energy on the big box. Such a bound is obtained by estimating the energy on
the small boxes and using (5.37). The corresponding estimate is given in Lemma 5.5.

The quadratic part: We now define the quadratic Hamiltonian, which we will treat
in a similar way as described in Section 3. We define
N
Hauaa = Y (1= 20)Ki + b, (5.52)
i=1
where K is the second line in (5.30) if B = B(u), respectively the second term in (5.32)
if B = B(u,u’), which are the terms that we think of as modelling the kinetic energy.
We estimate HqQuaq using Theorem 3.1. With increasing control on n and n, we
obtain obtain a lower bound on Hqguaq which matches the leading order term in (5.12).
At the very end we use a generalization of Theorem 3.1, which includes linear terms
in bil and not requires B to be positive. We then include Q] into the treatment of the
quadratic Hamiltonian. Similar to (3.24) we add and subtract a term corresponding to
the second Born term and obtain a lower bound for Hquaq, which is consistent with
(3.28). It then remains to show that the remaining Q-terms are of lower order.
We will now discuss how to control n and ny on the different boxes and how to
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estimate the Q-terms which are not part of Hgyad-

Step 1: On small boxes for which the overlap with the large box is sufficiently large
we can use the estimate on n to obtain two subsequent estimates on n for states where
the localized Hamiltonian has negative energy. The proof of the a priori estimate utilizes
that we can split our n particles into m groups, which up to a constant factor have the
same size. Because the interaction is positive, we only lower the energy if we drop
the interaction between particles in different groups. If the groups have a low effective
density, we can estimate the quadratic part of Hp following the approach which we
outlined in Section 3 and estimate the remaining terms. For high effective densities the
conditions in Lemma 3.1 can not be met, but in this case we can instead estimate Hp
term by term. We arrive at the estimate

3
n < C|B|max H(min{)\j,R})_l,p , (5.53)
j=1
where )\; is the 5 side length of the box B(u,u).
It is unfortunate that (5.53) depends on the scaling parameter R as well as the
geometry of the box since )\j_l can be arbitrarily large and we want to allow R < pfé.
Step 2: The second step is to note that small boxes on the boundary of the large

box which ’barely overlap’ contribute with an energy, which is negligible. This is based
on the fact that max XZB becomes very small on such boxes. We take "barely overlap’

to mean having smallest side length smaller than p_% and for such boxes the a priori
bound (5.53) reduces to

n < C|B|max {R_3,p}. (5.54)
On these boxes we refine our a priori estimate and obtain
n < Cp|B| (5.55)

independently of the scaling parameter.
Step 3: With (5.55) we can bound the energy on the small box. We use Up < Cﬁto

obtain
|n — p|B||lnyUp < Cpany (5.56)
and

nny Ug < Cpany.. (5.57)

Our bound on n4 does not suffice to estimate the energy of such terms directly. But if
we require that ey > C(df)?pa, then we can absorb terms of size Cpan. into the gap
term in (5.32). From the estimates on the small box we obtain by sliding the following
estimate on the large box.

On the small box we started our analysis with the bound on n, provided by
Lemma 5.3, which can not be used on the large box. Lemma 5.4 is the solution to
this problem.

5.4. LEMMA. On a large box, B = B(u), we have
Hp > 4mp®as|B| + CL*n, — Cp*a|B|/ pa3E, (5.58)
where £ =& (p, R, s,d, £) > 1.
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The term & is used to collect all error terms we encountered in the estimates on the
small box leading to Lemma 5.4. That £ > 1 is what we expected from the argument
on page 12 because on the small box we localized to a length scale, which is smaller

than \/1?.
5.5. LEMMA. For any state on the large box, which satisfies
(b, Hpp) < 4mpas| B| + Cp’al B|v/pa3S, (5.59)
we have
ny < Cp|B|v/pa3S (5.60)
and
In — pIBI[2 < ColBIV/pa3S, (5.61)

where S = pal’€.

The bound on ny is an immediate consequence of Lemma 5.4. The estimates in
Lemma 5.5 will not be improved any further.

5.3. Estimates for the error terms on the large box

With the bounds in Lemma 5.5 we can revisit the bounds on the O-terms. The
following terms are easy to deal with:

Qp : The negative terms are of lower order.
Q) : This term is estimated as part of the quadratic Hamiltonian.
Qg4 : This term is positive.

The remaining Q-terms can not be estimated using Lemma 5.5. Part of the problem is
that we have no good bound on ni Given a n-particle wave function ¥, we can write
U as a sum of ny eigenfunctions, i.e.,

n
U=> cnTm, (5.62)
m=0

where ny ¥, = m¥,, and ||¥,,|]2 =1 for m € {0,1,...,n}. Note that the expectation
value (n%)y can be of order (n)y(n4 )y, which is much larger than (n)%. Because we
consider interaction between at most two particles, it follows that

<\Ifm, HB\I’m/> = O, if ]m — m’\ > 3. (563)
Our approach is to find a new state QZ, which is n4-localized and has an energy that is

insignificantly higher than for the ground state. This method, which we explain below,
has been introduced in [27] and also been used in [17].

ny-localization: We quote the following theorem.

5.6. THEOREM (Localization of large matrices, (Thm. A.1, [27])).
Suppose that A is an (N+1)x (N+1) Hermitean matriz and let A¥, with k = 0,1,..., N,
denote the matriz consisting of the k™ supra- and infra-diagonal of A. Let ¢ € CNT1 be

N

a normalized vector and set dj, = (1, A¥p) and X\ = (¢, A) = > dyp (1 need not be an
k=0

eigenvector of A). Choose some positive integer M < N +1. Then, with M fized, there
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is some n € [0,N + 1 — M] and some normalized vector ¢ € CN+L with the property
that ¢; =0 unlessn+1<j <n+ M (i.e. qb has length ./\/l) and such that

(¢, Ad) <)\+—Zk2\dk|+021dk\ (5.64)

where C' > 0 is a universal constant. (Note that the ﬁrst sum starts at k =1.)

First we translate the theorem to our setup. We use the decomposition (5.62) to
define the matrix A via its matrix elements

At = (Ui, HpWppy) (5.65)
and define
Y= (co,C1y. .. Cn). (5.66)
Hence
(U, HpV) = (¢, A). (5.67)

It follows from (5.63) that di = 0 for £ > 3 and therefore that the second sum in

(5.64) vanishes in our application. We define our n.-localized state 1;, using the vector
¢ in Theorem 5.6, by setting

J = Z¢mqjm (5'68)
m=0

A simple rearrangement now gives
(U, Hp¥) > (¢, Hptp) — CM ™ (|du| + |dal) (5.69)

Note that we only used that our Hamiltonian satisfies (5.63) to arrive at (5.69). We
choose M such that the last term in (5.69) is small compared to the LHY- order!?. Then

we concentrate on finding a lower bound for (¢, H Bq/;) We may assume that U satisfies
the assumption (5.59) in Lemma 5.5. It follows that our estimates on ny and |n — p|B||

also apply to T,Z and therefore that (n,) 7 is contained in the interval of possible n

eigenvalues of {/;, whose length is at most M. If we further assume that (n) < M, it
follows that

(1) < Clng)gM. (5.70)

Because we only use this bound to control error terms, there is no need to optimize the
constant in (5.70). We identify di, dy as

di = (¥, (Q) + Q] + Q3) ¥) (5.71)
and
dy = (¥, ZQinwB(l‘z‘,ij)R'Pj + PiPjwp(xi, xj)Q:iQj| V). (5.72)
=0

We refer to Part II for the estimates showing that
di] + |dz| < Cpal Bl = CpPar] B, (5.73)

101y Part II we can not simply drop the last term in (5.69) since we also want an explicit estimate on
the error terms.
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We can now choose M such that
(] + o) | B = 0 (p%av/pad) (5.74)

With —EoAN being the kinetic energy which appears in (5.36), we will now show that
128
a2 4 o(pa) ). (675)

Using (5.37), we lift the result from the large box to the thermodynamic box, where we
obtain (5.12). Our Main Theorem 5.8 then follows from (5.11).

It remains to argue why the following terms are small compared to the LHY-order.
Q! : Having ny being localized, we can bound the expectation in QY

<TZ7 Qlf{ﬁv) > — < n+ Cej™ 1M> ny Up + lower order

(Bl—coAY + Hyld)| B~ > dmp? (

>-C (p]B|/\/l)§ p\B[(pag’)%SUB + lower order

= lower order, (5.76)

provided M is sufficiently small.
Q) : We do not estimate Q) directly. Instead we use Bogolubov’s method and
estimate Q) together with the quadratic part as described on page 29.

The last of the remaining Q-terms has to be estimated in a different way than on
the small box.

Qs : To bound the first term in (5.47), we have to choose £3 > 1. But then we
can not absorb —e3 EK] Q;Qiwp(x;, x;)QiQ; into the positive Qy-term as we did on

the small box. Instead we use the Neumann energy —soA , which we have saved for
exactly this purpose.
A few remarks on the lower bound 7 for that scaling range of R are in order. For %

we obtain an error term which is O(1) relative to the LHY-order. We make the ansatz

R

for o = (pa?’)_%‘*'77 that d = s = 1 and that ¢ = (pa)_% and optimize over g, er. We

3

arrive at the choice M = (pa3)7% and then it follow from (5.74) that g = (pa®)~10
and hence that n = %.
This concludes the description for our proof of the lower bound in Part II.
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5.4. Future Work

The main drawback in our approach to the LHY-formula is that our proof for the
lower bound relies on the presence of the scaling parameter R, which had to satisfy

R
(pa®) ™ < — < (pa®)~2 (5.77)

with v = 1%. In future work this scaling range could be improved. Going beyond
(pag)fi would be interesting, since it would show that the Bogolubov approximation
indeed gives the correct answer.

The next big step, before completely avoiding the scaling parameter, would be only
to require % > (pa3)~¢ for any € > 0 or even just R > a.

If the scaling parameter could be avoided at some point, it would certainly be
interesting to know not only sufficient, but also necessary conditions for the interaction
potential. An intermediate step would be to show a weaker lower bound, which only

covers the LHY-order, but not the right constant, i.e., showing that

e(p) = dmpPa (1+ CVpad +o(v/pa)),  as pa® =0 (5.78)

128
for some C < 5/

A few necessary changes in the present approach are foreseeable already now. When
we introduced the background Hamiltonian, we used for simplicity the same density for
the background as for the gas. If we extend our scaling range, we should also optimize
over the background density.

Another idea is to expand the background Hamiltonian into even more terms by
writing 1 = ¢ — (¢ — 1), where ¢ is the scattering solution. This idea has been utilized
in [13].

A different modification of the problem would be to study the ground state energy of
the dilute Bose gas — this time in D dimensions, with D # 3.

Other directions would be to study potentials with a shallow negative part, to attack
the next term in the expansion, and finally, to ask to which order the ground state energy
only depends on the potential through the scattering length.
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1 Introduction

Bogolubov’s 1947 paper [1] laid the foundation for our present theories of the ground states
of dilute Bose gases. His approximate theory was intended to explain the properties of liquid
Helium, but it is expected to be most accurate in the opposite regime of a dilute gas of
particles (e.g., atoms) interacting pairwise with a repulsive potential v(x; — ;) > 0.

The simplest question that can be asked is the correctness of the prediction for the ground
state energy. This, of course, can only be exact in a certain limit — the ‘weak coupling’ limit.
In the case of the charged Bose gas that one of the authors studied [13, 14], in which particles
interact via Coulomb forces, the appropriate limit is the high density limit. In this setting
Bogolubov’s prediction, first elucidated in [5], is correct to leading order in the inverse density.

In gases with short range forces, which are the object of study here, the weak coupling
limit corresponds to low density instead. The reader is referred to [15] for background
information and more details.

Our system consists of N three-dimensional particles in a large box A of volume |A| = L?.
As usual, we are interested in the thermodynamic limit N — oo, |A| — oo with the ratio
N/|A| — p. The Hamiltonian is

:—VZA + Y wlw —xy), (1)

1<i<j<N

with v = h?/2m, where m is the mass of the particles. From Sect. 2 on we will set v = 1, but
we leave it in place in this introduction in order to emphasize that the scattering length of v
depends on v as well as on v. We assume that v(x) > 0 and that v is spherically symmetric,
ie., v(xz) = v(]z|). We could assume that v is a function of sufficiently fast decay at infinity,
but in order not to overburden the paper, we assume that v is of finite range, i.e., there is

an Ry such that v(z) = 0 for |x| > Ry. The ground state energy is denoted by Ey and

lp)=,  lm  Ex/IAl 2

denotes the ground state energy per unit volume.
The scattering length a is defined by the solution of the equation —vA f(z)+3v(x) f(z) =
0 that goes to 1 as |z| — oco. Such an f must satisfy f(z) =1 — a/|z| for |x| > Ry. If v is

simply a hard-core repulsion of radius r then a = r.



Bogolubov’s formula for the first two terms for e in a small p asymptotic expansion is

e(p) = 4nvpa (1 + %\A_f—i— 0(\/1_/)) : with Y = pa®. (3)

To be more exact, the leading 47vp®a term was proposed by Lenz [9]. Bogolubov derived
% p? [ v(z)dz for the leading term by his method but, realizing that this could not be correct,
noticed that [v(z)dz is the first Born approximation to 87va. The second term, while
inherent in Bogolubov’s work (see [10, 15]) is credited to Lee, Huang and Yang who actually
derived it [8] for the hard-core gas. Again, Bogolubov’s method has 3 [ v(z)dz in place of
47va in this term as well. It is worth noting that the naive perturbation result, % f v(x) dz,
does not depend on v, which is absurdly incorrect. Other derivations that do not use
Bogolubov’s setup or the momentum space formulation exist [11], but no rigorous derivation
of this second term other than [7], which we discuss below, exists so far.

The first term 47vp?a was attacked rigorously by Dyson [3] for the hard-core case; he
proved a variational upper bound of this precise form (up to o(p?)), as well as a lower bound
that, unfortunately, was 14 times too small. He also formulated an inequality that gives a
lower bound for the expectation value of v in terms of that of a longer range, softer potential.
This inequality has been used in most subsequent rigorous investigations. In particular, it
was essential in the paper [16] that finally proved that 4mwvp?a is the correct leading term in
three-dimensions for any v > 0 and finite range — including the hard core case.

Our focus here is on the second term. From Bogolubov’s perspective it is a correlation
effect and in his derivation it presupposes Bose-Einstein condensation (BEC) in the ground
state. But the fact that his method gives the correct second term in one-dimension [12],
despite the fact that there is no BEC in one-dimension, suggests that BEC may not be
completely relevant for this problem.

The second term is not merely a perturbation of the first, for it involves new physics.

~1/3which is much greater than the size of a particle (which

The mean particle spacing is p
we may take to be a, not R). The uncertainty principle tells us that the energy per particle,
which is 47vpa, defines a length A = (pa)~/? > p~'/3 > a below which a particle cannot
be localized without seriously altering its energy. Thus, it is totally impossible to think of
individual particles in the gas; their wave-functions overlap considerably. We can also think
of A as the wavelength of the disturbance caused by dropping a particle of size a < p~'/3
into the ’sea’ of particles. The energy of this very long (on the scale of p~'/3) wave, relative
to the main term vp?a, can be understood heuristically from the perturbation it causes in

the scattering solution resulting in a change of the (two-particle) density, p — p(14+0O(a/\)).



This gives rise to an energy shift p?a — p2a(1 + O(a/N)) ~ p?a(l + O(VY)).

Until recently it seemed impossible to go beyond the methods of [16] to derive the second
term in (5) rigorously. Giuliani and Seiringer [7] have made an important step forward in
this quest, however, by considering a situation in which a soft potential v gets fatter and
thinner as p — 0 in such a way that [ is kept constant. In this limit the second Born
approximation to the scattering length is of order v2, and if v is soft enough one can hope for
sufficient accuracy to achieve 4wvp?a in place of Bogolubov’s % p? [ v(z)dz. With the leading
term sufficiently under control one can then hope to see the VY term. In this approach, in

which the length scale of the potential is adjustable, the potential has the form
vr(r) = R3v,(r/R) with R — oo as p — 0. (4)

Here v; is a fixed, bounded and sufficiently smooth function with finite (dimensionless)
support which we take to be the unit ball such that vg has range R. In [7], vi(r) = age™".
The interesting question is how R depends on p as p — 0. In [7] they take it to be R ~

—1/3=7/46 which implies that each particle ’sees’ infinitely many others via the interaction.

)
That is why [7] has “high density” in the title, even though the gas is low density (a < p~'/3),
and the leading term is still 4rvp?a. Nevertheless, this is the first time that the famous
128/Y /15+/7 term was seen rigorously as both a lower and an upper bound. Partly relying
on the ideas in [13] they achieve a proof of (5). For the upper bound a variational trial
state, following [6], was used. Upper bounds corresponding to (5) were also established in
[4] respectively [18], and the latter was extended to higher dimensions in [19].

Our goal is to improve the situation concerning the lower bound a bit. While we still
utilize the scaling in (4), our R will also be allowed to be less than p~*/3, which is closer to
the physical situation; a particle rarely 'sees’ another one now. This will require improving
the methodology of [13]. In addition we shall allow for a large class of v;.

We use the convention

fo) = [ e
R3
for the Fourier transform. Our main result is:

1.1 THEOREM. Consider a Bose gas with Hamiltonian (1) with v replaced by vg given
in (4). Assume that vy > 0 with support inside the unit ball, is continuous, spherically
symmetric, and satisfies v1(0) > 0. Assume moreover that vy is sufficiently regular so that,
for large enough R, the scattering length a of vg is given correctly up to order R~ by the

second Born approximation. Then, after taking the thermodynamic limit, the energy e(p) is



bounded below by

e(p) > 4nvpa (1 + %ﬁnL 0(\/?)) , with Y = pa®, (5)

provided
lim Rp'/3Y /¢ =0, lim Rp'/3Y ™" = o0, (6)
p—0 p—0

where n = %

Our error terms will depend on the dimensionless quantity a~! f v =a 'R3 f VR.
Remark on the Born approximation: The ‘Born approximation’ or ’Born series’, is a formula

for a as a power series in v/87v.

= (87v)~! / 2 —87v)" /R (L) (v)(x) da :iu—’“ak, (7)

where £, is the operator given by £,(g)(x) = v(z) [ss |2 — y| '9(y) dy. If each term in the
series is finite for a given v, then, upon replacing v by vg as in (4), the &' term in the
sum, v~ *ay,, will be proportional to R'*™*. Thus, if the series converges for some R, it will
converge for all larger R. Convergence will hold for large enough R if v € L' N L>, but
milder conditions suffice.

With the restrictions on v; in Theorem 1.1 we have that the Born series for a converges

and may therefore write

a=a;+a,+O(R?) = (877)_161}(0)—(4#)_1(27r)_3/;1v (k)2|k| 2 dk + O(R™2), (8)

where we have used that [ ‘”1‘]“2' dk = 2n? [ [ 22 ”1 ul) gy dy. The higher order corrections

to a will give contributions to e that are higher order than the term we seck, namely p?av/Y.

2 Background Potential and Chemical Potential

In order to utilize the technical advantages of second quantization, it is convenient for us
to work in Fock space F (where N takes all values > 0). On Fock space we introduce a

Hamiltonian H, that depends on a (density) parameter p. Its action on the N-particle sector



of Fock space is given by

N

Hyy=> (—Aj - p/vR(x) d:z:) + > wvalwi— )+ %,ﬂAy /UR(Q;) dz.  (9)

j=1 1<i<j<N

The parameter v = 1 from now on. The box for the particles is A = [-L/2, L/2] € R® with
Dirichlet boundary conditions. The introduction of the parameter p is equivalent to the
more common grand canonical approach of adding a term —u N with the chemical potential
being p = p [vg. The last term in (9) is simply a constant depending on p and we add it
for convenience. It is well known [17] that this grand canonical formulation is equivalent to
the canonical description (fixed V) that we started with, but we will not use this fact. In
this paper we will focus on the background Hamiltonian H, and its thermodynamic ground

state energy per volume

e = lim A" inf V|H,|U).

o) = Jim A int (U]H|9)
The ground state energy of H, is of course the same as the ground state energy of H, y
minimized over N. The Fock space may seem irrelevant since H, conserves particle number,

but we will later on introduce particle non-conserving operators in our analysis. Our main

result is a lower bound on eg(p).

2.1 THEOREM (Ground state of background Hamiltonian).

The thermodynamic ground state energy per volume of H, satisfies the asymptotics

128
eo(p) > 4mp? (ag + 15ﬁa(Y1/2 + O(Yl/Q))> (10)
as p — 0 if
lim Rp'/2Y1/6 =0, lim Rp*3Y ™" = o0 (11)
p—0 p—0

with n as in Theorem 1.1. Here a is the scattering length of vg, as is the second term in the

Born, series (7) for a, and Y = pa®. If R = p~3(pa®)* with p € (=%, 35), then the error

term in (10) can be bounded by
C’an(pa3)%+“’ (12)

with w = w(p, i) > 0.

We will now prove the main result Theorem 1.1 from Theorem 2.1.



Proof of Theorem 1.1. By choosing a trial state for H, 5 corresponding to the ground state

for Hy, we obtain in the thermodynamic limit that

> ] _
e(p) > eolp) + |Alinoop|A\/ R 20 /UR

N/|Al=p

1
= eo(p) + 5/)2/@3

If we recall that [vg = 8may, we find from Theorem 2.1 that as p — 0

12
e(p) > dmp? ( e+ 0<Y1/2+°J>>) + dmarp?
128
— A2 y1/2 y1/2+w
o ( (Y £ O

128
= 4mp’a (1 Y24 Oy
T a ( MV A ( ) )
where we have used that %492 — ] + O(“—Z) =1+ 0(Y?3721) =1 4 o(YV/?1%),

L]

Notation: In our setup the ratio of the scattering length a to [ vg is bounded above and
below by constants. In all our error bounds there is therefore no point in distinguishing
between f vr and a. We choose to write the estimates in terms of a.

The rest of the paper will be devoted to the proof of Theorem 2.1.

3 Localization

As usual in the rigorous theory of the ground state energy of the Bose gas we find it necessary
to localize the particles into boxes of a certain definite size. This achieves two goals. One
is the control of the local fluctuations in particle number and the other is to create a gap
in the spectrum of the kinetic operator, which allows us to assert that most particles are in
the lowest state of the kinetic energy operator, i.e., they are effectively Bose-condensed on
the scale of the box. Alas, this does not allow us to prove Bose-Einstein condensation in
the thermodynamic limit, but for the purpose of computing the ground state energy local
condensation suffices.

Because there are several length scales, it will turn out to be necessary to localize twice

into boxes of two different sizes. The physical length scales of the problem that we are



interested in are the following
a < R<p P < (pa)~/? (13)

and these have the following interpretations:
e q is the scattering length of the two-body potential, vg.

e RRis the range of the potential in case it has compact support and in general it describes
the length scale on which the potential vanishes. In our treatment R will be required

to be much larger than a.
e p~'/3 is the mean particle spacing.

e (pa)~'/? is the distance determined by the uncertainty principle given that the energy
per particle is approximately pa. In other words if one throws a particle into the gas it

—-1/2

makes a splash of size (pa)~'/2. In fact, (pa)~'/2, sometimes called the healing length, is

the typical distance between the particles in the virtual pairs in the Bogolubov Theory.

1/2

Momenta of the order of (pa)'/? are responsible for the second term in (5).

The theorem that we prove includes a bigger range than indicated by (13). If we write
R = p~'/3Y" then, as stated in Theorem 1.1, s can range in (—%,7) with 7 = .

The box sizes we are concerned with for localization are ¢ and df, where d < 1 in such a
way that £ > (pa)~'/? > dl > p~'/3. Below we will also introduce a small parameter s > 0
and the length scales s¢ and dsf. This will give the complete list of length scales

a < R,p7\P < dst < dl < (pa)™V? < st < (. (14)

Although in Theorem 2.1 we also allow R to be much larger than p~'/3, the physically

-1/3.

interesting case is, of course, R < p To be precise, we will in the rest of the paper

assume that the following conditions are satisfied.

CONDITION 1: There is a sufficiently small constant 0 < § < 1 (to be specified in the
course of the paper) such that a, R,s,d, ¢, p > 0 satisfy

a/R <9, pa’ < 6, p*%(dsﬁ)*l <9, s <0,
dt(pa)'/? < 6, R(dst)™ < ¢, (pa)~Y?(st)™t < 6.

In particular d < s6°.
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More (and stronger) conditions will be added later. As explained, § will be chosen in the
course of the paper. It will depend on v; and on the integer M, which we introduce in (16)
below. The integer M will however be chosen at the end and then 0 really depends only on
1.

For v € R® we introduce the notation I',, = u + [—1/2,1/2]? for the unit cube centered
at u. There are three kinds of boxes to be considered. The first is B(u) = ¢T',, which is
a cube of side length £ and center fu. The second kind is the smaller cube B(w') =(df) T
of side length d¢ and center dfu’. Finally, we have the rectangles B(u,u') = B(u) N B(u'),
which occur when the smaller box is only partially inside the larger box. The second kind
is really just a special case of the third kind, so we will not introduce a name for it at this
point. Generically, we will let B denote any of these boxes. We denote the side lengths of
B by A\ < Xy < ).

We now introduce a localization function 0 < x € C}(R?®) where M is an integer that

we choose later. Let

) cos(my), if y] <1/2
Cly) = { 0. if [y| > 1/2 (15)
and define
x(@) = Car(C(r) (o) (L) )T (16)

Here C)y is chosen such that [ x? = 1. Under these conditions y is indeed a C}! function
and max y = x(0) = Cy; > 0.

It is important not to choose x to be infinitely differentiable since the proof of Lemma 3.2
exploits that ¢ is concave on its support. We shall eventually choose M to be some fixed
integer. In the following all constants will depend on M, but we shall mostly omit this fact.

For u € R® we write x,(z) = x(xf~' — u) for the localization function corresponding to
the box B(u). The localization function for the box B(u,u’) is xu(%)xw (x/d). We introduce

the notation

ys(z) = { Xu(2), if B = B(u) (17)

Xu(Z)xw(x/d), if B= B(u,u)
and note that

[@a=1  [d@d=r ad @ dd =Gy 09
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Note that if B=B(u, ') is a small box with smallest side length A\; < d¢, we have the bound

) (@) e o

which becomes useful in situations where A; is small.

2

max x5 < C

3.1 Localization of the Potential

Corresponding to the interaction potential vy, we define two new potentials

vr(x)
W) = 0D 2
and
Wy(z) = W) = Ur(2) (21)

[Ocx)(/(d0)] [0+ x) (@ /O] [(x * x) (a/(de))]

Here the subscripts b and s refer to the size of the box (big or small). We will mostly
omit this subscript as long as the context is clear. Note that W, is well defined, since by
Condition 1 the range R of vy is smaller than the scaled range of x, which is at least of order
dl. Thus whenever the denominator vanishes, then the numerator is already zero. Since

X * X Is a symmetric C** function and because (x * x)(0) = [ x* =1, we get the estimates

We introduce localized potentials

wp(r,y) = x(¥)Whs(r —y)xs(Y) = x58(@)W(r —y)xs(Y), (24)

where b is used if the box B is big, i.e., of the form B(u) and s is used if B is small, i.e., of
the form B(u,u’). As indicated on the right, we will often omit b and s. Recall that also the
form of the localization functions depends on whether the box is big or small. The potential

wg is localized to the box B.

Because we do not want to have to consider boxes at the boundary of A throughout this
paper, we introduce A’ := A + [—£,£]% and A” := A + [—(,(]*. Note that B(u) intersects A
exactly if ul € A’. Replacing the last term in (9) by 3p*|A”| [ vr(x)dz does not change the

ground state energy of H, in the thermodynamic limit. We may therefore use the following
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localization for the potential energy.

3.1 PROPOSITION (Potential localization). For all xq,...,zn € A we have

N

1
—Zp/vR(xj —y)dy + Z vr(z; — x;) +§p2|A”]/vR(x) dz
j=1 1<i<j<N
N
/ ZP/WB(u) Zj, Y )dy+ Z WB(u) ('IZ?'I] + p //WBu) vy y)dl’dy du
R3 j=1 1<i<j<N R3 s A/
N
> / Z /wB(u) rj,y) dy + Z WB(w) (T4, ;) //wB(u) r,y)drdy | du,
(—1A7 Jj=1 1<i<j<N

where A== A+ [—£ L3 and A" := A+ [—(,(]>. Moreover, for all u € R?,

N
ZP/WB(u) vy dy+ Y wp (@, ) + P //WB(u) ,y) de dy

j=1 1<i<j<N
a 1
:/< Z /WB@ (@) dy+ Y W (@, ;) + 50" //wmu,u/)(iﬁ,y) dz dy) du’
R3 1<i<j<N
Proof. This follows from the identity (x * x)(z —y) = [ x(z — u)x(y — u) du. O

The background self-energy appears so frequently that we shall denote it p?| B|*Ug, i.e.,

we introduce the symbol

w =3B [ [ walo) dody, (25)

In a large box B(u) the quantity Up is bounded above and below by C’m =Cx.

small (possibly rectangular) box B, U may be significantly different. It will be important

In a

to know the following facts.

3.2 LEMMA. If B is either a large or a small box (side lengths A1 < Ay < A3), there is a
constant C' that depends only on M used in the definition of x and on the potential vy in (4)
such that

1
max/wB(x,y) dy < §CJ'|B|*1 //wB(x,y) dydr = C|B|Up (26)

3
max x5 H min{\;, R} <Up < C’% max x5 (27)
=1

1 a
| B| B?
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Up < C|%| max x%. (28)

(The scattering length a, which obviously is bounded above and below by constants depending

only on vy, has been included in this inequality for dimensional reasons.)

Proof. The difficult case is a (possibly) rectangular box B = B(u,u’), for the large cubic

boxes B = B(u) the argument is the same just simpler. Recall that for a small box we have

wp(z,y) = xp(@)Ws(x —y)xs(y) and xp(x) = x1(z1)x2(z2)x3(z3), where
Xi(x:) = O 2|2/ 0) — wil )M (| (04 (dE)) — )M+

for i = 1,2,3. The function y; is supported on an interval I; of length \; corresponding to a
side length of the box. We have 0 < \; < dl. Let I] denote the middle third of this interval.

Since ( is positive and concave on its support, it is a straightforward exercise to check that

inf xi(z;) > cmax x;(z;) (29)
xi€l z;€l;

for 1 = 1, 2,3, where ¢> 0 depends only on M. It is important here that x is not infinitely
differentiable.
By (4), (23) and the fact that v; is continuous has compact support and v;(0) > 0 we

may assume that there are constants C, Cy > 0 (depending only on v;) such that

3 3
Ch H lcireir(z) < a ' RPWy(z) < Cs H 1-cyrcoR) (Ti),

i=1 =1

where 1; is the characteristic function of the interval I. To prove the inequality (26), it is

therefore enough to prove the 1-dimensional versions:

Irn_gg/Xi(%)l[cQR,cQR] (i —yi)xi(ys) dys < CA? // Xi(®i)1-ovrerr (T — yi) Xi(yi) dy; da,
for i = 1,2,3, where C is allowed to depend only on v; and M. In view of (29) this follows

from

maX/ L_corcor (T — yi) dy; < CA /// 1 _crer)(@i — yi) dyi dag.

zi€R Jp, x1
This is obvious since both sides can be estimated above and below by constants times
min{\;, R}.
The lower bound in (27) is proved in a similar fashion. The upper bound in (27) follows
from vp(r) < C¥s.

For the bound in (28) we note that Up < C|B|™! [o; vp(x) max xj do < C'r max X%,
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since wp(z,y) < Cvg(x —y) max x% and that by Condition 1 we have [vg(z)dz < Ca. O

3.2 Localization of the Kinetic Energy

Let 6 be the characteristic function of the cubic box [—1/2,1/2]3. For u € R® we denote the
corresponding characteristic function of the box B(u) by 6,(x) = 6(x¢~' — u). We shall also
use the localization function Y, (z) = x(z¢~! — u) introduced on page 3.

We define the operator @, to be the orthogonal projection on L?(R?) defined by

In other words Q,, f is a function in L?(R?) that is zero outside the box B(u) and is orthogonal

to the constant functions in the box.

3.3 LEMMA (Abstract kinetic energy localization). Let K : R® — [0,00) be a symmetric,
continuous function, which is bounded by a polynomial of degree of most 2M , where M is

the constant introduced in (16). We use it to define an operator on L*(R®) by

T = Quxu K (—ilV)xuQu du, (31)
R3

where X, is considered here as a multiplication operator in configuration space. This T s

translation invariant, i.e., a multiplication operator in Fourier space T = F(—ilV), with

F(p) = (20) K # [$12(0) — 220)0p)% * (KD() + (27) ( / Km?) w2 (32)

In particular, we have F(0) = 0.

Proof. By a simple scaling it is enough to consider £ = 1. This is a straightforward calcula-
tion. Note that @, has the integral kernel 8, (y) [0(y — ) — 1] 0,(z). If we denote by K the
inverse Fourier transform of K, then the integral kernel of the operator Q,x.K(—iV)x.Qu

is given by

Xu<x>[v(<x - y)Xu(y) - Xu('r>[[v( * Xu](x)eu(y)
—0u(2)[K % Xu] ()X (y) + 0u(2) (xul K (=i V) X0} 0u (1)

Thus the integral kernel of [ Quxu K (—iV)x,Qy du is given by

(Do R — y) — 2 (WK #x) # 0x — ) + (27) ( [ Kooy dp) 000z — ),
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where we used that [ K (p)X(p)*dp is finite by the choice of K. We arrive at the expression

for ' by calculating the inverse Fourier transform. The fact that F(0) = 0 follows since

= [6=1and
(27 F(0) = 2 ( / K)?Q) (1-8(0))2 = 0.

O
With ¢ = 1 this lemma is similar to the generalized IMS localization formula
| K iV du = (2m) 2K 3P
R3
where K (p) = p® gives the standard IMS formula since (2m) K « |X|* = p* + [ Vx|
3.4 COROLLARY. With the same notation as above we have that
Qudu=1—0(—ilV)?, (33)

R3
i.e., the operator fR3 Q. du is the multiplication operator in Fourier space given by 1 —@\(Ep)Q,
Proof. Simply take K =1 and x = 0 in the above lemma. O

We will use Lemma 3.3 for the function K(p) = ((|p| —s7'),)?, where s > 0 is the
parameter introduced in Condition 1. Here u, = max{u,0} denotes the positive part of u
and we will henceforth write u% instead of (u4)?. Note that | —iV| = v/—A.

3.5 LEMMA. There is a constant C' > 0 (depending on the integer M in the definition
(16) of x) such that we have the operator inequality

[ [V7E - (507 xQudu < A(VEE), (39

where

7 (35)

) el - %( O, if [pl > 3(s0) ™
FS(’pD_{O “2p?, if Ip| < 3(s0)!

(assuming M > 1).

Proof. We may again by a simple scaling argument assume ¢ = 1. Since we defined y in (16)

as an C}! function, we have for n < 2M and C only depending on M that

/ | lg]"X*(g) dg < 277 / 1g*X?%(q) dg < Cs*Mm, (36)
ql>s—1
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We use (31) and (32) with K(p) = [|p| — s_l]i. For the first term in (32) we find

(2m) K «X*(p /!p gl —s71)?%%(g) dg
/p — g+ ® — 2571 (| - Jal) + 5~ 2)(g) dg
— (lp| - 5712 + (2m) /qx()dq+2 (2m) /|q|

< (pl=s7)"+Cs7,

where we have used (27)7% [¢*Y(¢)*dg = [|Vx|? that x? is even and that s < 1 by
Condition 1. If [p| > 257! we find

1 1

(2m) K * X*(p) < (Ip] — 5371>2 - Esf2 +Cs™!
For the second term in (32) we find since 6 < 1 that
R 1/2
0(p)X * (KX) ()| < [IX]]2]| KXl < C (/ !CJ\4!>?(Q)!2dQ) < sV (37)
qlzs™!
For the third term in (32) we have similarly
0P [KIRP< [ laPRrdg< s (33)
lg|=s—1

Thus for [p| > 257! and s < 1 we have that the function F' in (32) satisfies

P
F(p) < (lpl =587 — 5 2+ Cs7

Hence if by Condition 1 s is small enough, we arrive at the first line in (35).
We turn to the proof of the second line in (35). We know that F'(0) = 0. Moreover since
F > 0 we must have VF(0) = 0. The lemma follows from Taylor’s formula if we can show
that for [p| < 357!, we have
|0:0;F(p)| < Cs™ 2. (39)

It is straightforward to see that all second derivatives of K(p) = [|p| — 3_1]2+ are bounded

independently of s. For the first term in (32) we thus find for |p| < %s‘l

10:0;(K # X*)(p)| = [(0:0;K) « X*(p)| < C X(2)* dg

[p—q|>s—1
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< C’/ 5{(q)2 dg < Cs*M.
lg|>(6s)~1

For the second and third term in (32) we use the fact that the numbers

10lsor 108]0e, 10:0;8]]. / 2 / %P, / 0.0,%P

for all i, 7 = 1,2, 3 are all bounded above by a constant. The same estimates that led to (37)
and (38) then imply (39).

[
3.6 COROLLARY. If M > 3 we obtain the operator inequality

/ Qu {xu {m - %(36)1]2 Xu + b€2} Qudu < —A,
R3 +

provided b is smaller than some universal constant (that we shall not attempt to evaluate).

Proof. We again consider ¢ = 1. Note that by Corollary 3.4 we have

/ Qudu< 5o (40)

for a universal constant 0 < § < 1. We use the previous lemma with s replaced by 2s. We
then find that

2 —
Qoo VB~ 357] xuQudu b [ Qudu< B (VEE) 457 0
R3 R3

A+

For |p| < (5/12)s™! Lemma 3.5 gives

2 2
_ p 2 1 P —2\ 2 2

Fos(p) + 087" < Csp*+b < (Cs+b <
2s(p) + 05 el B p2+ﬁ—( s+0877)p" <p

for s and b small enough. For |p| > (5/12)s™! we find from Lemma 3.5 that

2 2

-1 P I 42 -1 P 2 5 4 R -1 2
F, b3t < - - b <p° - — — b <
2(p) + 05 p2+/3_(’p| 4° ) 458 pz—l-ﬁ_p 24° +16S o =P

for s and b small enough. O]
This corollary will allow us to localize the kinetic energy to boxes. What will be left as
the kinetic energy in the box B(u) centered at fu, is the operator

7= f [V - 1607 ot o, (41)
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Note that 7, vanishes on constant functions. The last term in 7, will control the gap in the
kinetic energy, i.e., on functions orthogonal to constants in the box, 7, is bounded below by
at least b0~

As explained above, we need to localize even further to smaller boxes whose size is a
factor d < 1 smaller than the larger box. In these smaller boxes we also need a term in
the kinetic energy that gives a gap. Unfortunately, the above expression (41) for the kinetic
energy does not immediately allow for such further localization. For this reason we must

introduce a more complicated kinetic energy in the larger box.

We will use
. ) —AN )
_ - u - 42

ru{t-en) [VEE- 3607 wer [VoE-d@s0 ] Do

where 0 < ep < 1 is a parameter. The operator Aﬁ[ is the Neumann Laplacian on the box
B(u). As usual A is the Laplacian on R3. Let us be clear about the action of AY as an

operator on L*(R?). Tt is the operator associated with the quadratic form

(f.—AVf) = / V()P da,

B(u)

which is defined for all functions f € L?(R?) whose restriction to the cube is an H' function
on the cube, i.e., functions for which the above integral is finite. Note that by the operator
(—=AN 4 (d¢)~2)"! we mean the inverse of —A 4 (d¢)~2 on the space L?(B(u)) extended
to all of L*(R3) by letting it be 0 on the orthogonal complement, i.e., on functions that live
outside B(u).

Note that if e = 0 then '7; equals 7T,. For the kinetic energy 7/\; we have a result similar

to Corollary 3.6. For the following theorem we note that on the domain Hj (A) we have

/ ~ANdu=-Ap (43)
in the sense of quadratic forms.

3.7 LEMMA (Large-box kinetic energy localization). If M > 5, and b,d,s,er > 0 are

smaller than some universal constant then

/ Todu < —A. (44)
R3
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Proof. As usual we set £ = 1. The first step in the proof is to show that for all d > 0

—AN —A
— v du< ——— .
/‘ A a2 S A g (45)

To show this, we recall that in the sense of quadratic forms ) s —~AN < —A. Thus

-1

(—A+d? (}: ~AN 4 a- ) = (=AY +d)7 (46)
u€Z3 ueZ?

The last equality looks odd, but it is just the identity (@, A.) " = @, A;' applied

to the operators A, = —AN + d=21;2p(,) acting on L?(B(u)) recalling that L?(R?) =

Dczs L*(B(u)).
Since 1 —d?(—A+d?)"' = —A(-=A +d?)7!, it follows from (46) that

—ANM —A
Z AN+d2_—A+d2 (47)

uezZ3

This will also hold if we replace the sum over Z* by a sum over v + Z3 for any v € [0, 1]3.
An integration over v € [0, 1]* gives (45).
The second step is to observe that from Lemma 3.5, e.g., with M > 5 we find that

/quu {(1 — &) [M — %5—1} +ep [\/_A — 3(ds)” ] ] YuQu du
< (l—ep) [VEB =457 +er [VER - )] +Cs

—A + ﬁ

for some universal constant C' and where § is the same constant as in (40). The proof is
completed using (40) and observing that if s,b,d,er are all smaller than some universal

constant then for all p € R3

2 2

(b/B + CS)p n 6 + €Td_ m + (1 — €T) [|p| — 4—15_1]3_ + e [|p‘ — i(ds)_l]i S p2-

]
We now discuss the further localization into smaller boxes of relative size d < 1. As

in the previous subsection we index these boxes by a parameter v’ € R®. The small box is
B(W') = diT = dlu’ + [—dl/2,dl/2]3, whose center is at dfu’. We denote the corresponding



20

characteristic function and localization function by

Our () = 0((x/d) — '), Xu(x) = x((x/db) = ).

The corresponding orthogonal projection onto functions orthogonal to constants in L2(B(u))
is @u/ given by
Qu’f = eu’f - (d£)73<0u’|f>0u’

When localizing in to the smaller boxes, we are forced to consider the situation of overlap
between the large boxes and small boxes, i.e., B(u,u') = B(u) N B(«/). The corresponding
characteristic function is Hugur, the corresponding localization function is y,X., and the

corresponding orthogonal projection is
Quu f = 0400 f — | B, )08 )00 00

Our first result is that when we localize the large box kinetic energy 7A'u into smaller boxes

we will get a gap in the localized energy spectrum. This is a consequence of the next result.

3.8 LEMMA. With Q.. as defined above and E =1+ 72 we have for all d > 0

AN
[ Quedn' < B (49)

Proof. Tt is enough to consider £ = 1. Let —A%, denote the Neumann Laplacian in the box
B(u,v’). Observe that since B(u,u’) C B(u ), the Neumann Laplacian —A?, has a gap of
at least 2d~2, i.e., —AN, > 72d"2Q,s. Thus

The same argument that led to (45) gives

—AN —AN
N d/< u —,
—AN, 4 d2 —AN +d?

which concludes the proof of the lemma. O

This lemma shows that the first term in (42), after localization, leads to a gap in the

small boxes. The full kinetic energy localization is given in the next lemma.

3.9 LEMMA (Small-box kinetic energy localization). Let T be the kinetic energy given in
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(42) in terms of the parameters s,d,er and the constant b. Let
~ 2
Taww = e1b(d0) ™ Quuw + Quur Kot V=5 = (@)™ || XuxuQuoe- (49)
Our assertion is that if (s72 + d=3)(ds)"2sM < 6, then, for all 0 < ep < 1,
~ b -2 ’
7;_56 Qu Z %u’ du )

provided that b and d are smaller than some universal constant. The first term in (49) yields
a gap above zero of size STZ((M)*2 in the spectrum of Ty, which we will refer to as the

Neumann gap.

Proof. We again take ¢ = 1. The integral over the first term in 7, is bounded above by
the first term in 7,, by Lemma 3.8 if b is smaller than the constant 5 ~1in that lemma. We
concentrate on the second term in 7,,,. By a unitary transformation (x — x/d and p — pd)

of the result in Lemma 3.5 we obtain that

/ Qu X [\/3 - (ds)‘l]i%uf@u/ du' < d2F,(dv—A)
< (I—er) [\/E — %5‘1}i +er [\/E — %(ds)_l]j + CO(ds)2sM2,

where the function Fj is given in (35) and we used that [v/—A — %(ds)_l]i < [V-A - 3571 i
Thus the proof would be complete if the operator appearing as the integrand in the second

term in 7, would have been, instead,
~ 2 ~
QuXuQu’Xu’ |:V —A— (ds)_l] N Xu’Qu’XuQu-
We will estimate the difference between these operators, which is

D = QuXu@u/ Zu/

: \ —A - (ds)il: j_ iu/@/u’XuQu
:V AN (ds)il: j_ Szu’XuQuu’
= Qu (Xu@u’ - Quu’Xu) )zu’ [V —-A - (ds)_l]j_%u’@u’XuQu

2

+Quu’Xu%u’ _V —A — (dS)_l_ n %u’ (@u’Xu - XuQuu’) Qua

_Quu’XuS(/u’
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where we have used that Q,Quw = Quw. We observe that (using Dirac notation)

(Xu@u’ - Quu’Xu) )zu’ = Xugu’%u’ - d_3Xu|§u’><§u”%u’ - eugu’Xu%u’
+ | B(u, 0000} (0B | X X
= |B<ua u/) ’71 |9u§u’> <Xu%u/‘ - diglxuguo <%u/ ’7

exploiting the facts that gu/%u/ = Yo and 6,x, = Xxu. It is now simple to estimate the
operator norm of D

2

1Dl < OH(xu@u/—wau) T [VA — (ds)]

J’_

- 1/2
< C|Bu, )| ( [ |xu>zu/<p>\2dp)
Ip|>(ds)—1

- 1/2
O ( [ R dp)
[p|>(ds)—1
C(d5)M2 Bluty ) 2 xa ol (= )M X} 2 + C ()22 (T (— D) M o) 2

< C(ds)M2d™ < C(ds)2sM.

IN

Hence D = Q,DQ, > —C(ds)"?s™Q,, and

/ QuuXuXw |V—A (ds)_l}i%u’XuQuu’ du/
/ QuxuQu X [\/I — (dS)_l} i X QuxuQu du — / D du/

{w/|B(w)NB(u)#0}
2 2
QuXu <(1 - ET) [V AN %sil]_i_ +er [V T/ %(d8)71:| +> XuQu
+C (572 +d %) (ds) %M Q,.

IN

We have here used the fact that the volume of {u/|B(u)NB(v') # 0} is bounded by Cd=3. O

We shall throughout the rest of the paper assume that the conditions in Lemmas 3.7 and
3.9 are satisfied.

CONDITION 2: In terms of the integer M appearing in the definition (16) of x (and
which will be specified later to be > 5) we have

0<er<d, and (s 24+d %) (ds)2sM <9, (50)

where § is the quantity which we introduced in Condition 1 to ensure adequate smallness of
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relevant parameters.

3.3 Localization of the Total Energy

We define the localized Hamiltonian, H,, in a “large” box B(u) to be

N
He = Y- Tu-s [uno@ody| + Y wafos)

i=1 1<i<j<N

1
+ 5,02 //w3<u>(fﬁ,y) dx dy, (51)

where 0 < gy < 1/2 is a parameter to be determined later. The subscript ¢, as usual,
refers to the it particle. Recall that 7, was defined in (42) and wp(w) was defined in (24).

The Hamiltonian H, is defined as a quadratic form on permutation-symmetric functions in
HE(AN).

The localized Hamiltonian in a “small” box B(u,u’) is

N
Z 1 - 50 -p / wB(u,u’)(a:iv y) dy + Z WB(uu’) (Iia xj)

i=1 1<i<j<N

1
o / / W (2, y) do dy, (52)

where wpg(y,.) Was defined in (24) and 7., was defined in (49). The results of Proposition 3.1,

(43) and Lemmas 3.7 and 3.9 can be combined to give our final localization estimate.

3.10 THEOREM (Main localization inequalities).
If Condition 2 is satisfied, we have for all 0 < eq < 1/2 that

b
H,n > / <—€0A£/+Hu> du, and, for allu € R®, H,—=(7%Q, > / Hyw du'. (53)
’ 1A 2 R3

We introduce the notation that

H,, if B= B(u)
Hy = (54)
Hyyw, if B= B(u,u)
and R
T, — (1 —e0)7a, ?f B = B(u) (55)
(1 —¢eo)Tuw, if B= B(u,u).
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The reason for the above (1 — ¢y) term is that we still need some kinetic energy in the end
of this paper when we want to apply Lemma 6.6. With the corresponding notations for wg

in (24) the box Hamiltonian can be written

N

Hp=Y (TB - p/wB(fcmy) dy) + ) wpl(w )+ %pQ //wB(:ryy) dzdy.  (56)

i=1 1<i<j<N

4 Energy in a Single Box

In this section we will study the energy in a single box B, i.e., the ground state energy of
the Hamiltonian Hg. We denote by Pp the orthogonal projection onto the characteristic
function of B and by Qg the projection orthogonal to constant functions in B, i.e., such
that Pg + Qg = 1p is the projection onto the subspace of functions supported on B. We

define the operators

N N N
n = E 1, mno= E Ppi, ny= E QB
i—1 i=1 i=1

Here n represents the number of particles in the box B, ny the number of particles in the
constant function, which we will refer to as the condensate particles, and n, the number
of particles not in the condensate, which we will refer to as the excited particles. We have
n =ny + no.

The particle number operator n commutes with the box operator Hg, but n, and ng do
not commute with Hg. In our discussion below we may assume that n is a parameter, i.e.,
we restrict to eigenspaces for the operator n. We shall not distinguish between the operator
n and its eigenvalues.

We give a simple a priori bound on n,, which will be improved later.

4.1 LEMMA (Simple bound on the ground state energy of Hg and on n.).
The ground state enerqy Ep of Hp satisfies

0> FEg> —Cnp]B[L{B (57)

with Ug given in (25). Moreover, in any state for which the expectation value
(Hp) < 50° [Jwp(z,y) dvdy = p?| B|*Up we have

(ny) < C(1 = 20)"e'b" pa(dl)’n max X3, (58)
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if B= B(u,u).

Proof. The upper bound on Ep follows by using a trial state in which all particles are in the
condensate, i.e., an eigenstate of n, with eigenvalue 0. If there are n particles, we find that

the expectation value in this state is

(Ha) = 5 [0~ plBI* = 0] 1B1* [ wale.) deay.

We can choose n > 1 such that |n — p|B|| < 1. Hence (Hp) < 0 and thus the ground state
energy of Hp is negative. The lower bound on Ep follows immediately from (26) since Tp
and wp are non-negative.

If a state satisfies (Hp) < 3p? [[ wp(z,y) dzdy, we have

N

Z <733,z' - p/wB(xi,y) dy> > (1 — e0)erb(dl)~2(n,) — Cpanmax %,

where we have used (49) and that max [ wp(z,y) dy < Camax x% as we have seen in Lemma
x

3.2. This gives the second estimate in the lemma. O

4.1 The Negligible (Non-Quadratic) Parts of the Potential

We treat the potential energy terms in Hp according to how many excited particles they
involve. We write 13 = Pg + Qg and we expand and classify the terms according to the

number of Q-factors, no-Q, 1-Q), ..., 4-Q). In the following we will simply write Pg = P and
Rp=Q.

no-Q terms:

Qo = —sz/wgm, WP+ Y EPun(e) PP+ 57 [ [ wse) dsdy
= [(n0 — pIBY? = o) Us = [(n — plBI)* — 2(n — plBlyns +n2 —no] Up,  (59)

where we have used the notation (25).

1-O terms:

ZPPwB zi, 1) Qi P ZpP /wB x;,y) dyQ; + h.c.
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- ZP /wB i, )dZ/Qz‘(no|B|_1 —p) + h.c.

where

Q) = (n—p|B))|BI™* (ZB / wp(@i,y dy@ﬁz@z / wp(@i, >dyPi> (61)

and
1B [ (e dyQuns — 1B 1Zn+Qz/wB voy)dyP.  (62)
4.2 LEMMA (Estimates on Q ). For all €},e/> 0
Q) > —[n — p|B|(ehno + 7' Cny ) Up
and
Q' > — (¢ (ny + L)ng + Cel~'n?) Up.

Proof. We prove first the bound on Q7. We have
Ol =—y/ny+1 ZP/MB z5,y) dyQi/ny | Bl + hc.

since for any self-adjoint operator A we get > . P A;Qiny = (ny +1) >, P;A;Q; and hence

> PAQi/nT = g + 1%, BAQ;.

Since wp > 0, we obtain from a Schwarz inequality and Lemma 3.2 that

of > — (51 ny+1 ZP + Cef™ 1n+ZQi> Ug.

The estimate on Q) follows by applying a similar Schwarz inequality. O]

2-Q terms: There are two kinds of 2-Q terms. There are terms which contribute to the
energy to the order of interest. They will primarily be treated together with the quadratic
Hamiltonian later on. The remaining 2-Q terms are negligible error terms that we will

estimate here.
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The 2-Q terms that will later appear in the quadratic Hamiltonian are
Q = Z PQjwp(xi, z;)PQ; + Z (QiQjwp(wi, xj) PPy + PiPwp(xi, 1;)Q:Q;). (63)
irj i<j

We shall however give an a priori estimate on these terms already now. This estimate will
be used in Case II in the proof of Lemma 5.2. Using the estimate 0 < wp < CaR™3 max x%

and the Schwarz inequality twice gives that

/ 1
Q > - Z PQjwp(xi, x;) PQ; — Z (QQinwB(fﬁi, 1;)Q; Qi + §ij)in(xi7$j)Pin>

1<J

v

_ 1
—no|B| ™! E :Ql/wB zi,y) dyQ; — C’niaR ® max x5 — 5 ;<j P;Powg(x;, x;) PP
1
> —CnnyUp — Cn’aR > max x5 — §n2 Up. (64)

In the last inequality we have used that ZQZ- Jwe(xi,y) dyQ; < C|B|Upns by (26) since

ZQl J wi(xi,y) dyQ; commutes with n;. The negligible 2-Q terms are estimated in the

same way

% = -Y [ wnlenn) Qi+ Y QP watein) PG

7.7

(no — p|B|)|B|~ 12621/103 i, y) dyQ; (65)

= (n—plBl-niB 0, [ ontein) Qi = = (1618~ nns + 52) U

3-Q terms: For all e5 > 0

Qs = Y PQuwp(wi,7;)Q:Q; + he.
2%
_ €
> =3 (25 PQuwn (@ 1)QiPs + S Q,Quws(ai,7,)QiQ;)
i#]
> —Cey'nnyUp — 83ZQjinB(Ii,$j)Qin- (66)
i<j

The first inequality uses a Schwarz inequality, while the second inequality uses Lemma 3.2
and the fact that ng < n. Note that the above estimates are given as lower bounds, but that

we of course also could have stated them as two-sided bounds. The last term above can be
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absorbed into the positive 4-Q term if e5 < 1. We will do this initially, but at a later stage
in the proof we have to control the first term in (66) by choosing €3 > 1. At that time we
will have good control over the number of excited particles, n,, in the large box. The second
term in (66) will then be controlled by applying Lemma 6.6, where we apply the kinetic
energy term »_ — 50A{X ;, that we have saved in Theorem 3.10 for exactly this purpose.

4-Q term: This is the positive term

Qi =Y Q;Qiwp(w;, 1;)QiQ; (67)

1<j

and for a lower bound it can be ignored or used to control other errors. We will only need

an estimate on the 4-Q term in a large box B = B(u) as explained above.

4.2 The Quadratic Hamiltonian
We can write the box Hamiltonian as
N
Hp =Y Tpi+Qo+Q+Q+Q+95+ Qs+ Q. (68)
=1

We have estimated all terms except the quadratic part Zf\il Tpi+ Q5. We first consider the
kinetic energy.
For B = B(u), i.e., a large box we have from (42) and (55) that

_AN
Ts=(1- 50)5T(df)2ﬁzd6)2 +(1- 50)17572@ + Qxp7R(—A)XBQ (69)
with
5(k?) = (1 —o)(1 —e7) [[k] = 5077 + (1 —eo)er [Ik| - L(dst)™]" . (70)

For B = B(u,v), i.e., a small box we have from (49) and (55) that
T = (1 — co)erb(d6) *Q + Qxs7s(—2)x5Q (1)

with
(k%) = (1 — <o) [[k| — (ds)™"]" . (72)
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The interesting part of 7p is the term of form Qxp7(—A)xpQ. The other terms, which are
positive, are only used to control errors. We put them aside for the moment and define the

quadratic Hamiltonian

N
Houa = Y _(Qx75(—A)x5Q)i + Q). (73)

=1

At the end of this paper it will be useful to treat the term Q) together with Hgyad-
To handle Hquaq, we use the formalism of second quantization. For all k € R* we define the

operator
by = aga(Q(e™xp)), (74)

where a(Q(e**xg)) is the operator that annihilates an exited particle in the state given by the
function Q(e***xg) € L*(B), and ay is the operator that creates a particle in the condensate.
These two operators commute. Note that by is a bounded operator when restricted to a

subspace of finite n. Its adjoint is

by = a(Q(e" x5))" ao. (75)

Since a;; commutes with a(Q(e?**xp)), we have the commutation relations

[br, bir] = 0, b, bj] = agao{Q(e™ x5)|Q(e™ " x5)) — a(Q(e* *x5))"a(Q(e*"x5)), (76)
for all k, k' € R®. In particular,

bk, b)) < GSGO/X% = nO/X?B‘ (77)

Moreover,

bibe < ny(ng + 1)/;8,3. (78)

The term Qxp7p(—A)xp@ and its second quantization can be written

QxsTe(—A)xsQ = (2m)° /R3 (k%) |Q(xe™)) (Q(xpe™)| dk
T en [ ()@ a(Qee) d
> @20 [ ral)a(Quae™) L a(@une™)) dk

= (2n) ! /R 7 (k)b k. (79)
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Here we used that by = 0 if ¢ is in the condensate allowing us to assume that n, > 1 such

that in fact apa; < n. Likewise we may write
Q, = %(27?)_3|B|_1 / /W(k) (biby + b* by + bpb” , + bpb_y,) dk
~) *IBI [ W(ha(@0me™) a(Qxne™)) dk (50)
and
Q= (- plB)n) B [ Wk (Talllbe+ Ralk)ir) db. (s1)

The last term in Q) may be written

(2m) 3| B|~ 1/VV Zkz))*a(Q(XBeikm))dkz iQiZiQm (82)
i=1
where Z is the operator with integral kernel
kz(@,y) = |B] " xp(@)W(z = y)xz (). (83)
4.3 LEMMA. The operator Z on L*(R3) with integral kernel (83) satisfies the bound
1Z] < Camin{R™", |B|~"} max x%.
In particular, if B = B(u), we have
1Z]] < Ca|B|™". (84)
Proof. 1t is clear that
1211 < 18] ey [ W < ClB| maxdy [ o1 < CalBl T max

If we use that the Hilbert-Schmidt norm is greater than the operator norm, || Z]| < ||Z]|us,

we find

1/2
||ZH<|B|1(//><B W —y) xB<>dxdy) < Bl maxW [ 4 < CaR~ max .

]
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Combining the above lemma with (73), (79), (80), and (81), we arrive at the following
result.

4.4 LEMMA. For all 0 € R we have the estimate

1
Hquaa +09Q) > 5(2%)3/ ho(k)dk — Cnyamin{ R, |B|™'} max y%, (85)
R3

where

ho(k) = n trp(k*)(biby + b b i) + W(k)|B|‘1(b*,;bk + b b + bb" + beb_y)
+o(n— pl B)W (k)| B2 (Tp(R) (b + b7,) + X (k) (6 + b))

(If n =0 then h,(k) =0.)

Note that if we for the smallest side length of a small box have A\; > ,0*%, then
Cnyamin{R3,|B|™'} max y% < Cn,pa, which is smaller than the Neumann gap on the
small box.

We shall now give an estimate on h,(k), which is based on a simple version of Bogolubov’s
treatment of quadratic Hamiltonians. This estimate requires, however, assumptions which
will not be fulfilled in all our situations. The following result is Theorem 6.3 in [13] except
that we state it here a bit more generally. In the original [13] it was required A > B > 0, but
this is not needed. The operators b4 can, for example, be any commuting pair of bounded
operators (the case we will use here) or they can be annihilation operators in Fock space

(the original Bogolubov case).

4.5 THEOREM (Simple case of Bogolubov’s method).
For arbitrary A,B € R satisfying A > 0, —A < B < A and k € C we have the operator

iequality

A(b%b, +07b_) + B(bLb" +b, b ) + k(b +b_) +R(by +b*)

> (A= VA= B (bt + ) - S
where by are operators on a Hilbert space satisfying [by,b_] = 0.

Proof. The proof is essentially the same as in the original [13]. We may complete the square

AL by +07b_) + B(V5b* +bypb) + w(b + b-) + ®(by +b%)
=D} + ab_ +a)(by +ab” +a) + D™ + aby + a)(b— + b’ +a)
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— Da?([b4, b}] + [b-,b"]) — 2Dlaf?
if
D(1+a?) = A, 2Da = B, aD(1+ a) = k.

Hence %oﬂ — 2« +% = 0. If B # 0, we choose the solution o = %(1 — /1= f‘—z) and

otherwise we choose « = 0. Then

5[ _ kP
D(1+a2+2a) A+B

Da?® = Ba/2 = %(,4 _VE=B), D =

]

When applying Theorem 4.5 with k = 0, we can replace B by —B, even if B = A, without
changing the lower bound. This is easily seen by replacing b4 by +ib.. Hence

IBVLOE + b0 )] < AL, +05b) + 5(A — A2 = [B]?)([by, 3] + [0, 0%]),  (86)

which we will use on page 46. When applying this theorem to estimate h,(k), we will take

by = by, b_ = b_y, restricted to the appropriate n-particle sector,

A=n"rp(k?) + W(K)B|™, B=W(&)B|™, &=oa(n—p|B)Wk)|B|**Xsk).
(87)

This choice of A and B does not necessarily satisfy the conditions in Theorem 4.5. We will
now give conditions for when these are satisfied. We first observe that /W(O) = [W(z)dz >0
and thus

—~

(k) = / cos(kz)W () dz > / (1- %(l{:x)Q)W(x) dz > 0 (88)

if [k] < R™! (using that W has the same range as vg, i.e., R). Hence B > 0 for these values
of k, and the conditions in the theorem are satisfied since 75 > 0.

To ensure the condition for |k| > R~ we will use that R < ddsf by Condition 1. We
may then from the definitions (70) and (72) of 75 assume that 75(k?) > $k? for [k > R™' >
5~Y(dst)~!. For these k we thus have, since |B| = |B|*1|W(k‘)| < Ca/|B|, that

1
A > in’lR’2 — Ca|B|™' > Ca|B|™*
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if n|B|™! < ¢(aR?)™! for ¢ sufficiently small (depending only on v;). This implies that A is
positive and that A > |B].

In this case we are therefore allowed to use Theorem 4.5 to bound h, (k) and in fact we may
assume that A + B > 2|B| if ¢ is sufficiently small. When the condition n|B|™! < c¢(aR?)™!
can not be satisfied, which only happens on page 37 in Case 2 of the proof of Lemma 5.2,

we use (64) instead.

4.6 LEMMA. There exists ¢ > 0 (depending only on vi) such that if n|B|™" < c(aR*)™*
then for all k € R®

he(k) > — (n_lTB(kZ) +|B|"'W (k) — \/n—ZTB(k2)2 + 2n—1|B|—1TB(k2)/W(k)> no / X3

— *(n — p| BB (k)W (k) — Co®(n — p| B|)?| B|2[X5 (k) 2[W (k)| L s> n-1 (k),
(89)

where M is the integer in the definition (16) of x.

Proof. As we just saw, we are in a situation where we can use Bogolubov’s method from
Theorem 4.5 with A + B > 2|B|. This gives the estimate

20k (A+ B) ™" < 0®(n — p|B|)?| B *[Xu (k)P [W (k).

Now (89) follows, since we have already seen in (77) that [bg, by] < ng [ x% and in (88) that
W(k) > 0 for |k| < R~
]

We shall primarily use the above lemma with o = 0. On page 49 we will also use it with
0 =1 on the large box and then the second to last term in (89) will, after integration over

k, give
1 B B R —~
—5(2m) 0% (n = p|B|)*|B] 2/ Xe (k)W (k) dk = —0*(n — p| B|)*Us,

using the notation (25), and hence exactly cancel the first positive term in (59). Recalling
that x.(x) = x(2¢7' — u) and using (36) together with the estimate ]/I/I?(k)] < Ca, we see
that the last term in (89), after integration over k, will be bounded by

CUQIBI‘ICL(”—p!BI)2(R/€)2M/Ikleli(k)deS Co®|B| " a(n — p|B)*(R/0)*".  (90)
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We have by Condition 1 that R < ¢ and this will be enough to control the last term in (89)
if M is sufficiently large.

5 A Priori Bounds on the Non-Quadratic Part of the

Hamiltonian and on n

We shall eventually prove that the lowest energy of the box Hamiltonian Hpg will be achieved
when the particle number n is close in an appropriate sense to p|B|. In this subsection we will
give a much weaker a priori bound on n. The main difficulty lies in treating the (possibly)

rectangular small boxes B(u, u') of side lengths Ay < Ay < A3 < dV.
5.1 LEMMA (Estimates on the non-quadratic part of Hg).
If B is a small box, we have
~ 7
Hp — Hquaa > (1 — 0)erb(dl) ny + {gm —p|B|]? = C|n — p|B||ny — Cn — Cnmr] Up

(91)

and if B is a large box, we have
7
Hp — Hquaa > (1 — 0)b0?ny + {§|n — p|B||* = C|n — p|B||ny — Cn — C’nn+] Up, (92)

where b and b are the universal constants appearing in (42) and (49).

Proof. We use estimate (59), Lemma 4.2 (with &} = %), (64), (65), (66), (67), the

respective Neumann gaps and the fact that n, < n to obtain (91) and (92). ]

The constant % is of course not optimal and has been chosen for notational purposes only.
To prove the next lemma, we would like to use that n is much smaller than n. This follows

from Lemma 4.1 in view of the following Condition, which we henceforth assume to hold.

CONDITION 3: We require that

(\/p_ad£)2 S CreT, (93)

where cr is a small but universal constant.

5.2 LEMMA (A priori bound on n).

There is a constant Cy > 0 such that for any state with fixed particle number n on a small
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boz satisfying (Y|Hg|y) <0, we have

n < Cy|B| max {H min{\;, R})™ } (94)

Proof. Assume Cy > 2 and set

Kp = Cy| B max {H(mm{xj, R})—l,p} :

=1

Then Kp > Cy| B H] (AT =Co > 2. If n > Kp, let m be the integer part of nK;'. We
can then divide the particles into m groups of particles consisting of ny,...,n, particles

where 37" n; =n and
1 .
§KB§TL]‘§2KB, jzl,...,m. (95)

We now use that the interaction wp between the particles is non-negative and thereby
get the following lower bound if we ignore the interactions between the groups and correct

for the background self-energy term
(Y|Hply) — p*|Bl*Up > minf {<w’|HB|w’> — 0’| BPUp|¢ has n' particles in B, %KB <n' < 2KB}.
Our aim is to prove that if Cj is large enough, then
(| Hply') — p*| BIUp = 0
if ¢’ has particle number n’ satisfying Kp/2 < n' < 2Kp. We have
P’|BI* < Oy 2 K% < 4C;*n”2. (96)

Using that n’ > €2 we have n’/ <—n and [n' — p|B|| > (1— )n With n/, = (¢’ | ny | ')

we obtain from Lemma 4.1, Lemma 5.1 and (96) that
~ 3
(Y'|Hg — Hquaal¥") — p?|BI*Up > (1 — eo)erb(dl)*n/, + n’QZ/IB, (97)

it Cy is sufficiently large and ¢ sufficiently small. It remains to bound Hquaq. To do this,
we differentiate between whether or not we are allowed to apply Bogolubov’s method. With

¢ > 0 being the constant in Lemma 4.6 which will allow us to use the Bogolubov bound, we
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first treat boxes where the side length and the parameter R are not too small in the sense
that

Case I: Kp < (¢/2)|B|(aR?)™!
Here we are allowed to use Bogolubov’s method, i.e., Lemma 4.6. Combining (A.6), (A.7),
(A.8) and (A.15), we get

1
(V'|Hquaa|t)') > §<27T)73 /R3 ho(k) dk — Cn/,amin { R™%, |B| ™ } max x7
> —Cn'a(dst) ™ max x5 — Cn/ l/ag max x5 — Cn/ n” a®*Rmax x5 — Cn'— maXXQB
B Bl R |B? R
a Kp a K?

-C 1= 2 C b 2 C ! “*B 3R 2
2 —On' g max xg — On |B|a max xp — Cn _]BPa max x
> —Cn’% max x 5. (98)

Using the lower bound in (27) together with (95) and (97), we have that

(W'|Hply'") — p*|BIPUp > Cn"*Up — Cn' —z max xF

R3
= Cn'Ug(n' — CUZ* e maXXB)
> On'Ug(n’ — CCy'n'),
which is positive if Cj is sufficiently large.
Case II: K > (¢/2)|B|(aR*)™!
By Condition 1 and the Case II assumption we have
Kp 2
ke = C H min{\;, R})™' > (aR )7t (99)
Jj=1

Since R, \; < df we have |B| < Ca(dl)? such that max % < C ()™ by (19). By
Lemma 4.1 and Condition 3, we have n, < Cernmax x%. From the lower bound in (27) we

get

a
Cn+R3 max x5 < Cepn/? ﬁmaXXB

< Cern”®|B| H(min{)\j, R}) "' max x4 Uz

j=1

e a \ AM+1)
< —
Cern'? (R) <d€> Ug.



37

Together with equation (97) and the estimate
S a
(0 Haald') = (141 2 — 202U — O mave
which follows from (64), this yields
1
(W'|Hply') — p*| B Up > gn/QUB — Cn/faR?max x3 > 0,

provided ¢ is sufficiently small. ]

When applying the above lemma, we will assume that the box B = B(u,u’) has ei-
ther smallest side length A\; < p_% or \y > p_%. Note that if A\; > p_%, we get n <
Co| Bl max {R~3, p} and may apply Lemma 4.6.
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5.1 A Priori Bounds on the Energy in the Small Box

Small boxes at the boundary of the large box may be arbitrarily small. We first consider
the case of boxes which are so small that Bogolubov’s method can not be applied. By the
lemma below these boxes only contribute to eg(p) by an amount, which is of lower order
than the LHY-term.

5.3 LEMMA (Lower bound on the energy on small boxes with \; < p‘é).
Let B = B(u, ') be a small box with smallest side length \; < p~3. Then

g 4M+42
sy a [pB
(Hp) > —C|B|max {p, R°} s < 20 ) ; (100)

where M is the integer in the definition (16) of x. For all u € R

/ Hyw dd' > —CL, (101)
A1 (B(uvu/))§p7

ol

L\ 2M
with £ = |B|max {p, R™*} % (%) .
Proof. We use Lemma 4.1 to get the bound (Hp) > —Cnp|B|Up. Since we may assume that

3
(Hp) < 0, we use Lemma 5.2, which together with A\; < p~3 givesn < C|B|[] min {)\;, R} .
j=1
Using the upper bound in (27) followed by (19), we arrive at

|BI?
3
Hl min {\;, R}
=

o ME0’Bl a (h M)
- min{)\:f,R3}pR3 14 '

(Hg)y > —-C

pﬁ max XQB

(102)

The estimate in (101) is obtained by integrating over ' such that B(u,u) has A, < p~3,
1

OJ

which gives a volume smaller than Cd*Q%, and using that \; < p_% < dl.

Now we turn to the case of small boxes which have smallest side length larger than p_%

and where Bogolubov’s method (Lemma 4.6) therefore is applicable.

5.4 LEMMA (2" a priori bound on n for small boxes with A\, > p~3).
If B is a small box with Ay > p*%, then there exists a constant Cy > 1 such that for any
state of fized particle number n satisfying (V|Hglv) < 0 we have

n < Cip|B].



39

Proof. We may assume that R < p‘é, since otherwise the lemma follows from the first a

priori bound on n in Lemma 5.2. Hence the estimates (27) and (28) give

a a
C'—maxxh <Up < C-—

2
max xp. (103)
|B| |B| b

1

Assume n > Cip|B| with C; > 1. Note here that p|B| > pp~™' = 1 since \; > p~3 and we
therefore actually have that n > 4. Using Lemma 4.1, we see from Lemma 4.4, Lemma 5.1
and (103) that

max x5

1 _ a
Hp > Cn EmaXXQB+§(27T) 3/h0(k) dk—C’nJrE

1
> Cn? E max x5 + 5(2#)_3 / ho(k) dk, (104)

provided C} is sufficiently large and 0 is sufficiently small. Combining (A.6), (A.7), (A.8)
and (A.15) in the appendix, we get

n _ ’Il2 a2 n3a3
/ho(k) dk > —CE(dsé) 3/XZB _OWE/XQB —C‘BPR/X%. (105)

Now we use the assumption n > Cp|B| and that n < Cy|B|R™3 by Lemma 5.2

0> Hg> (Cn2 — Cnprl(dsé)*?’ — CnQR — Cn? a ) |B| max x%.

_1
By Condition 1 we have C' — C (&) — -C “2 > 0, if ¢ is sufficiently small, which is a
contradiction.

]

5.5 LEMMA (Lower bound on the energy on small boxes with A\; > p*%).
If B is a small box with Ay > ,0_% and 1 is a state with fized particle number n satisfying
(Y|Hp|p) <0, then

~ 3
(Hp) > Cerb(dl)ny + ZIn — p|BI['Us — Cpa

1 a1 v (k acl
- 1(27) d_p |]E/,|2) dk/ _CPQG(pad)zsl/XQBa
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where

Si = eo(pa’) 2

+ (\/padst) ' In (d‘%) + /paR

+ (y/padst) ™ + (pai”)*%% max{pR3, 1}. (106)

==

Proof. We estimate the non-quadratic part of Hp using Lemma 5.1 together with Lemma 5.4,

yielding n < Cp|B|. Since Up < C‘g‘

can be absorbed into the Neumann gap since (d¢,/pa)*> < crer by Condition 3. Hence we

by (28), this gives terms of the form Cpan, but these

obtain
Hyp — Hepoa > Corb(dl) 2n, + £|n — o|BIPUs — Cpa. (107)
We use Lemma 4.4 with ¢ = 0 to estimate the quadratic part
Hopad > %(zw)?’ /R ho(K)dk — Cnamin{ R, [ B max . (108)

Using the bounds (A.4), (A.6), (A.8) and (A.15) in the appendix, we obtain

%(2@—3/}@0(1{) dk > — i(%) 3(1 +Ceo)1 / Q;fﬁgf dk/
- Cp2adi5€1n (%) /XZB - C(pa)?’R/XQB
—C’pa(dsﬁ)_g’/xé. (109)

The second term in (108) is smaller than C'ny pa, since we assumed that A; > ,0*%, and may
therefore also be absorbed into the Neumann gap. Instead of estimating the term |n — p|B||,

we can use that if C7 > 0, then

1 n\?> 1 vl(k)
1 3 o1 [V
>— 12 |li]|€2) dk‘/ —Cp? a maX{ﬁR3 1}/XB (111)

To see that this is possible, we note that by (27)

-1
. [p 1 a
U > C’mm{ﬁ,R} R|B| max Y.
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The n?-term in (110) is therefore positive if § is sufficiently small and we can verify (111)

by optimizing over n and noticing that the optimal particle number satisfies n < p|B|(1 +
C% max{pR* 1}). O
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6 Estimates on the Large Box

From now on we will only focus on the large box, where we have [ x% = |B|. The following
lemma gives a lower bound for the operator Hg on the large box and is the starting point

for the bounds on n, and |n — p|B|| on the large box.

6.1 LEMMA. On a large box we have

1 1 D
iy > -y [ O nk) gy g

4 R |k |?
+Cbl™*n, — Cp*a| B/ pa3Ss, (112)
where
_3 1a dsl
Sy = (\/padsl) ™ + go(pa®) "2 — 7 VPaR + (/padst) ™! =
a2

+ (pa?’)’%R— max{pR* 1} + (y/padl) > <p a\B\\/pa3> (113)
such that Sy = S + (y/padl)™? <,0 a|B|+/pa? ) L. Here L is the contribution from the

small boxes with )\1 <p- 3 in (101).

Proof. We use Lemma 3.10, together with (18), and sum the contribution of the small boxes.
We use Lemma 5.5 for boxes with \; > p % of which we have less then Cd~3. For the small

boxes boxes with \; < p~ 3 we use Lemma 5.3. ]

In the end of this section we will choose our parameters such that the first term in (113)

is the largest, allowing us to write Sy = (y/padst)™>
6.2 LEMMA (Control of (n;) in the large box).

For any state on the large box, which satisfies

1 _ 1 [o(k
() < - 3(2m) % [E v + €yl s (114
we have
(ny) < Cp|B|v/ pa®Ss, (115)

where Ss = pal*Sy and Sy is given by (113).

Proof. Simply apply Lemma 6.1. ]
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The parameters S, S and S3 essentially originate from the a priori estimate on the small
box. By Condition 1 we have that 1 < & <« & < 83. The exact form of S, and hence
S3, is not important. With our choice of parameters and Condition 4 below we have that
S, < C(y/padst)~3, which asymptotically is slightly larger than 1. Note that Condition 4
ensures that the second term in (114), while being larger than the LHY-order, is of lower
order than the leading order term. We therefore have that (Hp) < 0 if the requirement in
Lemma 6.2 is satisfied and ¢ is sufficiently small. In this section we will introduce new error

terms and these will be smaller than the LHY-order.
CONDITION 4: We require

a
V/ pa3Ss < 6E.

6.3 LEMMA. If B is a large box and a state with fized particle number satisfies

1 _ 1 o1 (k)2
(t5) <~y (2m) %y [ B QhIBI+ ol s,

then n < Cp|B| and

2 ~
1 k)?
1) & S Bl - Cequartay/plBL (116)

1 -3
(Hquad) > — Z<27T> ( R B

where

(SIS

=l =

1 R
Equaa = (V/past) ™ + (Pag)ig +eo(pa’)”

+ (v/past)n <5_R£) + ep(y/padst) ' In (d—;€> .

Proof. We start with the bound on n. From Lemma 4.4, (A.2) and (A.16) we obtain

a

|Bi

20 a a

RiE

HQuad Z —0(85)73 |B|

n|B] —Cn
Note that n < C(pa®)2Ssn < Cd%n by Lemma 6.2 and that (Hp) < 0 by Condition 4
if § is sufficiently small. Assume that n > Cp|B|. It then follows from Lemma 5.1 that

(Hg — Hquaa) > C’nQﬁ if 0 is sufficiently small and we obtain the contradiction

02 (Hp) > (On® = On(st) 2™t = On* ;= On*aR™®) rp
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Hence n < Cp|B|. Now we use (A.4) together with (A.16), (A.18) and (A.22) to obtain a
lower bound on (Hquad)- O

The important difference to the estimate on the small box is that £quaq < 1 by Condi-

tion 4.

6.4 LEMMA (Improved bound on n on the large box).

If B is a large box and a state satisfies

1 1 ok
() < - 3(2m) % [UE v + €yl s
then
n — p|B|| < Cpl B (pa®)* Ss2. (117)

Proof. We use the bound on the non-quadratic part in Lemma 5.1, the bound on Hgyaq in
Lemma 6.3, the bound on n in Lemma 6.2 and, analogously to (111), a part of the positive

term |n — p|B|| to control the integral corresponding to the second Born term and obtain
-2 7 2
(Hg) > Cl*ny + §|n—p\B|] — C|n —p|B||ny —Cn —Cnny|Up
1 n\>1 [0y(k)?
-2 =] = dk|B| — Cp*av/ pa3| BlEqua

> [Cln = pIBI[ = Co*| B0, @

1 a2 o1 [Ty(k)?
= Jtem s [ b1 B - O/ Bl€qua — Crasg Bl
1 1
Hence |n — p|B|| < Cp|B| (pa®)* S32, by Condition 1. O

We will apply the following theorem, whose proof can be found in [13].

6.5 THEOREM (Localization of large matrices).

Suppose that A is an (N + 1) x (N + 1) Hermitean matriz and let A*, with k =0,1,..., N,
denote the matriz consisting of the k'™ supra- and infra-diagonal of A. Let i € CN*L pe
a normalized vector and set dy, = (1, A¥) and X\ = (¥, AY) = de (¢ need not be an

eigenvector of A). Choose some positive integer M < N + 1. Then with M fized, there
is some n € [0, N + 1 — M] and some normalized vector ¢ € CN*1 with the property that
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¢; =0 unlessn+1<j<n+ M (ie., ¢ has length M) and such that

(¢, Ag) <A+—Zk2|dk|+0§jrdk (118)

where C' > 0 is a universal constant. (Note that the first sum starts at k =1.)

We apply the theorem in the following way. Let ¥ be a (normalized) n-particle wave
function. Since the n-particle sector of Fock space is spanned by n,-eigenfunctions, we can
write U = Z m¥o, with W, normalised and n,¥,, = mV¥,, for m € {0,1,...,n}. This

lets us COHSlder the (n+1) x (n+1) Hermitean matrix A,, v = (V,,,, HpV,,/) and the vector
v = (co,C1,...,¢,). From the form of Hg we obtain that dy = 0 for £ > 3. In Section 6.1
we will show that |di| + |da| < Cp*a|B|%. We may assume that

1 a a1 [ (k)
<_ = 3 2

128
A p’alB 3 ) 119
+4mp’al wpa NG (119)

From Theorem 6.5 we obtain a (normalized) state, {/Jv, which has n-eigenvalues localized to

an interval of length M and an energy that satisfies the bound
(, Hpib) = CM ™2 (|dy| + |da|) < (¥, Hp D). (120)

We will spend the rest of this section on establishing a lower bound for (1;, H BJ). For this
purpose we introduce the following condition on M. Note that (120) also holds if we add
—£0AV on both sides.

CONDITION 5: We require
(i) M2 < C\/pa’S,
(ii) pIBIN/p3Ss = (/pat)*S < M.
From (120) and Conditions 1 and 5 it follows that

o " 1 3 o1 v (k')
(¢, Hpyp) < —1(27) P &) P

dk|B| + Cp*a|B|\/ pa3S,. (121)

Hence Lemmas 6.2, 6.3 and 6.4 apply to zl)v We obtain from Lemma 6.2 and Condition 5 that
ny < CoM. This gives the estimate () < C5" ' (n;)M™~! for the state . In particular,
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we obtain

(|2 ) < CM (bl |d), (122)

which we will use to ensure that Lemma 6.6 may be used for the state QZ

6.1 Control of d; and ds.

In this subsection we show that |d;| + |ds| < Cp?a|B |%. By definition d is the expectation
in the state ¥ of the terms with 1-Q) and 3-Q). From Lemma 4.2, equation (66), which

could have been stated as two-sided bounds, and that n < Cp|B|, we obtain by setting
[n—p|B]|
elBl

gl =c with ¢ sufficiently small and € =1

jda] = [, (Q1 + Q1 + Qs) V)]

< (n—p|B|)’ |a§| + C(Wpa((1+ 5" )ns + DIW) + 3(¥] Y QQiwn (i, 1;)QiQ5| V).
1<J

We can use Lemmas 6.2 and 6.4 together with Conditions 1 and 4 to see that

a _ a
(n — p|BI)* B C(¥lpa((1+e5" )ns +1)|W) < CﬂQIBME,

as long as we choose €3 to be a constant. However, we can not easily bound
(O[> Q,Qiws(wi, 1;)Q:Q;] ).
i<j
We may assume that
a
@’ZQ;‘QMB(%,%)@Q]-I\P} < Cp%\B\E,
i<j
since otherwise we get using Condition 4

a a
(V|Hp — Hquaa|¥) = Cln—p!BHQEﬂLsza\B\}—z? (123)

which would contradict (119) in view of Lemma 6.3. It follows that |d;| < Cp*a|B|%.
We now estimate dp, which with our notation corresponds to the second sum in the
definition of Q) on page 27, respectively the terms containing b*0* and bb appearing in

HQuaa- We bound |ds| using equation (86) with A and B as in (87). From Theorem 6.3 we
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know that

(\If|%(27r)_3 <n—1TB(kz2) B (k) — \/n2ra(k?) + 2n—1IBI—1TB(k2)W(k)> o / X5[)

< cp2a\3\%.

It is therefore left to show that

1
(‘I/|§(27r)_3n_1/7'3(/<;2)b2bk dk|¥) < Cp2a|B|}% (124)
and that
1 _
B 0 52m) [ Wa(k)bibedk|¥) < Colal Bl (125)

We show (125) first. As on page 30 we may assume that n, > 1. From (82) and Lemma 4.3

we then see that

|BI7H(¥] / W (k)bybi dk|W) = | B| (V] / Wi (k)a(Q(xse™)) na(Q(xpe™)) dk|¥)
< OB a(¥|nn,|¥)

< Cp®a|B|\/pa3Ss
< Cpa|B|=

where we also used Lemma 6.2, that n < Cp|B| and Condition 4.

We now show (124). Repeating the estimate for the lower bound on Hquaq with only half
of the term in (124) included would again give a lower bound of order p?|Bla% because the
second Born approximation to a would be calculated wrong to this order. If (124) would
not hold this would give that (V|Hquaa|¥) > 0, which contradicts the assumption in (119).

Hence we arrive, as stated on page 45, at the estimate

|dh| + |do] < cﬁum%. (126)
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The following lemma will be used to control the expectation of the second term in Qjs,

see (66), in the state ¢ when g3 > 1.

6.6 LEMMA. With

hi=) —ell;— e ) QiQun(wi 7;)QiQ; (127)
=1 i<j
we have
(v, hp) = 0, (128)

provided o (1), ny1p) > Coes s (¥, n3y) with Cy sufficiently large and depending only on vy .

Proof. The operator h acts in Fock space and commutes with n. In fact, h only depends on
the excited particles in the following sense. We can identify the Fock space as F(L?(B)) =
F(QL*(B)) ® F(PL*(B)). In this representation h is an operator acting only on the first

factor. In a fixed n, subspace of this factor the operator has the form

h = Z ( — 50Aﬁv — €3 Z QinwB(%‘a%‘)Qin)-
i=1

J=i+1
If ¢ is in this subspace, we have
n4 ny
W) =3 (=0l ) =0 > (W wn(as,z)v) ).
i=1 j=it+1

Note that a function ¢, orthogonal to constants, i.e., ¢ € QL?(B) satisfies the Sobolev
inequality (¢, —AN¢) > C||¢||2. This implies that if ¢ is normalized, then

ny ng
Z/solviw(azl, U | = Z wp (@i, ;)| (wy, .z, )P day - day,,
i—1

j=i+1

= n+/50]V1¢(x1,...,xn+)|2 —53("+271)w3(x1,x2)|w(x1,...,xn+)|2dx1--- dz,,,
) 3
[ (G = erblon - o) ([t mn) P ) dayeo- o,

<C50n+ — Ce;;ni%) / (/]1/)(:101, . ,xn+)]6dx1> dag - - - da,,

>0

- )

v

v
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where we have used that fwB(x,y)% dx < CfW(x—y)% dz < CfUR(gg)% dz < C (%) )

6.2 Obtaining the LHY-Constant with Error Terms

CONDITION 6: We require
a
€0 > CEgEM.

From (122) and Condition 6 we obtain that the requirement in Lemma 6.6 is satisfied
for the state 1. As mentioned on page 28, we can not absorb the second term in (66) into
the positive term <QZ, QuZ) if 3 > 1, but we can use the kinetic energy —sOAﬁ[ that we have
saved in Theorem 3.10. Applying Lemmas 6.2, 6.3 and 6.6, we obtain the lower bound

(W, (—Ce3'nny Up — 20N — £3QQuip(z,y)QQ) ¥) > —Cp?a|B|(pa®)2Ssezt,  (129)

where —goA is the kinetic energy that we have saved in Theorem 3.10.

The estimates on ny and |n — p|B|| in Lemma 6.2 and 6.4 do not give sufficiently good
bounds on (1|Q4|¢). This problem is resolved by estimating Q) together with Hquaa, ie.,
using Lemma 4.4 with ¢ = 1 instead of o = 0. As already explained on page 33, this
gives the additional term —|n — p|B||?*Up, which exactly cancels the first term in Qy, and an
additional term, which is much smaller than the LHY-order. Choosing ¢/ = (p|B|)"2 M3

we have

($1(Qo — In — p| BII*) + QF + Q41¢)
> — ({/;] [—C\n — p|BlIny + ni —ng—¢&j(ny +1)ng — Cs’{_lni — Cnﬂ Z/{B|1Z>

> — Cpa| B|\/pad(pa®)18; — Cp?a| B/ pa®Ss(p| B|) 2 M. (130)

It is left to estimate the integral appearing in <1Z|HQuad + Q)Y |B| L

The value 4#% for the LHY-term is obtained by integrating over values of k close to
V/pa after essentially subtracting a part of the second Born term. For the following estimate
we note that [ x% = |B| on the large box and that for a lower bound ng may be replaced by

n in the expression for hg since hy < 0 as explained in (A.5) in the Appendix.

1 1 n2W (k)2
—(2n 3/ ho(k) + = —————dk|B|™ 131)
2% e 2 B P (
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—

Loy s g Wk . aWk) 1 nPW(k)?
52 /<s@1<|k|<R1 B(“(\/l”BrB(k?) ! BrB<k2>+2|B|2m<k2>2) 4

>
Loy s ) nW(k) . aW(k) 1 nPW(k)?
> 507) /<3@-1<|k|<3-1”“' Wl B0 T Bl 2 BQTBW)?) o
— C(pa)® [(e0 + e7)v/pa + (st) " In (/past)] — C(pa)® ((50 ter)(pa) 2 + (sé)’l(pa)’1>
(132)
> gm [ (VI RO 1= O GO ) d

— C(pa)? [(e0 + e7)/pa + (s€) " In (y/past)]

—o [ PP (SR + Clea®)iSE] ak
(s£)=1<|k|<(pa)®

—e [ PGk [HR) + Cloat) s (133)
(pa)? <|k|<R-1

1 — _ _ 1 45 - _
> 10n | (VT TR0 — L= pTROH ™ + TR0 ) ab
2 (s0)~1<|k|<R~1 2

— C(pa)® [(e0 + e7)v/pa + (s) " In (/past)]

1
~ Clpa)} ((pa) s R+ (pa)1ST ). (134)
W nW n2W(k)2 . spe
In (132) we used that /1 + 2% -1 - IBIZ;((}ZL) + %|B|2‘f;((?2)2 is positive and can be

bounded by C(pa)?|k|=* if |k| < (pa)? and C(pa)®|k|=C if |k| > (pa)z. To arrive at (133),
we note that if f(z) = V1422 — 1 — z + 2%, then f'(z) = (1 + 2¢)"2 — 1 4+ z and
0< HL:C —1+z< f'(x) Smin{x,ng} for x > 0.

Recall that |7 — p| < Cp (pag)% Ss2 by Lemma 6.4 and that W (k) > (1—3(kR)?) [ vg(z)dz
by (88) if |k| < R~'. Hence

(k) _ (0)

vr(0)|k| 7 — <

(SR + C(pa®)isy] (135)

We now note that

1 S— - 1, =
5007 [ (VIT B0 1= g + ATk ) ak

(st)~1<|k|<R-1

(136)
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1 g 5 1
= 2m)(pR(0) / — P = 1+ (R T 202 + k| s (137)
(s@*l(p@m))*%<|k|<R*1<p@<o )%
> dmplar f\/pa — C(pa)3[(s)~ (pa) "% + R(pa)?], (138)

using that a = 870z(0) + O(R™) and that [o, —[k|* — 1 + |k|>\/1 + 2|k|~2 + 3|k[ 2 dk =
2 in (138), with the integrand being dominated by %\k|2 if k is sufficiently small, respec-
tively C|k|=4, if |k| is sufficiently large. From (A.16), respectively (A.4), (A.17) and (A.18),

we obtain

[ mmanst s [ nm s 2 - Cosn - jem [T

|k|<(s0)1 |k|>R—1 |k|>R—1

— C(pa)®R. (139)

Subtracting the term we added in (131) to the integral in (139) gives

1 n? W(k)?
——(27 —3/ ————2_dk, 140
177 fo s TBE 75 (140)

which is related to the second Born term and is estimated using (A.22).

6.3 Final Bound for the Error Term
In this section we show that

128
15/

(Fl-zonl + Hal )| B 2 mp? () ol ) (aa)
with ay as in (8). In fact we obtain an explicit bound, which only depends on R and p. It
then follows from (120) and Theorem 3.10 that Theorem 2.1 holds, which in turn implies
our main Theorem 1.1.

We have accumulated quite a number of error-terms for the quantity (| Hg|¢)|B|™ and
these can be bounded by Cp*ay/pa®E; with

for (129): & := Ssze3!

=
I

for (130): & = 3 &li] = (pa®) 187 + Sa(p|BI)-

i=1

M
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for (134): & := R

|
&
=
i
Q)
()
+
(@)
S
+
—
2
Q
V)
[
SN—
L
_
B
Ve
2
IS
Va)
~
N—
+
—~
)
IS
w
N—
S
.
+
—
)
IS
N~—
I

for (138): & := 254[2'] = (pa)_%(sf)_1 + (,OCL)%R
for (139): & := 255[2'] = (pa)"2(s0) " + (pa)2 R
for (A.22): & := Zé'ﬁ[i] = (paS)_%Eeo + (pab)_%(sé)_1 In <%) + (pa3)_%5Té In (%) :

We now arrive at

1 -3 -1 1 -3 2/ @U“)Q o 128
_ > — = K
2(27) / ho(k)dk|B|~" > 4(27r) p T dk + 4mp a15ﬁ\/ pa

— Cp*ar/pad (Es + Ex+ E + &) . (142)

keR3

Further we introduce

for (85): & = S3(p|B|)™"
for (90): & := Ss(R/0)*M
for (120): & = M~%(pa®)~2

=Vl

9
all errors: Eiotal 1= Z&-.

i=1

With the above notation we obtain using Condition 1, (120), Lemmas 6.2 and 6.4 that
N -1 2 128 3\ 1
(U] —eoAY + Hp|W)|B| ™' > dnp? (a2 + ———a ((pa ) — C&otal) L (143)
15/

All contributions to Ear can be chosen to be of order o(1). By choosing our parameters

carefully, we find an explicit upper bound for £y in terms of p, R and a. We choose

R
€3 = C38O—M_1, (144)
a

where c3 is a small universal constant, which ensures that the requirement in Lemma 6.6 is

satisfied. Observe that only the error terms

_1
2

o(pa®) and Szezt = cnggsal%M (145)

= =
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depend on ¢y. We choose
L5311
g0 := S35 (pa”) 1 M2, (146)
since then

£ = Sse5! = 65\ S5 2er' M = C(pa®) 2

- 70 = E[1. (147)

We choose e as small as possible without violating Condition 3 by setting

er = ¢t (y/padl)®. (148)
Recall that the term so(pa?’)_%% appears in S;. With ¢, as in (146) we have

co(pa®) 2 Mz, (149)

We impose the following condition.

CONDITION 7: We require that

_1
2

< (Vpadst) >, (150)

==

50(,0563)

Applying Condition 1 and 7, we may write

Sy = (y/padsl) ™, (151)
Sy = Sypal® = (pa®) 2 (d—sg) B (£>2, (152)

a a

where S, is the quantity introduced in (113), which collects the error terms that we obtained
on the small box. Note that this is a weak condition, since so(pa?’)_%% also appears as the

error term &g[1]. Condition 5 (ii) requires that we choose

A 3
M > p|Bl\/padSs = pa* | - (i) : (153)
a dsl
In fact we will choose M even larger if R is small, since otherwise the term & will be large.
That Condition 5 (i) holds, follows from Condition 1 when we show that the error term &
is small, since

a
E/\/fz = (pa®)2&,.
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From (153) we have
3
& = (pa®)iS; + S3(p|B|) 2 M?> < 283(p|B|) 2 M. (154)
By Condition 1 it is clear that & < &; < & and with the choice for er in (148) we obtain

53[5] = \/p_aR = CT\/p_CLR(\/Mdg)_QET

= CT<,0(13)_%SZR (é)Q ep

< 5cT52(pa3)_%isT In dst < &3] (155)
dst
Thus & < & + &[1]. By Condition 1 p~3 < dds¢ and hence
& = Wp—ads@—S% < §%s(pa) 2 (st)"! < E4[1]. (156)

Since we chose M > 2, it follows, again from Condition 1, that

& = S3(RJ0O™ < Sy(R/0)* = (pa®) > (%)2 R (%)3 < 8°s2(pa)iR.  (157)

We are left with error terms of order

SO e (B (0
(%5) Tt gmi et () (1) M (158)
+ (pa) 5 () + (pa)s~dL + (pa®) 3 5 M

3
Note that (%£)"2 (pa3)_%§ > §~1(pa®)~1 by Condition 1. Optimizing over M shows that
= (. This is why we have n = == in our main theorem

have t ire limRp~3 (pa®) 3
we have to require plg(l)Rp 3 (pa’)so 30

1.1.
The first term in (158) is larger than the second term if

% > (pa®)~3 <%>_g (g)_ (159)

Note that (159) holds if £ is close to (pa?)~16 and we therefore have to choose ds¢ and ¢
close to (pa)~2. In Condition 5 we required that M > (\/pal)3S; = (pa?) (%)_3 (5)5 For

small R it is advantageous to choose M larger than this bound.
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We use the following choices for M:

= (5 (@) (') s

6.4 Choices for the Parameters d, s, and /

ulw
o

il

(2 (5) @)

Up to a constant factor we will choose our parameters in the following way.

Case I:
_ 13M+5

If & < (pa®)~931%2, we choose

R —2M+4 R —10 g R M—2

—3M+6 3M-—4 _3 3M—4 M7 3M—4
d= (pa3) BM—20 | — — (pa3>31w—4 _ - = (pa3) BM—20 [ —
Y 9 Y
a a a a

1 3

0, also s < 1,dl < (pa)~2 < s.

1 18M+419

(159) holds with this choice of parameters provided £ < (pa®)"10 4w . We have that
My > M, if % < (pa®)~ 5372 . For the error terms we obtain the bound

such that ds= 5 =1, ds{ > p~% and, since B> (pa®)~

=

[(pag)‘%i(§%>]3M_4- (160)

Case II:
3M+5 116 M+23

If (pa®)~ shrre < B < (pa®)~21r+56 - we choose

— q —

7%\{[\{4»8 _% f 2?\5 4

_ 15M+10 3M+2 15M+10

0 = (pad) (E) 5= (¥ (E) L ey (5) |
a a a a

We have ds 5~ = 1, ds¢ > p~3 and, since > (pa®)~i, also s < 1,d0 < (pa)~2 < s.

Note that ds¢ > R if £ < (pa®)~ %, Bquation (159) holds with this choice of parameters

provided £ < (pa?’)_%i%ﬁg. We have that M; < M, if & (pa?’)_%sfjv\ﬁ;. Note that

3\ — 1 3M45 gy — L 16M+23 8M+9
(pa®)~9 32 < (pad) 217+ < (pa3)” T7a+2% ., For the error terms we obtain the bound

2
w1 (8
[@a) (a>
Case III:

_116M+23 8M+14
If (pa3) 2 TTM+36 < S (pa3) 17M+36 . we choose

—M+12
15M+10

(161)

d = (pa®) 17%11236, s = (pa3)#+367 ¢ = (pa3)—1971\z@++1376’
a
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M+14

such that R < dsf provided % < (pa®)~ T7arss | It is easy to check that the other equations in

116M+23

Condition 1 hold. Equation (159) does not hold with this choice, provided £ > (pa®)™> 17733 .

For the error terms we obtain

(pa3)% T7M+36

Case IV:

_BMt14
If % > (pa3) 170M+36 . we choose

2M—4 10 —M+2

d= et ()7 st () ey W ()T
a a

a a

It is easy, to check that Condition 1 holds. Equation glm\% does not hold. We choose M,

. > 3 11M 423 ) 23
if (pa®)"1mress < & < (pa®)TE o0 For £ > (pa®)75 9473 we may choose Mj. For the

error terms we obtain

PNE:
@)

This completes the bound on the error term w in Theorem 2.1.

NI

(o0

6.4.1 Graphs
Note that if R is of the form £ = (pa®)”, then we can write o = (pa®)? with y depending

on x. The same holds for our choice of d and f See Figure 1.

—_— St

0.04 0.010 1
~0.1 0.008
=0
. —0.2 ‘% 0.006
a <
o
3 .
-0.3 A < 0.004
—041 0.002 -
—0.5 A
0.000 A
—0.300 -0.325 —-0.350 —0.375 —0.400 —0.425 —0.450 —0.475 —0.500 —0.300 -0.325 —-0.350 —0.375 —0.400 —0.425 —0.450 —0.475 —0.500
£ =(pa®) B = (pa®)*
(a) f and d depending on R. (b) &total depending on R.

Figure 1: Choice of parameters and estimate on the error term Eioa depending on R for
M = 20. The graphs have been produced using Pythons matplotlib and numpy packages.

Our choices for our parameters depend on the choice of M due to Condition 2. As M
increases, the bound on &, is improved and the range of the plateau corresponding to Case

IIT above becomes small.
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A Appendix

Throughout this appendix we will assume that n > 1 and that the condition on n|B|™! in

Lemma 4.6 is satisfied, so that by Lemma 4.4 we have the lower bounds

1
Hauad > 5(27?)_3/ ho(k)dk — Cnyamin{R >, |B|™'} max %

R3

ho(k) > — (n_lTB(kz) + |B|_1/W7(k) — \/71—27'3(162)2 + 2n—1|B|—1TB(k:2)/W(k)) no/xé.

(A1)

A.1 Bounds for the Quadratic Part of Hp

We estimate the operator valued integral £(2m)™® [ ho(k) dk using the following facts.
Around z = 0 we can write /1 + 2 = 14 3z — g2 + 152 + O(2*) yielding the bounds

1 1 1
1+§az—C:r2§\/1—|—x§1+§x—§x2—|—0x3 (A.2)
1 1
Vit >1+ 3%~ ng (if and only if x > 0) (A.3)
1 1 1
1+§x—§x2—0x3§\/1+x§1+§x. (A.4)

If B is either a small or a large box, we have for all k € R?® that
ho(k) < 0. (A.5)

This is easy to see. If B is a small box and |k| < (dsf)~!, then 75(k*) = 0 and /W(k) >0
by (88) since (dsf)~ < R™'. For |k| > (dsf)~' we use (A.4). For the large box the claim
is proven analogously. We may therefore replace ng by n in (A.1) when bounding hy from

below.
A.1.1 Estimates on the Small Box

m5(k?) = 0if k| < (dst)~! while W (k) > 0if |k| < R~L. Since vI+z > 1 if z > 0, we have

ho(k) dk > — / %Vv\(/@) dk / Xp > —C%a(dsg)—?’ / X5 (A6)

|k|<2(dst)—1 |k|<2(dsf)—1
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Using (A.3) for 2(dst)™* < |k| < R~! and (A.4) for |k| > R~ gives

1, 1 / 1 n? W(k)? / ) nd Wi(k)3 / )
- > = o — — _
2(2%) / ho(k) dk > 2(27?) 3 B 75 (2 dk [ x5 —C B (k22 dk [ x5

|k|>2(dst) 1 |k|>2(dst)~1 |k|>R—1

(A7)

Since 75 = (1 — £o)[|k| — (ds€) ™12 > C|k|? if |k| > 2(ds€)~* and [W (k)| < W(0) < Ca, it is

easy to estimate the last term in (A.7)
nd W(k)? 5 n® a? n?
—_—— dk < ————dk [ x5 < C—=d® / . A.
| e [ =€ [ s b Opper [ a9
|k|>R—1 |k|>R—1

The integral 1l % dk is related to the second Born term and we have to estimate
|k|>2(dst)~1
it carefully. On the small box we have vg(z) < W (z) < vg(z)(1 + C()?), as explained on

page 11, such that

lor = Wlls < CCEPllvalls. (A.9)

Since vg(z) = 7z v1(%), we have Ug(k) = 01(RE) and that

/ Ol 2) dk = — % dk. (A.10)
k2501 |k R Jygs20s0-1r 1Kl

Note that
lorlls = R2[[va]]s
and for f € L3(R®) by the Hardy-Littlewood-Sobolev inequality (see [20] Cor 5.10) we have
J1FwE k< cllf (A1)
On the small box we have for |k| > 2(dsf)™*

(k%)™ < (1 + Ceo)|k| ™2 + C(dst) k|73, (A.12)
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We use the Cauchy-Schwarz inequality (A.9) and (A.11) to obtain the estimate

W (k)2 Tr(k)?
/ ( 2) dk‘ S / UR( 2) dk
k|>2(dst)~1 |K| k|>2(ds¢)~1 |K|

|k|>2(dst)—1 |k‘2 |k|>2(dst)—1 ’k‘Q

W (k) — r(k)|?
+/ (W (k) = Br(R)]* |
k| >2(dst)~1

=

|k
1 / 1)1(]{3) )
<= dk + C||W —vglle||lvr|ls + C||W — vgl|3
R Jij>2(ds0)1R R I rllgllvrlls | RHg
1 vy (k)? (R)2a2
=35 dk + C i A3
R Jigs20s0-1r K| dt) R ( )

Using ]W(k)] < Ca, gives

/ W (k)2 k|3 dk = / W (k)2 k| dk+/ W (k)2 k|
|k|>2(dsf)—1 2(dst)—1<|k|<R~1 |k|>R-1

gc/ W(0)2|k|*dk + R W (k)2 k|2 dk
2(dst)—1 R<|k|<1 [k|>2(dse)~1

fam 2
< CaIn (d%) +R/ WARY g,
R kl>2(ase)-1 |kl

dst
< Ca?l . A14
a n( I > ( )

Combining (A.12), (A.13) and (A.14), we arrive at

W (k)2 W (k)? W (k)?
/ D iciresy [ Ty o [ T,
|k|>2(dst)—1 TB(k ) |k|>2(dst)—1 ’k\ |k|>2(dst)—1 W

1 [ 5y(k)? dst
§(1+C€0)}—%/ -k Ca ﬂl (R). (A.15)

In the last inequality we used that the second term in (A.13) and the positive term
(1 + 050

v1k

fk;|<2(dsz) 1 Tae Ak by Condition 1 are bounded by the last term in (A.15).
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A.1.2 Estimates on the Large Box

On the large box we have 75(k?) = (1 —o)(1 —e7) [|k| — %(sﬁ)’l]i + (1 —eo)er [|k| — %(dsﬁ)*l]i
and [ x% = |B|. Hence

ho(k) dk > — / |B|W(k:) dk/ C’Ea(sﬁ) 3B|. (A.16)
k| <(s£)~1 k| < (s0)~1

Analogously to (A.7) we have

%(271’)3 / ho(k) dk > ~(27)~3 / _ L Wk) dk;yB|—C/ nt Wik dk|B|.

2 2|BJ* 75(k?) [BP 75(k)?
|k|>(s)—1L |k|>(s)—1L |[k|>R-1
(A.17)
The last term in (A.17) is estimated in the same way as the last term in (A.7)
n? W\(k)S 9 n?
— dk < C dk|B C’— *R|B. A18
/ |B|3 TB(kQ)Q /XB — / |B|3 |k‘4 ’ | — |B|3a | | ( )
|k|>R—1 |k|>R—1

On the large box we have vg(x) < W(z) < vg(z)(1 4+ C(%)?) and therefore, similarly to
(A.13),

17 (1:)2 ~ a2
/ WE 41 g/ G et (A.19)
|k|>(s€)—1 |k| |k|>(s€)~1 |k| ¢
Similarly to (A.14) we have
- 2 _3 2 56
/ W (k)2 |k dk < Ca®In (—) | (A.20)
k| > (s£)~1 R
Since
- (1+ Cey+ Cer) |k|72+ C(st) k|3 for (sf)~ < |k| < (dst)™*
TB(]CQ) 1 S
(1+ Ceo) |k| 2+ C ((st)™ +ep(dst)™) |k|™2 for |k| > (dst)™!
(A.21)
we have
W (k)? / W (k)? LW (k)
dk < (14 Ceg+ Ce ——— 4+ C(st dk
/WM () W= AFCOTCD) Jo s BT T
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W (k)?

—|k’|3 dk

W (k)?
+ (1 + 050)/ ( 2)
k| >(dst)~1 |K|

vr(k)? a a’R
< dk 4+ Cega— + C——
/|k><s@1 ER "R P

+C ((sO)" +ep(dst)™)

+ Cepa®(dst)™"
+ C(sf)ta*In (S—Rﬁ) + Cep(dst)'a*In <a%€>

vr(k)? a 1o, (st
< / W dk + C{':OGE + C(SE) a’ln E

+ Cerp(dst) 'a*In <C%£> . (A.22)

In the last inequality we used that C' i—?a and the positive term f|k| <(s0)-1 % dk by Con-
dition 1 are bounded by the second to last term in (A.22).
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