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Preface

This thesis has been prepared in fulfillment of the requirements for the PhD degree at the Depart-
ment of Mathematical Sciences, Faculty of Science, University of Copenhagen, Denmark. The
work has been carried out under the supervision of Professor Mogens Steffensen and Jesper Lund
Pedersen, University of Copenhagen, in the period from October 1, 2011 to September 30, 2014.

The main body of the thesis consists of an introduction to the material in the thesis, and five
chapters on different but related topics. The five chapters are written as individual academic
papers, and are thus self-contained, and can be read independently.
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Summary

This thesis consists, in excess to an introductory chapter, of five papers within the broad area of
life insurance mathematics. The last of the papers can also be considered as within the area of
non-life insurance mathematics. There is no unifying topic, but many recurrent subtopics.

In the first paper, we consider a market where the interest rate and mortality intensity are
modelled as affine processes. The market consists of zero coupon bonds and longevity bonds and
we do not assume that the price processes are martingales under the real measure. In this setup
we find an optimal hedging strategy for a portfolio of general life insurance contracts by using
the criterion of local risk-minimization.

The second paper studies expected policyholder behavior in a multistate Markov chain model
with deterministic intensities. Valuation techniques in the cases where policyholder behavior is
modelled to occur independently or dependently of insurance risk, respectively, are discussed and
studied numerically. The impact (quantitatively and computationally) of different simplifying
assumptions are investigated for representative insurance contracts.

In the third paper, we derive worst-case scenarios and reserves in a life insurance model in the
case where the interest rate and the various transition intensities are mutually dependent. The
calculations are based on deterministic optimal control theory. The results of a single insurance
contract are extended to inhomogeneous portfolios of insurance contracts and various numerical
studies are presented. These studies qualify the standard formula of Solvency II.

In the fourth paper, we study the class of affine processes. We obtain transform results which can
be used for valuation of life insurance contracts modelled within general, hierarchical, multistate
Markov chains. The affine setup makes the calculations computationally tractable because we
only need to solve systems of ordinary differential equations and not partial differential equations.
The setup allows for mutual dependence between interest rate and transition intensities which
makes it possible to e.g. model interest rate dependent surrender rates.

Finally, the fifth paper obtains optimal surplus distribution strategies in a model with infinite
time horizon where assets and liabilities are modelled by correlated, geometric Brownian motions.
The controls considered are, that we either increase liabilities or decrease assets. The increase
of liabilities could be used in the modelling of non-for-profit mutual funds or pension funds. On
the other hand, the decrease in assets could be used for modelling of for-profit companies. We
impose a simple solvency constraint and prove optimality of barrier strategies, where the barrier
is defined in terms of the funding ratio. We also study barrier strategies within a model with a
more advanced solvency constraint, where the allowance of controlling either liabilities or assets,
when the funding ratio is between a lower and upper barrier, depends on which of the two barriers
that have been crossed last. We also consider barrier strategies under the assumption that ruin
must be prevented which is done by either decreasing the liabilities or by capital injections. All
the results are illustrated numerically.
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Sammenfatning

Denne afhandling bestar, i tilleeg til et introduktionsafsnit, af fem artikler indenfor the brede felt
af livsforsikringsmatematik. Den sidste artikel kan ogsa anses som veerende indenfor skadesforsik-
ringsmatematik. De fem artikler har ikke noget overordnet emne, men der er mange underemner,
der gar igen i artiklerne.

I den forste artikel betragter vi et marked, hvor renten og dedsintensiteten er modelleret som affine
processer. Markedet bestar af nulkuponobligationer og longivity obligationer, og vi antager, at
prisprocesserne ikke er martingaler under det sande mal. I dette setup finder vi den optimale
afdackningsstrategi for en portefglje bestaende af generelle livsforsikringskontrakter ved kriteriet
lokal risikominimering.

Den anden artikel undersgger forventet policetageradfeerd i en flertilstands-Markovkaede model
med deterministiske intensiteter. Beregningsteknikker, for de tilfeelde hvor policetagernes adfserd
er modelleret som afhaengig eller uathaengig af forsikringsrisikoen, diskuteres og studeres numerisk.
Effekten (kvantitativt og beregningsmeessigt) af forskellige simplificerende antagelser undersgges
for repraesentative forsikringskontrakter.

I den tredje artikel udleder vi worst-case scenarier og reserver i en livsforsikringsmodel i det tilfzel-
de, hvor renten og de forskellige overgangssandsynligheder er indbyrdes atheengige. Beregningerne
er baseret pa deterministisk optimal kontrolteori. Resultaterne for en enkelt forsikringskontrakt
udvides til inhomogene portefgljer af forsikringskontrakter, og diverse numeriske studier praesen-
teres. Disse studier kvalificerer Standardformelen fra Solvens II.

I den fjerde artikel betragter vi klassen af affine processer. Vi finder transformationsresultater,
som kan bruges til beregning af livsforsikringskontrakter modelleret indenfor generelle, hierar-
kiske Markovkaeder med flere tilstande. Det affine setup ggr udregningerne beregningsmaessigt
medggrlige, idet vi kun skal lgse systemer af ordinsere differentialligninger og ikke partielle diffe-
rentialligninger. Setuppet tillader indbyrdes athzengighed mellem renten og overgangssandsynlig-
hederne, som ggr det muligt f.eks. at modellere renteafhsengige genkgbsrater.

Endeligt finder vi i den femte artikel optimale strategier for udlodning af overskud i en model med
uendelig tidshorisont, hvor aktiver og passiver er modelleret ved hjelp af korrelerede, geometriske
Brownske bevaegelser. Kontrollerne, der betragtes, er, at vi enten gger passiverne eller mindsker
aktiverne. Forggelsen af passiverne kan bruges i modelleringen af non-profit mutual funds eller
pensionsfonde. P& den anden side kan mindskelsen af aktiverne bruges i modelleringen af for-profit
selskaber. Vi indfgrer en simpel solvensbegraensning og viser optimalitet af barrierestrategier,
hvor barrieren er defineret i forhold til funding-ratioen. Vi undersgger ogsa barriererstrategier
i en model med mere avancerede solvensbegransninger, hvor tilladelsen til at kontrollere enten
passiver eller aktiver, nar funding-ratioen er mellem en gvre og en nedre barriere, afheenger af
hvilken af de to barrierer, der blev krydset sidst. Vi undersgger ogsa barriererstrategier under den
antagelse, at ruin skal forhindres. Dette opnas ved enten en mindskelse af passiverne eller ved en
kapitalinjektion. Alle resultaterne er illustreret numerisk.
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Chapter 1

Introduction

This chapter gives an overview of the contributions of the thesis and highlights some of the
connections between the five separate papers, which circles around many of the same themes but
consider these from quite different perspectives. None of the papers are continuations of each
other nor are they using results of each other as foundation. Several of the chapters address how
to react to parts of the Solvency II legislation. These reactions include how to reduce the solvency
capital requirement (SCR) and how to make the more advanced compulsory calculations more
tractable seen from a numerical point of view.

1.1 Local risk-minimization

In Chapter [2 we consider the problem of hedging an insurance payment stream for a portfolio,
where the lives of the policyholders are mutually independent and identically distributed con-
ditional on the mortality intensity. The affine framework is chosen to make the calculations
tractable such that the insurance reserves can be calculated by solving ordinary differential equa-
tions (ODEs) instead of partial differential equations (PDEs). The work is partly motivated
by the increasing interest for mortality derivatives, see Blake et al| (2008]), Blake et al.| (2010)
and Blake (2011), and the increasing improvements in life expectancy seen over the last decade,
which exposes life insurance companies and pension funds to a non-diversifiable risk. This work
is inspired by |Dahl et al.| (2008) but here we don’t require the discounted price processes of the
traded assets to be martingales under the real measure. Moreover, we focus on longevity bonds
instead of survivor swaps. The quantitative impact studies relating to the Solvency II legislation
have shown, that especially longevity is a major risk which requires a lot of capital. By hedging
the longevity risk, the companies can reduce their solvency capital requirement, and the chapter
analyses how this can be done in an optimal way.

The interest rate is modeled by an affine process, the financial market consists of zero-coupon
bonds and a longevity bond, and the number of survivors is modeled via a double-stochastic pro-
cess, where the mortality intensity is driven by a time-inhomogeneous CIR-model. The longevity
bond is a mortality linked derivative paying a coupon, which is proportional to the actual number
of survivors in a portfolio. That is, the payment process of the longevity bond is given by

dAYB(z,t) = (n—N(z,t))dt, 0<t<T,

where n is the number of insured lives and N(x,t) is the numbers of deaths in the portfolio at
time ¢t. The payment stream, we are hedging, is quite general and covers the most common life
insurance products. Because the market is incomplete, we cannot hedge the insurance payment
stream perfectly. Instead we use the quadratic criterion “local risk-minimization” to find the



best way of hedging the risk. Local risk-minimization was introduced by |Schweizer| (1988) as a
generalization of risk-minimization to the case where the price processes of the traded assets are
not martingales under the real measure, which often is the case in practice. The chapter extends
Dahl et al. (2008) to the case where the price processes of the traded assets are not martingales
under the measure used for determining the optimal strategies.

The criterion local risk-minimization, which is equivalent to risk-minimization in the martingale
case, is that one minimizes the conditional expected quadratic deviation between the costs today
and the costs at termination time in a local manner. That is, one tries to make the strategy as
close to selffinancing as possible (in a quadratic sense). To obtain the risk-minimizing strategy
we find the value of the reserve under a class of equivalent martingale measures, the real measure
and a specific martingale measure called the minimal martingale measure. Here, one of the
challenges is that we need to prove that the minimal martingale measure exists (is a well-defined
probability measure) for the market, which in general is not the case when the price processes
of the assets have jumps. The value function of the reserve under different measures helps us
construct the local risk-minimizing strategy in an explicit way and finally checking that various
technical conditions are satisfied. The overall form of the optimal strategy resembles the optimal
strategy found in Dahl et al.| (2008]) in some ways but various terms are calculated under different
measures. The size of the impact on the strategy of these differences depends of course on the
differences between the measures and the other parameters of the model. Also note that local risk-
minimization requires calculations of the reserve under the minimal martingale measure where
interest rate and mortality intensity are not necessarily affine processes. That is, we are forced to
solve PDEs. In summary, it is possible to find the local risk-minimizing strategy under the correct
measure but it comes with a fairly high price in terms of technical challenges and computational
workload.

1.2 Policyholder options and affine processes

Chapter [3| deals with calculation of life insurance reserves where we take expected policyholder
behaviour and options into account in a computationally tractable way. The policyholder behavior
we think of here are the surrender option and the free policy options, which means that for a
disability product, we want to calculate reserves and cash flows in a Markov chain model like
the one illustrated in Figure There is a wide range of options for modelling of policyholder

i
Disabled

ai

fa ‘uai fi

Active, free policy Disabled, free policy
fd

Dead, free policy

Figure 1.1: State space for a disability model with lapse.




behavior. One extreme option is to assume that the policyholder exercises options based on an
economically optimal strategy meaning that the reserves should be valuated like American type
options. However, it is highly questionable whether the average policyholder has the information
and knowledge to exercise these options when beneficial. Moreover, many contracts are linked
to a job making these behavioral options more difficult to exercise. Another extreme approach
is to assume that the intervention options are exercised completely incidentally, which allows us
to model the transitions of the Markov chain by deterministic intensities. In between these two
extremes are models where the intervention intensities depend on interest rates or other internal
(to the model) variables. These models also include the cases, where the intervention intensities
are split into rational parts and irrational parts. In Chapter [3] we take the extreme approach to
have an intensity based model with deterministic intensities, whereas Chapter [5| deals with the
approach in between, where intensities for example can be linked to the interest rate.

Figure[I.]]illustrates the case with dependence between insurance risk and behavior risk in the way
that you e.g. cannot exercise the free policy option in state “Disabled”. This dependence between
insurance risk and behavior essentially arises from the product design. One of the main points of
this chapter is to study and relate formulas and numerical results in the two cases of dependence
and independence, respectively. The chapter shows formalistic and computational advantages
and disadvantages under different simplifying assumptions in the case where dependence is part
of the contract design. The numerical part studies the effects (is it beneficial or not to take
behavioral options into account for insurance companies) for some standard contracts. It also
quantifies the impact of using various simplifying assumptions. An example of this quantification
can be seen in Figure [[.2) where one also observes that the effect of using simplifying assumptions
depends on the type of the contract.
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Figure 1.2: The technical reserve, the “dependent” reserve (including reactivation), and the two
market reserves without behavioral options. Left plot is for a “new policy” and the right plot is
for an “old policy”.

In Chapter |5| we present a theoretical framework for valuation of life insurance contracts within
a Markov chain model by solving ODEs instead of PDEs in models where the interest rate and
the transition rates are modeled as stochastic processes. This is e.g. motivated by the Solvency
IT legislation that demands that life insurance companies take into account future policyholder
behavior such as the likelihood of lapse during the remaining period of an insurance contract.
Moreover, the work of Kuo et al. (2003) and |De Giovanni (2010) have been an inspiration for
interest-dependent modelling of intervention intensities. More precisely, we model the interest
rate and the transition rates as affine processes, where we allow for dependence between the



interest rate and the transition rates. Affine processes are stochastic processes with the property
that the conditional characteristic functions are exponentially affine. To be able to calculate
reserves in a stochastic setup is useful in itself as shown in Chapter [2l The theory in this chapter
extends some of the results used in Chapter [2 which can be used if one for example wants to
make local risk-minimization within more general Markov chain models than the life-death model
discussed in Chapter 2l The reason why it is useful to allow for dependence between the processes,
is outlined above. The class of affine processes is a popular choice for many types of stochastic
modelling due to mathematical and computational tractability. The results are not only useful
in life insurance but also areas like credit risk.

We obtain results for general hierarchical Markov chain models which is an generalization of the
results in Duffie et al. (2000)) to an arbitrary number of transitions within hierarchical Markov
chain models. An example of such a model is given in Figure Moreover, we give two different
representations of transforms of affine processes, which are both useful but in different models.
One of the representations has the form

E | evo@)+u ()X ()= [ po(r)+p1(r) X (1)dr Z gi(v)Xi(U)
=0

]-'(s)] = PEV)X(s) fj Ci(s,v)X'(s),
= (1.2.1)

where uj, p;j, 7 = 1,2, and g;, i = 0,...,n, are deterministic functions, X is an affine process,
and the functions 8 and C; are solutions to a system of ODEs. We denote this representation the
dense representation since it requires calculation of a minimum number of ODEs. To calculate
reserves in state “Active” for the example illustrated in Figure one needs to calculate terms
of the form for ¢ up to three and hereafter integrate the terms over all possible jump times.
It turns out that the class of affine processes is very useful and computational tractable for many
Markov chain models used in life insurance but that the approach also has its limitations. These
limitations arise when there are possibility of making many “jumps” within the Markov chain
before reaching an absorbing state, since this requires calculation of a huge number of ODEs.
This challenge is described in more details in one of the last parts of Chapter However, the
dimension of the underlying affine process does not give rise to computational problems, since
the number of ODEs is sublinear in the dimension. Another limitation is that the affine setup is
only useful in a limited number of non-hierarchical models.

1.3 Worst-case calculations

In Chapter 4] we calculate worst-case scenarios for probability weighted life insurance reserves.
The chapter extends |Christiansen and Steffensen| (2013) in the following way: Like us, they search
for optimal deterministic scenarios and obtain simple formulas for these but in a quite restricted
class of models. The class is defined endogenously by requiring that certain argmax operations
over transition intensities are constant with respect to the transition probabilities they generate,
see (Christiansen and Steffensen (2013, Proposition 4.1 and 4.2). The work in this paper is very
much inspired from the structure of problems and solutions in that article, but we succeed in also
finding the worst-case scenario without imposing their restrictive assumptions. Like in Chapter
we address the question of how to deal with the Solvency II legislation but in a quite different
manner. In Chapter[2]we do this by considering an optimal hedge, and here we do so by suggesting
an alternative to the standard formula or at least a way of qualifying the standard formula of
Solvency II. The framework described in the chapter allows for the case where the interest rate
and the various transition intensities are mutually dependent, which means that the worst-case
scenarios are typically not “corner solutions”. As opposed to Chapter |5, the dependence is not
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modeled directly but indirectly by the shape of the sets of scenarios over which we are maximising
the reserves. Some types of dependencies one can think of in the context of life insurance is e.g.
surrender intensities and interest rates that are high at the same time, that mortality intensities
of a policyholder as active and disabled, respectively, are low at the same time, and that mortality
intensities of the policyholders in a portfolio are low at the same time.

The first part of the chapter deals with describing the worst-case probability weighted reserve
(and scenario) for a single policyholder by a system of ODEs. By worst-case scenario we mean,
that for unknown interest and transition rates (¢, i), we want to find deterministic interest and
transition rates (¢, ) such that for the liabilities L, it holds that

P (L(t6,) 2 L(t, 6,m) ) 21— o

where a € [0,1). That is, we want to find a deterministic calculation basis such that the liabilities
calculated with this basis with a certain probability are larger than the liabilities calculated with
the real (stochastic) basis. This can be obtained by choosing (5, p) = argmax g e n Lt ¢, 1)
for a set M such that P((¢,u) € M) > 1 — a. The object of study in this paper is, given a set
M, to calculate the argmax, (¢, i), of L(t, ¢, u).

As shown in (Christiansen and Steffensen (2013), we can use this to obtain an upper bound for
the SCR given by

sup {L(t, ¢, )} — L (t, 6", uPF)
(pm)EM

where ¢PF and ;PP are best estimates for the interest rate and transition intensities, respectively.
This study also includes a verification lemma, which has deterministic control theory as foun-
dation, stating that the system of ODEs characterizes the worst-case reserve and results about
existence of a worst-case scenario and reserve, which requires delicate functional analysis. One of
the main focus points in this chapter is to obtain a tractable characterisation of the worst-case
scenario and reserve by a system of ODEs, like it is the goal in Chapter The ODEs have
boundary conditions in different time points and two numerical methods (fixed point equation
method and the shooting method) for obtaining numerical results are outlined.

Seen from a company and solvency perspective, this type of calculations are by far most interest-
ing for a portfolio of life insurance contracts. The theory for a single policy can be used to cover
special cases of homogeneous portfolios but does not in general cover inhomogeneous portfolios.
The second half of Chapter [4] extends the theory to cover inhomogeneous portfolios in a compu-
tationally tractable way and investigate the results numerically. Figure shows that there can
be a big difference between calculating the worst-case intensities for a portfolio of policyholders
compared to calculating the worst-case intensity for each policyholder individually. The solid
lines are worst-case death intensities for the whole portfolio and the dotted lines are worst-case
death intensities for the individual policyholders. The three representative policyholders have
the same product but different ages. This difference is also illustrated in Table where we
have made a numerical study of the impact on SCR when using the standard formula, using the
worst-case intensities for the portfolio and by using the worst-case intensities for the individual
policyholders. The table should not be read in the way that we think the SCR, of Solvency II is
too low but it illustrates what results we obtain if we use the percentages of the mortality and
longevity shocks of Solvency II as lower and upper bounds relative to a best-estimate mortality
intensity for the sets we are maximizing the reserves with respect to. This leads to a transparent
SCR where one exactly knows where the worst-case scenario comes from.
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Figure 1.3: Worst-case intensities for the portfolio and for each individual policyholder.

Solvency II | Worst-case (PF) | Worst-case (separate)
1.59 1.83 2.19

Table 1.1: SCR calculated by different methods.

1.4 Optimal surplus distribution problems

In Chapter [6] we consider optimal surplus distribution strategies for pension funds and for-profit
companies. The problems we are studying in this chapter belong to the class of stochastic control
theory problems with infinite time horizon. The controls considered are that we either increase
liabilities or decrease assets. The increase of liabilities could be used in the modeling of non-for-
profit mutual funds or pension funds. On the other hand, the decrease in assets could be used for
modelling of for-profit companies. The latter case is equivalent with paying out dividends. The
work is an extension of (Gerber and Shiu (2003]) and the main contribution is to take different kinds
of solvency constraints into account and to perform numerical explorations of these constraints.

We model assets and liabilities as a correlated two-dimensional geometric Brownian motion and
allow for singular controls but we impose some solvency constraints. In the first part of the
chapter we consider simple solvency constraints as the ones suggested in [Paulsen| (2003) which
impose that the pension fund or company is not allowed to increase liabilities or pay out dividends
if the funding ratio is below a level . It turns out that barrier strategies, where the barrier is
for the funding ratio, are optimal and that the optimal barriers are the same for both the case
where we increase liabilities and pay out dividends.

In the second and third part of the chapter we consider a model with more advanced solvency
constraints and a model where ruin must be prevented. The idea of advanced solvency constraints
was first suggested in |Avanzi and Wong (2012) and is illustrated in Figure . The interpretation
of the advanced solvency constraint in the pension fund case is the following: We assume that
the fund is not fully funded if its funding ratio is below «; (although it is not severe enough to
declare bankruptcy). Hence it is not realistic to assume that a fund that has just recovered and
just reached «y could immediately start distributing some of its excess profits. In other words,
ag > aq describes a situation where downcrossing «; would trigger some alarm and put the fund
in an emergency state under which no distribution is allowed (and perhaps, the fund is closely
monitored by the regulator). This state would revert back to normal when the process upcrosses
level aiyg > 1 again. For the case of a for-profit company, a; = g may lead to erratic periods of



dividend payments if the barrier is equal to 1, which is unrealistic in practice; see also |[Avanzi
and Wong| (2012)) for a discussion of this. In this setup, we also study barrier strategies.

Funding ratio

Allowed to distribute

a
Depends. Allowed to distribute if coming from as, not from ay
aq

Not allowed to distribute
&%)

Ruin

Figure 1.4: Graphical illustration of model with advanced solvency constraints.

In the part where ruin must be prevented, we evaluate strategies where lowering of liabilities are
forced at the ruin level for pension funds and where capital injections are forced at the ruin level
for for-profit companies. Since lowering of liabilities and injection of capital comes with a price
(modelled by a multiplicative factor), it is only optimal to do so when absolutely necessary, i.e.
at the ruin level. We also investigate the more realistic assumption, that the price of capital
injection is dependent on the funding ratio by the rationale that the lower the funding ratio the
greater the cost of raising capital. This will make it more attractive to inject before the ruin
level. The calculations come with lots of numerical illustrations elucidating whether solvency
constraints are good or bad and whether forced injections are optimal relative to declaring ruin.






Chapter 2

Local risk-minimization with
longevity bonds

Abstract: This paper studies the criterion of local risk-minimization for life insurance
contracts in a financial market which includes longevity bonds. The longevity bond
is a bond specifying payments which are linked to the current number of survivors in
a given portfolio of insured lives. The number of survivors is modeled via a double-
stochastic process, where the mortality intensity is driven by a time-inhomogeneous
CIR-model. In addition to the longevity bond, the financial market is assumed to
consist of a traditional bond and a savings account. We define the price process of the
longevity bond by introducing a pricing measure. The paper extends previous work
in the literature to the case where the traded assets are not martingales under the
measure used for determining the optimal strategies. We compare our results under
the real measure with the former results of globally risk-minimizing strategies, obtained
using an equivalent martingale measure.

Keywords: Longevity bond, minimal martingale measure, local risk-minimization.

2.1 Introduction

The focus on biometric risks in life insurance is increasing vigorously these years. This is in
particular motivated by the forthcoming Solvency II legislation. Based on the results of Fifth
Quantitative Impact Study for Solvency II (QIS V), see EIOPA| (2011)), one realises that the
longevity stress is the second largest risk of the life module. Hedging this risk by means of
longevity derivatives could potentially reduce the solvency capital requirement.

In this paper we discuss the problem of finding a locally risk-minimizing hedging strategy for
life insurance contracts in a financial market containing longevity bonds. The study of mortality
derivatives has increased in popularity during the last years. The motivation is the increasing
average lifetime in many countries, which exposes the life insurance companies to a major non-
diversifiable risk. This risk comes along with the financial risk. One challenge for the life insurance
companies in the coming years will be to control or minimize the combined risk. A possible way
to do this is to hedge the risk by trading mortality derivatives. This has to a limited extent been
done alongside the introduction of mortality derivatives in the financial markets the last few years.
The potential market for mortality derivatives is huge, since the global longevity risk exposure
in the private pension sector is estimated to about $25 trillions, see Blake and Biffis (2012).
The general interest in mortality derivatives is increasing rapidly these years, see e.g. Blake et al.
(2008]), and some people also advocate for the introduction of government-issued longevity bonds,
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see [Blake et al.|(2010)). A current account of the market for longevity derivatives can be found
in |Blake, (2011]).

Here, we give a short review of the literature on risk-minimization and its applications in life in-
surance. Risk-minimization was introduced by |[Follmer and Sondermann| (1986)), and the criterion
has been applied in several papers subsequently. [Dahl et al.| (2008)) carries out risk-minimization
for insurance payment streams for different markets in the case where the interest rate process
and the mortality intensity process are continuous. |Schweizer| (1988) introduces the theory of
local risk-minimization and Schweizer| (2008) gives a streamlined theoretical description of local
risk-minimization for multidimensional payment processes.

The criterion local risk-minimization has recently been used by various authors in insurance
applications. Barbarin| (2007)) finds locally risk-minimizing strategies for insurance contracts
with surrender options in a setting without jumps. As examples of the theory used in a setting
with jumps, we mention [Riesner| (2006) and Vandaele and Vanmaele| (2008), where locally risk-
minimizing strategies are determined for an insurance contract in a market with a risky asset
containing jumps and a deterministic interest rate.

We apply the criterion of local risk-minimization within the model of |Dahl et al.| (2008)) in the
case where the discounted price processes of the traded assets are not martingales under the
objective measure. Local risk-minimization may be viewed as a more natural way of minimizing
the hedging-error than risk-minimization under some equivalent martingale measure, since the
price processes of the traded assets evolve with respect to the objective measure.

The paper is organized as follows: In Section [2.2] we introduce a financial market with zero coupon
bonds, a model for the mortality intensity and a portfolio of insured lives. Both the interest rate
and the mortality intensity are modeled as in |Dahl et al.| (2008). We present the combined model
for the financial market and the portfolio of insured lives and study a class of equivalent martingale
measures. In Section and we examine mortality derivatives in the form of longevity bonds
and a general insurance contract and find their stochastic representations. The theory of local
risk-minimization is reviewed in Section In Section we prove that the minimal martingale
measure exists (is a well-defined probability measure) for the market, and we find an expression
for this measure. In Section we finally derive locally risk-minimizing strategies for the market
under the objective measure and compare the result with some results obtained using the criterion
global risk-minimization. The appendix presents proofs of some technical results.

2.2 The model

This section contains a brief review of the model and some main results of [Dahl et al.| (2008).
Let T be a fixed finite time horizon and (€2, F, P) a probability space with filtration IF' =
(F(t))o<t<r satisfying the usual conditions of right-continuity and completeness. All random
variables and stochastic processes are defined on (2, F, P). We also define the subfiltrations
¢ = (G(t))o<t<r, I = (Z(t))o<t<r and IH = (H(t))o<i<T generated by two standard Brownian
motions W (determines the interest rate), W# (determines the mortality intensity) and a count-
ing process N (counting the deaths in the insurance portfolio), respectively. These processes are
defined later. We define the filtration IF' by F(t) = (G(t) V Z(t) V H(t)).

11



2.2.1 Interest rate model

The short rate is determined by a standard Vasi¢ek model, i.e. the short rate dynamics under P
are

dr(t) = (4" — &"r(t))dt + o"dW™ (1),

with r(0) = r9 > 0 fixed. Here, 4", 6" and o" are constants, and W" is a standard Brownian
motion.

2.2.2 The financial market

The basic financial market consists of two traded assets: A savings account and a zero-coupon
bond with maturity 7. Later on, the market will be extended with a longevity bond.

The price process of the savings account is given by
dB(t) =r(t)B(t)dt, B(0)=1,

and the price process of the zero coupon bond expiring at time 7T is given by

f(t)} .
Here, the unique equivalent martingale measure Q" for the market is defined by

dqQ”
dP

P(t,T) =EY [e— S rwdu

= A"(T), (2.2.1)
where
dA"(t) = A"(t)h" (r(t), t)dW"(t), A"(0)=1. (2.2.2)

We assume that EX(A™(T)) = 1. In addition, we assume that

B (r (), £) = — <5 N cr(i)) |

o" o’

where ¢ and ¢ are constants. It follows from Girsanov’s Theorem that the dynamics of the short
rate under )" are given by

dr(t) = ("9 —=0"9r(t)) dt + o"dW"(t),

where W"? is a standard Brownian Motion under Q", 7% = 4" — ¢ and 6"% = §” + ¢. Under
Q" the interest rate process is affine, and it is well-known that the price process of a zero coupon
bond is given by

P(t, T) = eo‘(th)_B(t,T)r(t)7

where

B(t,T) — 5T17Q (1 -~ e—ar,Q(T_t)> ’

ar) = BED=THHOr2 =30 ()6 7))
’ (69)? 167Q

Under @Q", the dynamics of the discounted price process of the zero coupon bond are given by

dP*(t,T) = —o"B(t, T)P*(t, T)dW"?(t). (2.2.3)
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2.2.3 The mortality intensity

The mortality intensity is modeled by a 1-dimensional stochastic process. As in [Dahl et al.
(2008), we start by defining an underlying process ¢, which determines the relative change in the
mortality intensity. Let {(x,t) be a Markov process with dynamics

d¢(z,t) = (v(z,t) —0(z,t)((z, 1)) dt + \/((z,t)o(z, t)dWH (L), (2.2.4)

¢(x,0) = 1. Note that ( is a process depending only on the variable ¢, not on z. The parameter x
just indicates that we consider a cohort, where each individual has the same age x at time 0. In
contrast to Dahl et al.| (2008)), we work with a 1-dimensional {-process. The functions v, § and o
are deterministic functions only depending on ¢, and W*# is a 1-dimensional standard Brownian
motion.

We let the mortality intensity p(z,t) be given by p(z,t) = p°(z,t)((z,t), where p°(x,t) is a
positive, deterministic function. By modeling the mortality intensity as the product u°¢, we
can view p° as the time-0 mortality intensity and ( as a process describing the changes of the
mortality intensity relative to the time-0 mortality intensity.

By It6’s formula and by using (2.2.4]) we get

dulant) = 1 e ) + (du (2, 1) (o, )
= O(z,t,u(x,t)dt + ot (t, p(z,t))dWH(t), (2.2.5)

where
Ot u(e,t) = (e, t) + ((jtw(x,t)) p (1)t «5<x,t>) nex)
ot'(t, p(z,t)) = \/M(x,t)\/ﬂo(xat)a(%t)-

To ensure that the mortality intensity is strictly positive, we assume that

2y(z,t) > (cr(:v,t))Q.

2.2.4 The lifetimes in the portfolio

We consider a portfolio consisting of n insured lives. They are all of same age x at time 0.
We assume that the lives are mutually independent and identically distributed conditional on the
mortality intensity. The remaining lifetimes are given by the positive random variables 11, ..., T,.
The probability of surviving until time ¢, given the mortality intensity up to time ¢, is given by

P(Ty > t|Z(t)) = e Jo nl@s)ds,

The number of deaths in the portfolio is given by the counting process
n
N(z,t) =Y 1<y
i=1
The stochastic intensity process A(z, -) related to N(z,-) is informally given by

ANz, t)dt = EF (AN (x,t)|Z(t—) V H(t—)) = (n — N(z,t—))u(z, t)dt.

That is, A is the mortality intensity times the number of survivors. The martingale corresponding
to the counting process N (z,t) is given by dM (x,t) = dN(z,t) — A(z, t)dt.
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2.2.5 Change of measure in the combined model

We consider a combined model comprising the financial market, the mortality intensity and the
portfolio of insured lives. We assume that the financial market is independent of the mortality
intensity and the portfolio of lives, i.e. G(t) L (H(t),Z(t)). The assumption of independence
implies that processes which are martingales with respect to a subfiltration are also martingales
with respect to IF.

We consider a class of equivalent martingale measures for the combined financial and insurance
market. We let a martingale measure () be given by

aQ _

5= AD), (2.2.6)

where
dA(t) = A(t=) (h"(r(t),t)dW" (t) + g(t)dM (x,t)), A(0) =1. (2.2.7)

We assume that E(A(T)) = 1. The change of measure given by is a generalization of the
change of measure given by . We maintain the assumptions described in Section for
the first term of the likelihood process A. Moreover, we assume that the deterministic function g
depends on t only, is differentiable, and that g > —1.

This measure change is slightly less general than the one studied in Dahl et al. (2008), which also
includes a change of measure for W#. Here, we need to restrict ourselves to the measure change
given by to ensure that the minimal martingale measure found below in Section is a
well-defined probability measure.

The dynamics of the likelihood process A(t) consist of two parts. The first part is related to
the interest rate and the second part to the counting process N. By Girsanov’s Theorem, the
dynamics of ( and p are unchanged under Q.

Under the measure @, the stochastic intensity process is given by
Ax,t) = (n—N(a,t=))p®(,1),
where
pe(xt) = (L+g()ulz,1).
The associated (Q-martingale is given by
dM@(z,t) = dN (z,t) — X9 (x, t)dt. (2.2.8)

We end this section by writing the dynamics of the process % (x,-) in an affine form. A straight-
forward calculation shows that the dynamics of u® can be written as

dp®(z,t) = (VM’Q(x, t) — 69z, t)pu (x, t)) dt + /@ (z, )o@ (z, £)dWH(t),

where

,}/MvQ(x’t) = (1+g(t))ﬂo($at)7($at)a
aot) et

149l pelat)
o"x,t) = (1 +g)ne(z,t)o(x,b).

M9z, t) = &z, t)
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2.2.6 Survival probability under ()

We provide a characterization of the survival probabilities under this equivalent martingale mea-
sure. This characterization is used frequently when studying longevity bonds and insurance
contracts, which contain risk related to survival probabilities. We define the conditional expected
survival probabilities under the measure Q) by

SQ(;U,t,T) — EQ [e— I 1@ (x,5)ds

F (t)] .
The associated -martingale is given by

SQ?M(:U’t,T) — ¥ [e— foT/lQ(ﬂas)ds

]-'(t)} = e Jon?@dsgQ(g ¢ T,

The martingale property follows from the rule of iterated expectations.

By the results in Dahl et al.| (2008), we get that the survival probability can be written in the
following form:

g0 [o= 7t

}'(t)} = MDA ETIRE (0 (2.2.9)

where 8* and o* satisfy the following differential equations

SOT) = Q08 T) + 5 (042w, 0) (B TP -1, BHT,T) =0,

DaMET) = OB T), (I T) =0

2.3 Extended financial market

We extend the financial market introduced in Section with a longevity bond, which is a
so-called mortality derivative, see also Dahl et al. (2008), who consider a market with survivor
swaps. The longevity bond pays a coupon, which is proportional to the actual number of survivors
in a given portfolio. Longevity bonds are financial instruments that can be used to hedge the
longevity risk. The survivor swap pays a coupon which is the difference between the actual
number of survivors in a portfolio and a fixed number of survivors. There are some resemblances
between these two mortality derivatives but also important differences. One difference is that the
survivor swap requires a smaller initial investment than the longevity bond. Another difference
is that the payment process of the longevity bond is non-negative, whereas the payment process
of the survivor swap can be both negative and positive.

2.3.1 Longevity bonds

In the following sections we consider a fixed, arbitrary equivalent martingale measure ) from
the class of measures given by . Under this fixed measure we preserve the independence
between the basic financial market and the mortality intensity. This follows since the likelihood
process does not contain mixed terms, but only terms related to either the financial market or
to the mortality intensity. To start with we find the price of a longevity bond on the insurance
portfolio.

The payment process of the longevity bond is given by

dAYB(z,t) = (n— N(z,t))dt, 0<t<T,
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and A™B(z,0) = 0. We denote by Z*%(z,t) the conditional expected value under @ at time t of
the discounted value of payments from AB i.e. we let

T
Z*’Q(ﬂfat) — EQ |:/ e~ Io T(s)dsdALB(l" 7_)
0

}'(t)} = A"EB (2, t) + 2992, 1),

A*’LB

where is the discounted payment process of the longevity bond and

T
Z*’Q(l', t) = e fot T(u)duEQ |:/ e N T(S)deALB(a;‘, 7_)
t

70

T
= (n— N(.t)) / P (t.7)S (2.1, 7) dr.

We assume that an asset with the discounted price process Z*% can be traded dynamically in the
financial market. It follows by the rule of iterated expectations that the discounted price process
7% is indeed a Q-martingale. Thus, the measure @ is also an equivalent martingale measure for
the extended financial market (B*, P*(,T),7Z *’Q) consisting of a savings account, a zero coupon
bond and a longevity bond.

We assume that Z*@ is continuously differentiable with respect to ¢ and twice continuously
differentiable with respect to r and p. By use of It6’s formula, it is possible to find a stochastic
representation of Z*%(x,t). The stochastic representation is given by

dz*9xz,t) = PR dWm Q) + vZQ)dMP(t) + pZ? @ (t)dWH (1), (2.3.1)
where
T
Q) = —o"(n— N(z,t—)) / B(t,7)P*(t, 7)8% (x,t,7) dr,
. t
VZ’Q(t) = —/t P*(t,T)SQ(x,t,T)dT,

pZR1t) = —ov/uo(x, p(z, t)(n — N(z,t—))

T
(14 g(t) /t (1, 7) P (1, 7S (2,1, 7) dr.

For details and similar calculations for survivor swaps, see |[Dahl et al.| (2008]). Note that n%e,
1% and p%@ are functions of t, N, r and pu.

Remark 2.3.1. We have chosen to extend the market with a longevity bond on the insurance
portfolio. We are aware of the fact, that it is more common to trade longevity bonds on a
population rather than the insurance portfolio. We have chosen to stick to the longevity bond
on the insurance portfolio, since the approach and techniques are the same as for the longevity
bond on a population and because the setup with a 1-dimensional mortality intensity keeps the
calculations and results more simple.

2.4 Insurance contracts

In this section, we introduce an insurance contract which specifies premiums paid by the policy-
holders and benefits paid by the insurance company. The payment process is constructed in such
a way that premiums are negative and benefits are positive, and we study the payment process
for an entire portfolio of insured lives. The payment process allows for a single premium 7°(0)
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paid at time 0, continuously paid premiums 7¢, lump sum payments a”(T') upon retirement and
a® upon death, and life annuity payments a? from retirement until death. The payment process
is identical to the one considered in |Dahl et al.| (2008) and is given by

dA(t) = —nr*(0)dlgsoy — T(t)(n — N(x,t)1<scrydt + a’(t)dN (2, 1)
+(n — N(z,T))a"(T)dlysy + aP(t)(n — N(z, 1)1 5y dl. (2.4.1)

Here, T is the time of retirement, n is the number of policyholders in the portfolio at time 0 and
N (z,t) is the number of deaths until time ¢. Analogous to the rest of the paper, we denote by
A* the discounted version of the payment process.

2.4.1 Market reserves

The so-called intrinsic value process associated with the payment process A is given by

/O f dA* ()

t
= / e~ fo T(S)dsdA(T) + EQ
0—

V() = E@ F(t)

T T
| e i)

t

f(t)]
= A*(t) + V1), (2.4.2)

where the process

T
V*,Q (t) — EQ / e~ I T(s)dsdA(T)

t

F (t)]

is called the discounted market reserve. The discounted market reserve is the number of survivors
times the discounted market reserve for a single policy holder, which we denote by Vp*’Q(t)7 i.e.

V() = (n—N(z,1)V @), (2.4.3)

where

T
Vp*’Q(t) = /t P*(t,7)S8%(x, t, T)( — 7(7) Lio<r <y dT + ad (1) fPO9(x,t, T)dT
+ ap(T)l{TSTST}dT) + P* (t, T)SQ ($, t, T)CLT(T)I{t<T} (244)

For a proof of (2.4.3) and ([2.4.4]), we refer to |Dahl and Mgller (2006).
In ([2.4.4)), f“’Q(x, t,7) is called the forward mortality intensity and is given by

1R (a,t, ) = —;LlogSQ(x,t,f)-

For further details about the forward mortality intensity, see e.g. [Dahl et al.| (2008]).

We assume that f/p*’Q e Ch22 e \N/p*’Q is continuously differentiable with respect to t and twice
continuously differentiable with respect to r and u. In the following proposition, we state a
stochastic representation of the insurance contract.
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Proposition 2.4.1. The intrinsic value process V*’Q(t) admits the representation
dvRt) = QM) dWnR(t) + vV L)dMO (t) + pV L () dWH (1),

where
T
nV’Q(t) = —(n— N($,t))or</ P*(t, 7)5(t, T)SQ(x,t, T)
t
X (—ﬂ'C(T)l{OSTST}dT + ad(T)f“’Q(a:, t,7)dr + ap(T)l{TgrgT}dT>

+P*(t, T)B(t, T)S (a1, T)ar(T)l{t<T}> )

WOt = B ak(t) - V),
Pt = —(n— N(z,t-)) ov/m (e, Dule (L + g (1))

T
X (/t P*(t,7)8"(t, 7)S9(x, t, ) ( — 7(7) Lo<r<T}

9 gu(t, T
+ aP(T) Lz <y + a’(r) (f”’Q(x,t, T) - %) >dT

+P*(t,T)B"(t, T)S? (x,t, T)aT(T)l{KT}) .

We leave out the proof but note that it is based on techniques similar to the ones used in the
proof of (Dahl et all 2008, Lemma 3.2).

2.5 Local risk-minimization

Since the market (B*, P*(.,T), Z*’Q) is incomplete, one cannot in general hedge the insurance
payment stream perfectly. That is, the risk cannot be totally eliminated, and one needs to choose
between different approaches in order to minimize the risk. A special case deviating from this
general observation would be insurance contracts consisting of annuity payments only. In this
case we would be able to hedge the payment stream perfectly, since we are trading longevity
bonds on the insurance portfolio.

Follmer and Sondermann| (1986) introduced the measurement of risk by a quadratic criterion and
various quadratic hedging methods have been studied hereafter. In the case where the discounted
price processes of the traded assets are local martingales, the criterion of risk-minimization is
often applied, but in the case where the discounted price processes are mot local martingales,
risk-minimization cannot in general be applied. For details and discussions of this result see
(Schweizer], 2001, Proposition 3.1), which states that a contingent claim in general does not
admit a risk-minimizing strategy if the discounted price processes of the assets are not local
martingales.

The discounted price processes in the present market are in general not local martingales under
the objective measure P, but one can make a change of measure from the objective measure to an
equivalent martingale measure and apply the criterion of risk-minimization under this measure.
Doing so, we have not accomplished risk-minimization (under the objective measure, as desired),
but only found strategies which, depending on the change of measure, can be more or less close
to a strategy minimizing the conditional second moments of the increments of the cost process.
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This approximation can in some cases be the best one can hope to obtain. Another approach is
to apply the more general criterion of local risk-minimization.

The aim of local risk-minimization is essentially to minimize the conditional second moments of
the increments of the cost process in the case where the price processes of the traded assets are not
local martingales under the measure P. The cost process measures any additional investments
needed to finance the strategy and pay the insurance obligations. The difference between local
risk-minimization and risk-minimization (under an equivalent martingale measure different from
P) is that local risk-minimization is formulated in terms of the objective measure. In some cases,
the so-called minimal martingale measure can be useful, which we describe below in Section|2.5.2

2.5.1 A short review of local risk-minimization

This section is based on |Schweizer| (2008) and contains a short review of the criterion of local
risk-minimization; for more details, see |Schweizer| (2008).

Let X = (X(t))te[o,r], where T > 0 is finite, be a d-dimensional semimartingale defined on a
filtered probability space. The process X has a Doob-Meyer decomposition given by

X:X0+MX+AX:X0+MX+/d<MX>)\X, (2.5.1)

where M is a d-dimensional local martingale, A% is a d-dimensional predictable process of
bounded variation and A¥X is a d-dimensional predictable process. We note that <M X > =
<M X M X>, where <M X> . € IR? x IR?, is the predictable variation process, and that

d

A =D N (0 (M M) (),
j=1

where <MZX , M jX > is the predictable covariation process of MZX and M JX One can think of X

as the discounted price processes of the d risky assets.

We assume that X fulfills the so-called structure condition, which is a technical condition from
Schweizer| (2008)). The condition is that M¥ is locally P-square-integrable starting in 0 and that
A* has the form A* = [ d(M*) XX for an IR%-valued predictable process AX € L (M) so that
the mean-variance tradeoff process K = [AXdAX = [ ()\X)trd<MX> A satisfies K(T) < oo
P-a.s. We use the notation (-)" for the transpose of a vector.

In the following, we consider an L? portfolio strategy ¢ = (9,<) such that the value process of
the portfolio o, defined by

Vip,t) = 0(t) - X (t) +<(t),

is right-continuous and square-integrable. The process ¥ is d-dimensional and 1; describes the
number of units of asset 7. The process ¢ is 1-dimensional and describes the number of units of
the risk free asset. A strategy belongs to L? if ¢ is predictable, < is a real-valued adapted process,
and

E [/OT 9" (s)d (M) (s)d(s) + (/OT wtr(s)dAX(s)D?] < oo. (2.5.2)
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Consider a payment process A* = (A*(t));c[0,7], Where A*(t) are the discounted payments related
to the insurance contract during [0,¢]. The cost process of an L2-strategy corresponding to the
payment process A* is defined by

t
Clip ) = A*(8) + V(o)1) _/0 I(s)AX (s), te€[0,T].

One can interpret the cost process as the discounted amount one needs to provide in order to
pay the insurance obligations and to fund the portfolio strategy (. In the following, we consider
O-achieving strategies, i.e. strategies where V (¢, T) = 0 P-a.s. The risk process is given by

R(p,t) = B” [(Clp,T) - Cle, )| F(1)] - (2:5.3)

For a given strategy, the risk process measures the conditional expected quadratic deviation
between the costs today and the costs at termination time 7. We want to minimize the risk
process in order to hedge the payment process as closely as possible. If the payment stream is
hedgeable, the cost process is constant, and the risk process is zero-valued.

Before we can define the criterion of local risk-minimization, we need to introduce the concept of a
small perturbation. To do this, we define a partition of [0, 7] as a set 7, where 7 = {79, 71,..., T},
such that 7o = 0, 7, = T'and 7; < T;+1. A sequence of partitions (7"),c v is tending to the identity,
if the maximum distance between the points 7; converges to 0, i.e. if limy, oo max (741 —7;|7;, Tit1 €
7") — 0. Moreover, we define & by the equation d <M X > = ddD, where D is a strictly increasing,

predictable 1-dimensional process with D(0) = 0, and with <MZX , M jX > < D for all 4,j. That
is, <MzX, MJX> has a density with respect to D.

Definition 2.5.1. A pair A = (8,€) consisting of an IR%-valued predictable process 6 and an
adapted real-valued process € is called a small perturbation if <f 5dMX> and |5t7’&)\‘ are bounded
(uniformly in t,w), the process V(A) = 6 - X + € is square-integrable, and V(A,T) = 0 P-a.s.
For each subinterval (s,t] of [0,T], we then define the small perturbation

B (51(s,t}751[s,t)) R ift < T,
Byt = {(51(57,5],51[8715]) , ift="T. (2.54)

A small perturbation is used for the purpose of making a small modification of a strategy. For
an L?-strategy ¢, a small perturbation A and a partition 7, we define

R ((’0 + A|(tz‘7ti+1]ati) - R (gp, ti) )
E[D(tiy1) — D(t:)|F(t:)] bl

o, A AT = Y

titiv1 €T

(2.5.5)

We are now ready to define local risk-minimization.

Definition 2.5.2. For a fized payment stream A*, an L?-strateqy o is called locally risk-minimizing
for A* if for every small perturbation A and every increasing sequence (T™)nev of partitions tend-
ing to the identity, we have

liminf r™ [p, A; A*] > 0 Pp-a.e., (2.5.6)

n—0o0

where Pp is given by Pp(E) = fOT 1g(w, s)dD(w, s).
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The intuition behind Definition is that the stochastic process r™" [, A; A*] measures the
total change of risk. The total risk (in terms of the risk process) is given by the sum of risks for
all subintervals until time T" when perturbing the strategy ¢ locally by A. The total change of

risk when perturbing ¢ needs to be positive for ¢ to be locally risk-minimizing. The denominator
of (2.5.5), E[D(tiy+1) — D(t;)|F(t;)], specifies a time scale for the measurement of the risk.

Fortunately, we do not need to work with this rather cumbersome definition, because we have a
theorem stating how local risk-minimization is related to the cost process, and a theorem stating
how local risk-minimization is related to the so-called Follmer-Schweizer decomposition.

The following main result of local risk-minimization is from (Schweizer, 2008, Theorem 1.6).
Recall that two square-integrable martingales are called strongly orthogonal if their product is a
martingale.

Theorem 2.5.3. Suppose the IR*-valued semimartingale X with decomposition satisfies
the structure condition and let A* be a payment stream. If AX is continuous, the following are
equivalent for an L?-strateqy o:

1. @ is locally risk-minimizing for A*. (2.5.7)
2. is 0-achieving and mean self-financing, and the cost process C(ip)
is strongly orthogonal to M. (2.5.8)

In particular, the concept “locally risk-minimizing” does not depend on the choice of D.

The next result, Theorem [2.5.5] creates a connection between local risk-minimization and the
so-called Follmer-Schweizer decomposition, see (Schweizer, 2008, Proposition 5.2). It is a simple
application of Theorem [2.5.3| and we use the result to obtain the locally risk-minimizing strategy
for our market. First, we define the decomposition.

Definition 2.5.4. (Follmer-Schweizer decomposition)
Let H be an F(T)-measurable random variable with EY [HQ] < 00. Then H admits a Féllmer-
Schweizer decomposition, if H can be written as

T
H = H(0) + / 9 (s)dX (s) + LH(T) P —a.s.,
0
where H(0) is F(0)-measurable with E¥ [H%(0)] < oo, ¥ is predictable and fulfilling ,
and L is a square integrable martingale null at time 0 and strongly orthogonal to M.

Theorem 2.5.5. Suppose the IR%-valued semimartingale X satisfies the structure condition and
AX s continuous. Then a payment stream A* admits a locally risk-minimizing L?-strategy o if
and only if A*(T) admits a Féllmer-Schweizer decomposition. In that case, ¢ = (¥,<) is given by

O =094, ¢=VAT — (pAT)IrX, (2.5.9)
with
VAT () = AR 4 /O t 947 (5)dX (s) + LA (t) — A*(t), te[0,T], (2.5.10)
and then
CA(p,t) = A 4 LY (1), teo,T). (2.5.11)
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Proof: See |Schweizer| (2008).

We analyze the so-called minimal martingale measure as a starting point for the study of local
risk-minimization within our model. The minimal martingale measure is an important tool when
one wants to determine locally risk-minimizing strategies in the case where the underlying assets
are continuous. In this case, the Follmer-Schweizer decomposition under the original measure
P can be obtained from a Galtchouk-Kunita-Watanabe decomposition (under some integrability
conditions) under the minimal martingale measure, which leads to the locally risk-minimizing
strategy. If the price processes are not continuous, this is in general not the case (see for example
Vandaele and Vanmaele| (2008) for an example of this phenomenon). The price processes are
not continuous in our setting, so we cannot follow this path. However, the minimal martingale
measure still plays an important role as we show in Section

2.5.2 The minimal martingale measure

As noted above, the Follmer-Schweizer decomposition can be obtained from the Galtchouk-
Kunita-Watanabe decomposition under the minimal martingale measure if the discounted price
processes are continuous. This makes the task of finding the locally risk-minimizing strategy
similar to the task of finding a risk-minimizing strategy. We cannot benefit from this result,
because the continuity condition is violated by the jumps of the counting process N, which gen-
erate jumps in the price process of the longevity bond. However, it is still relevant to determine
the minimal martingale measure since the measure appears when applying the criterion of local
risk-minimization.

The concept of a minimal martingale measure was formally defined in [F'ollmer and Schweizer
(1990)). Consider a d-dimensional semimartingale X with decomposmon given by - A mar-
tingale measure P is said to be the minimal martingale measure, if P is equivalent to the physical
measure P, P = P on F (0), and every square-integrable P-martingale strongly orthogonal to
M remains a martingale under p.

The minimal martingale measure was introduced for the first time in [Schweizer| (1988]), and a
formal definition and an existence result (for d = 1 and X continuous) were given in [Follmer and
Schweizer| (1990). For the more general case, see e.g. |[Follmer and Schweizer| (2010]), the minimal
martingale measure (if it exists) is defined by the likelihood process given by

At) =€ (— / t AX(T)dMX(T)>

0
o Jo AX()aMX (r)~ L () (X (n)AX () (2.5.12)
tr tr 2
H ((1 — ()\X)“ (s)AMX(s)) ) (AMX ()45 ((F)" (9)AMX (s)) > ‘
s<t

Here, £ is the stochastic exponential and [-] is the quadratic variation process. We have that
the minimal martingale measure exists if the three following conditions are fulfilled: A is strictly
positive, which is the case if ()\X )tr MX <1, A is a true P-martingale, and A is square-integrable.

Under these conditions the minimal martingale measure is given by ZT[; = A(T)
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2.6 The minimal martingale measure for the market

As stated in the previous section, we cannot be sure that the minimal martingale measure exists.
In this section, we find the minimal martingale measure for the financial market and prove that
the minimal martingale measure exists under certain additional integrability conditions. We
start by writing the dynamics of the zero coupon bond and the longevity bond under the original
measure P.

It follows from Girsanov’s Theorem and equation (2.2.3) that the dynamics under P of the
discounted zero coupon bond are

dP*(t,T) = R (r(t),t)P*(t, T)B(t, T)o"dt — P*(t,T)B(t, T)o"dW"(t),  (2.6.1)

and from Girsanov’s Theorem and equation (2.3.1)), that the dynamics under P of the discounted
longevity bond are
dZ*Q(x,t) = —vZQM)N(x, t)g(t)dt — nZ Q)R (r(t), t)dt
+n Q)W (t) + vZQ () dM (x,t) + pZ @ (t)dWH(t). (2.6.2)
We henceforth use the notation X = (P*,Z*) and let AF denote the drift part of the zero

coupon bond and let M{¥ denote the martingale part. Similarly, we denote by A% the drift of
the longevity bond and by Ms< the martingale part.

Hence, the dynamics of the drift parts are

dAX(t) = h(r(t),t)P*(t,T)B(t,T)o"dt, (2.6.3)
dAX (1) = —vZQ)N(x, t)g(t)dt —n? Q)" (r(t), t)dt,

and the predictable variation and covariation processes are
dMPH () = (Pt T)ﬁ( T)o")?
2
AMF)NE) = (PQm) dt + (Ve (t)) Az, t)dt + (p79(t))" dt,
d(M, M5)(t) = —P*(t,T)B(t,T)o"n*(t)dt
Define processes Ay (t) and Ay (¢) as the solution to the vector equation
dAX(t) = d(MX)Y ()XY (t).
The solution to the equation may be written informally as

A (1) = L d (MG, MSS) (H)dAS () — d(M5F) (H)dAF (¢ (2.6.5)
1 (MY (0d (M) () — (d (M, M55 (1)
)\éf(t) — d<M1X>(t)dA§(t)_d<M1X7M2> ) (t (2.6.6)
d (M) (£)d (M5E) (8) — (d (M7, M) (1))

Proposition 2.6.1. Assume that A is a square-integrable martingale. Then the minimal mar-
tingale measure for the present market denoted by P exists. The minimal martingale measure is
given by
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where the likelihood process A is given by

dA(t) = A(t-)(hf(r(t),t)dw(t)

— A5 (t) <VZ’Q(t)dM (z, 1) + p7 @ ()dW* (t)>> ,
A0) =1, (2.6.7)
and where

—v7 L) A(z, )g(t)

M) = — > ~ 5.
(v7C()" A=, 1) + (p79(1))

(2.6.8)

Proof: 1t follows from Section that the minimal martingale measure (if it exists) is given by
the measure change, where the likelihood process is

dA(t) = A@-) (— ()\{( (1) (—P*(t,T),B(t,T)aT) P (t)nZ’Q(t)) AW (1)
X (VZ’Q(t)dM(:c, £) + pZ’Q(t)dW“(t))> . (2.6.9)

To guarantee that the minimal martingale measure is in fact a martingale measure, we must have
that the Girsanov kernel corresponding to the Brownian motion W for the short rate process is
equal to hA". This enables us to rewrite the likelihood process (2.6.9) in the simpler way given by

, where
A= AP (-, T)B(-, T)o" — X n?<. (2.6.10)
The condition that A is strictly positive is equal to the condition
A (HZR(t) < 1. (2.6.11)

We want to check that condition (2.6.11) holds true. By use of (2.6.6) and by doing some
simplifications we get that

— (V79(1))* M, t)g(1)

X(1)%2Q = ’
X () (2R ()* A, t) + (p79(1))

(2.6.12)

The term (17 ’Q(t))Q A(z,t) is greater than or equal to 0 and less than or equal to the denominator
of the right hand side of (2.6.12]). That is, the condition (2.6.11)) is fulfilled for g > —1. To obtain

the expression for Ay given by (2.6.8), we divide (2.6.12)) by v%@(t).

]

We introduce the notation M€ and M? for the continuous and the purely discontinuous martingale
parts of — [ AXdMX | respectively. By (Protter and Shimbo, 2008, Theorem 9), A is a martingale,
it — [ AXdM™X is a locally square-integrable martingale such that A (— i )\XdMX) > —1 and

EP [e%(MC>(T)+<Md>(T) < oo,

Under the measure 15,

AW™R(t) = dW'(t) — h"(r(t),t)dt and dWH(t) = dWH(t) + A5 (£)rPQ(t)dt
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are standard Brownian motions, and N is a pure jump process, where N has intensity 5\(1’, t) =
Az, t) (1= A (t)r?Q(t)) and jumps of size 1.

We denote by M9 the martingale under P associated with N. We note that we do not maintain
the independence of the stochastic sources under the minimal martingale measure and that the
minimal martingale measure does not belong to the class of measures given by (2.2.6)).

The intuition of the result in Proposition [2.6.1] is that the drift of the price process is divided
between the processes M and WH* based on their variation processes. The requirement that
the minimal martingale measure is a well-defined probability measure implies that the measure
change differs from the measure change in Dahl et al|(2008). If we had chosen the same
measure change as in |Dahl et al. (2008]), the right hand side of would have been

— (V5Q())* A, t)g(t) — vZRQ8)p% Q1) h (¢, C(£))
(WAR(1))* A, t) + (p79(1))?

for a given class of functions h*. In general we cannot find assumptions for the functions g and
h#* which ensure that (2.6.13)) is smaller than 1.

(2.6.13)

From the above comments we see, that it is not trivial to have a market with a well defined
minimal martingale measure. However, it will not impose any problems to the minimal martingale
measure, if the market consists of a survivor swap instead of a longevity bond. The minimal
martingale measure is still a probability measure for g > —1, since we can repeat the proof of
Proposition [2.6.1] where we exchange the terms relating to the stochastic representation of the
longevity bond by some similar terms for the survivor swap, which can be found in |Dahl et al.
(2008)).

2.7 Local risk-minimization for the market

In this section, we find the locally risk-minimizing strategy for the market and compare it with
the strategy found by risk-minimization under the minimal martingale measure. Moreover, we
compare the strategy with the one found by following the procedure of Dahl et al.| (2008]).

The approach for finding the locally risk-minimizing strategy is to find the Follmer-Schweizer
decomposition of A*(T") and prove that the conditions in Theorem are fulfilled. To achieve
this, we impose certain restrictions for the decomposition, see (2.7.6)-(2.7.10|), that lead to a set

of equations that must be satisfied.

For this purpose we consider a general measure P given by

— = A(T), (2.7.1)
where the likelihood process is given by
dA@t) = A=) (M @)dM (z,t) + " (R)dAWH(t) + oV (£)dW'(t)), A(0) = 1.

We have suppressed that the Girsanov kernels can depend on the underlying stochastic processes
r(t), p(z,t) and N(x,t—). We note that the minimal martingale measure belongs to the class of

measures given by (12.7.1]).

Under the measure P, dW"(t) = dW"(t) — oV (t)dt is a standard Brownian motion, dW*(t) =
dWH(t) — 0" (t)dt is a standard Brownian motion and N is a counting process with intensity
Az, t) (1+ oM (t)) and jumps of size 1.

In the following, we denote by M the martingale corresponding to the jump process N under the
measure P. We assume that o™, o"" and """ are chosen such that the discounted price process
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of the zero coupon bond and the discounted price process of the longevity bond are martingales
under P. Under the original measure P, the dynamics of these discounted prlce processes are
given by (2.6.1)) and (2.6.2)), respectively. The dynamics under the measure P are given by

AP (L, T) = W' (r(t),t)P*(t, T)B(t, T)o"dt — P*(t,T)B(t, T)o"dW" (t)

—P*(t,T)B(t, T)o" 0" (t)dt (2.7.2)
and
dZ*9x,t) = —v?9H)A (x,t)g t)dt — nZQ )R (r(t), t)dt + nZQ(t)dW" ()
+v79(t)d (t)+pZQ()dW“()+VZ’ (t)A(x, )™ (t)dt
+pZ Q1) " (t)dt + n? @ ()" (t)dt. (2.7.3)

That is, P is a martingale measure if and only if the drift of the two discounted risky assets equals
0. That is, we need the following equations to be fulfilled:

0 = —P*t,T)B(t,T)o" o™ (t) +h"(r(t),t)P*(t, T)B(t, T)o"
and

0 = VWA, )M (1) + o7 (1) + 7)™ (1)
—V PR (. H)g(t) — P (DN (r(2). ).

For the purpose of explicitly finding a Follmer-Schweizer decomposition of A*(T'), we need a
stochastic representation of the expected discounted payments of the insurance contract under
P. That is, we need a stochastic representation of

/ dA*(T

which is given in Lemma [2.7.1] To obtain this, we assume that E? [ft e Jo T(S)deA(T)‘ ]:(t)} is
continuously differentiable with respect to t and twice continuously differentiable with respect to
r and p.

vl = EF (2.7.4)

Lemma 2.7.1. The P-martingale V*’p(t) admits the representation

*, P — « P thT VrT thT I pa tI)VT P
VP = v <o>+/0n<>dw<>+/op(>de<>+/o (r)dNI (),

where
V() = e hrObG (1Y ()0,
V() = e hOBG, Y (t-)ok(t, ula, 1)),
) = e o (al(t) + Gt (1), N t=) + 1, u(w, 1)
~ Glt,r(6), Na,t=), (e, ) ),
and

G(t,r(t), N(z,t), u(z,t)) = G(t, Y (1)) = EP [/t e Jir dsdA( )

7).
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The function G satisfies the following partial differential equation:
0 =Gi+Gq, (" —0"2) + 0" (t)o")
+ Ga, (O, 3,) + 0" () /1 (. D, 1)
b 3G (07 4 G i (2 )0, 1) (2.7.5)
+ (ad(t) + AG) Mz, t) (14 0™ (1))
—7(t)(n — an) <<ty + @O (n — 2n)lpai<ry — 20G,

where AG = G(t,zp,xn + 1,2,) — G(t, 2r, 2N, ).

The boundary condition is G(T,z,,xn,x,) = (n — xN)aT(T)l{T:T}.
Moreover, we have an extra boundary condition if T < T. The condition is:

G(T—,xr,mN,xu) = G(T, Tr, N, xy) + (n—axn)a" (T).

Note that we suppressed the arguments (t,z,,2zn,z,) of G in Lemma The PDE for G
would be hard to solve numerically. This is because the solution depends on the entire grid and
because GG depends on four variables, which requires calculations in many grid points.

We use the notation Gy, G, and G, for the derivatives of G with respect to the first, second, and
fourth argument, respectively. For the double derivative of G with respect to the first argument
we use the notation Gy, .,. The proof of the proposition is postponed to Appendix [2.A]

To find the risk-minimizing strategy, we need to find the Follmer-Schweizer decomposition of
the discounted payment stream at the terminal time 7. In order to do so, we introduce the
auxiliary process f/(go, -). Following the approach of |Colwell and Elliott| (1993) and |Vandaele and
Vanmaele (2008), it is possible to put up conditions for V (¢, -), which can be used to find the
locally risk-minimizing strategy. The conditions are as follows:

o Vip,T)= /T dA*(t) = A*(T). (2.7.6)
B t ¢

¢ Vo) = V(2.0 + [ 0P (s + [ 62(6)d2"a.5) + T (27.7)

e T' is a martingale undoer P and strongly orghogonal to the martingale parts

of the discounted risky assets. (2.7.8)

e The price processes of the discounted risky assets are martingales under P.  (2.7.9)

e V(p,-) is a martingale under P. (2.7.10)

These conditions help to specify the Follmer-Schweizer decomposition, which leads to the locally
risk-minimizing strategy in Theorem [2.7.2

Condition (2.7.6) follows because V(p,T) should be equal to the quantity we want to find a
Follmer-Schweizer decomposition for. The conditions and are related to the re-
quirements of the Follmer-Schweizer decomposition. Condition says that the measure
defined by is an equivalent martingale measure. Finally, we use condition (2.7.10) to
obtain a unique measure P.
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Theorem 2.7.2. Let & denote the number of zero coupon bonds, let w* denote the number
of longevity bonds and let n* be the amount deposited in the savings account. The locally risk-
minimizing strateqy ©* is given by

= (61(t), $2(t), V(p,t) = A*(t) — 1 () P* (£, T) — $2(t) Z°9(t)),  (2.7.11)

_ 7Y (t)
n0 = DT
Q(t)( Q)Y (DM, ) + pZ@(t)p%))
+ : (2.7.12)
P (L, T)B(, T)om (0791 Alw, 1) + (p79(1)°)
@2 s given by
2Q()5Y (A, ) + o2V (1)
N 2.7.13
?2(0) <uZQ<t>>2A< )+ (p79(1)? (27.15)

and P = P. The associated risk process is given by

R = [ B[00 - 6?0 | F 0] ar

t

+ /tT BP [(DV(T) — ho(r)?9(r))? A(x,f)\ f(t)} dr.

The proof of the theorem is postponed to Appendix

We end this section by comparing the strategy found using risk-minimization under the minimal
martingale measure and the strategy found using local risk-minimization. In order to do so, we
first state the risk-minimizing strategy under the minimal martingale measure and give a descrip-
tion of how to obtain the result. The risk-minimizing strategy under the minimal martingale
measure is given by

) = (€0, (0,7 (1))

where
Z o 7" (1)
1) T —P(t,T)B(t,T)o"
Q) (VAP (OA@. ) + P 20 (1) (27.15)
+ "
(W2QW)* Alw,t) + (p72(1)°) Pt T)B(L, T)o
and

, %
Sat) = 7~ f”t : (2.7.16)



We can get the result in the same manner as the results in|Dahl et al.| (2008), or we can calculate
the coefficients given in (2.7.15)) and ([2.7.16) by use of the covariation processes. With informal
notation, the coefficients are given by

- d(z*Q)(t d<V*J”’ P*>( )—d(2*Q, P*)(t)d<V*’P,Z*’Q>(t)
(@1(75)) _ UZ-@) (P (0 — (22, P7)(0)? (2.7.17)
Pa(t) d(P*) (VP 209 (H)—d(279,P) t)d<V* SPSNION
d(Z*R)(t)d(P*)(t)—(d(Z*Q,P*)(t))?

T
/O aar(r) ]-”(t)] .

Thus, the locally risk-minimizing strategy is given by (2.7.11)), and the risk-minimizing strategy

under the minimal martingale measure is given by (2.7.14). Since P = IS, it follows that the two
strategies are closely related. In fact, the only difference is that the compensator of the counting
process N, which is the jump intensity, since the jump sizes are 1, under Pis exchanged with the
compensator of N under the original measure P. That is, X(a:,t), which appears in the case of
risk-minimization under the minimal martingale measure, is exchanged by A(z,t) in the case of
local risk-minimization. This difference is due to the fact that the predictable variation process
of the N-term under P does not equal the predictable variation process under P. However, the
predictable variation processes of the Brownian motion terms are the same under P and P.

where

2.7.1 Comparison with the results of Dahl et al.| (2008) (Dahl et al. (2008))

We conclude by comparing the results of Theorem with the results of (Dahl et al., 2008,
Proposition 5.1). There are some difficulties in doing so, because the setups in the two papers are
a little different. Firstly, there are two portfolios of lives in |Dahl et al.| (2008) and they are driven
by a two-dimensional standard Brownian motion. In addition, Dahl et al. (2008) uses survivor
swaps and not longevity bonds to hedge the mortality risk. Finally, in Dahl et al| (2008]) the
Brownian motion W* is affected by the change of measure from P to Q.

Taking these differences into account, we can adapt the result from |Dahl et al.| (2008) to the setup
in the present paper and get that the risk-minimizing strategy under an equivalent martingale
measure () is given by Theorem The result can be found by a calculation similar to ,
but done under the measure Q.

Theorem 2.7.3. Let §~* denote the number of zero coupon bonds, let @o* denote the number of
longevity bonds, and let 77* be the deposit in the savings account. The risk-minimizing strategy
under the measure Q) is given by

‘ﬁ*(t) = (g*(t)vﬁ (t)777*(t))
= ( ¢1(t); & (t),f/(gb,t)—A*(t)—gﬁl(t)P*(t,T)—&g(t)z*@(t)), (2.7.18)

where

: 2 ()
= e T) T

(v (AR, 1) + pZR(1)pY (1)) (2.7.19)
2AQ< > +(p7QW)) Pt T)B(L o™

o)
((uZQ )
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and where

7 _ VPR A (e, t) + pPR(1)pY (1)
Pa(t) = RO A e t) § (PR (2.7.20)

There are two differences between the locally risk-minimizing strategy found in Theorem and
the risk-minimizing strategy found under the measure @) given in Theorem The differences
exist because certain quantities in the expressions of the optimal number of risky assets are
calculated under different probability measures for the locally risk-minimizing strategy and the
risk-minimizing strategy under @, respectively. First, we note that the compensator of the jump
process is calculated under P and (@), respectively. In addition, we see that the integrands of
the stochastic representation of the intrinsic value process are calculated under the minimal
martingale measure and under the measure @, respectively. The size of the impact on the
strategy of these differences depends of course on the difference of the two measures and the
other parameters of the model.
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Appendix

2.A  Proof of Lemma 2.7.1]

We utilize that

. T .
V*’P(t) _ A*( )+ - fo dsEP |:/ e Il 'r(s)dsdA(T)
t

]—"(t)} , (2.A.1)

and that V*F is a martingale. Thus, we do not focus on the drift of Vv*P. We denote by

0;,i =1,2,3,4, some processes concerning the drift. We do not need to specify the exact form of
these processes, since the drift of a martingale is zero. Let Y = (r, N, u)tr. By Ito’s Lemma we
get

APty = dAY(t) —r(t)e o T OBG(t, Y (1))t
e~ Jor@ds gt Y (1)), (2.A.2)

and

dG(t,Y (1) = 6i(t)dt + Gr(t, Y (t=))dr(t) + Gu(t, Y (1=))dp(z, t)
—(n = N(z,T))a"(T)dl 1y + G(, Y (t=) + AY (1) — G(¢, Y (t-)).

Calculations yield that
dG(t, Y (t)) = 6O2(t)dt + G,(t,Y (t=))a"dW" (t) + G(t, Y (t=))o"(t, p(z, t=))dW*(t)
+G(t,r(t=), N(z,t—) + AN(z,t), u(t—)) — G(t,r(t=), N(z,t—), u(t—))
—(n — N(z, T))QT(T)dl{tZT}.

We use that the jump sizes of N are 1 and write the dynamics of G in terms of the compensated
jump process.

dG(t, Y (t))
= O3(t)dt + G, (t, Y (t )) TAWT () + Gult, Y (1)t (t, p(x, £))dW* (2)

+ (Gt r(t=), N(z,t=) + 1, p(t=)) = G(t,r(t=), N(,t=), u(t=))) dM(t)
= (n = N(x,T)a"(T)d1>7y.

Since

dA*(t) = 64(t) + e~ o7 Oad()aNI (1) + e Jo T O (0 — N (2, T))a" (T)d1 oy
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and 03(t) = —04(t), the stochastic representation given in the theorem follows.

To obtain the PDE for G we again utilize that VP s a martingale, thus it has drift equal to 0,
and is given by (2.A.1). Moreover, we have that (using shorthand notation)

dG(t,Y (t))
1 1
= Gudt -+ Grar(t) + Gudin(t) + 5 Grpdlr, e+ 5 Gl
+ G(tv T(ti)v N(SE, ti) + AN(‘T? t)v ,LL((L‘, ti)) - G(tv r(ti)v N(CC, ti)v ,LL(.CL‘, ti))
— (n — N(=z, T))ar(T)dl{tzf}.
Note that some zero-valued quadratic covariation terms have been disregarded in the equation.

The dynamics of the interest rate under the measure P are
dr(t) = (v" = 8"r(t))dt + 0" (t)o"dt + o"dW (1),
whereas the dynamics of the mortality intensity under P are

du(z,t) = O (x,t, u(x,t))dt + o™ (t)o"(t, p(z,t))dt
ot (t, p(z, ) dWH(t).

In addition, the compensator of the process N is given by A(x,t) (1 + QM(L‘)).

We split the dynamics into a drift part and martingale part and use that the drift part is equal
t

to 0. We multiply the drift of the right hand side of 1} by elo ()45 and obtain the partial

differential equation given by ([2.7.5)).

The first boundary condition follows, since, with probability 1, there is no lump sum payments at
time T, unless T = T, and because the lump sum payment at time 7 is given by (n—N(x,T))a"(T)
if T=T. f T <T and n— N(z,T) > 0, there is a jump in the G-process corresponding to
the lump sum payment at time 7. This is reflected by the second boundary condition. This
completes the proof.

|
2.B  Proof of Theorem 2.7.2
First, we use , , and to obtain:
V(p,t) = EP [V(p, T)| F(t)] = EF [A*(T)|F(t)] = VT (1). (2.B.1)

Next, we find the dynamics of the process I' in under the measure P. Since we know that
I' is a martingale under P, thus, has no drift, we get an equation, which has to be fulfilled by the
decomposition of V (i, -).

We use (2.7.7)), (2.B.1) and the representation given in Lemma to obtain the following
representation of I' under P:

0 = V(e / b1 (1)dP* (7 / b2(1)dZ" 2, 7)
- / V()i () + / V()i (r) + /OtﬂvmdM(T)
/ ¢1(T)dP* (T / bo(T)dZ 9 (2, 7).
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By writing the dynamics of the stochastic sources and the price processes of the discounted claims
under the measure P, we get the following representation:

I'(t)
/ 7V (1) dW™ (1 /0 t pY (1) dWH(T) + /0 tpV(T)dM(gg,T)
/Ot 7 ( dT—/OtpV(T)gW“(T)dT—/OtﬂV(T)A(x,T)gM(T)dT

t
/ o1(1) (P (r, 1) B(7, T)o"dW" (1) — h" (r(7), 7)P*(1,T) (7, T)o"dr)

0

+

/ bo(r)( = vEQ(r)\ (w, 7)g(r)dr — PN (r(7), T)dr

0

+ HZ’Q(T)dWT(T) + VZ’Q(T)dM(a:, T) + pZ’Q(T)dW“(T)).

Since I' is a martingale under P we get the following equation:

62(t) (W) A, )g(t) + 171 )h’”(r(t) t)) — g1 (0" (r(t), ) P*(t, T)B(t. T)o"
=7V ()" (t) + 5V (£)"" (t) + 7V () A(x, 1) 0™ (2). (2.B.2)

That is, we can write T' in this more appealing way:
0 = [ (10 + P DS — bl )
+ [0 - a9 o
- /0 t (7Y (1) = ¢a(T)v %9 (7)) dM (2, 7). (2.B.3)

We get the next equations from the condition that I' is strongly orthogonal to the martingale
parts of the discounted risky assets under P. We start by calculating the covariation processes
between I' and the zero coupon bond and the longevity bond, respectively.

d <F('>7 P*('7 T)> (t)
— _P*(t,T)3(t,T)o ( (t) + ¢1 () P*(t, T)B(t, T)o" — (bg(t)nZ’Q(t))dt. (2.B.4)

We denote by Zf\k/[g the martingale part of the price process of the longevity bond under (). The
process has dynamics

dZ52 ) = n?R@) AW () + vPQ(t)dM (z,t) + pZ 2 (1) dWH (t).
We find the covariation process between I' and Z*% to be
a(r() Z*’Q< ) (1)
- d< “90)) (1)
= 0?9t ) ( V() + ¢1(t)P* (1, T)B(t, T)o" — go(t)n”(t)) di

+v291) (Y (t) — g () Z9(t)) A(w, t)dt
+p7R(t) (5V (t) — pa(t)p? (1)) dt. (2.B.5)
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By setting the two covariation processes (2.B.4]) and (2.B.5]) equal to 0, we obtain a system of
equations, which we can solve for (¢1(t), ¢2(t)). The solution is given by

7" (t)
P (t,T)3(t, T)o"

Q1) (z/ZvQ(t)ﬁV(t)A(x, n pZ’Q(t)ﬁV(t))

Pt T)B( T)o™ (0796 Az, 1) + (p79(1)°)

$1(t)

+

(2.B.6)

and

_ vZQ(t) (VY (1)) Mz, t) + p?Q()pY () 0B
720 RO M@ l) + (PR (251

Now we have found ¢; and ¢ for a given measure P, but we still need to determine the measure
P.

We get the next equations from the fact that the discounted risky assets have to be martingales
under P. The equation

R (r(t),t)P*(t, T)B(t,T)o" = P*t,T)3(t,T)o" 0" () (2.B.8)

needs to hold in order to guarantee that the zero coupon bond is a martingale. Moreover, the
equation

V2R ()N (z, 1) g(t) + nZ Q)R (r(t), 1)
= v2Q )N, 1) o™ (t) + pP ()" (t) + nP ()" () (2.B.9)

needs to hold for the longevity bond to be a martingale.

We insert the values of ¢1 and ¢ in equation (2.B.2)). Together with - and - this

lead to a system of 3 equations. Now, the task is to find values for oV, 0" and o™ fulﬁlhng
the equations. In order to do so, we insert the coefficients given by the 11kel1hood process
of the minimal martingale measure and find that they constitute a claim-independent solution to
the equation system. This approach is inspired by the results of |Vandaele and Vanmaele, (2008)).
In the following, it is worth noticing that we have a nice representation of Ay (£)v%@(t) given by
(12.6.8).

First note, that (2.B.8) holds for """ = h"(r(t),t), which is the Girsanov kernel related to W"
of the minimal martingale measure. We now insert the coefficients from the minimal martingale

measure into equation (2.B.9)). This yields the equation:

vEC(OA@, )g(t) + n QBN (r(1), 1)
= -5 (1) (Z/Z’Q(t))\(:v,t)uZ’Q(t) + (pZ’Q(t))Q) + 0?9 (r(t),t).  (2.B.10)

Using (|2 , we see that

vHQ ()N, t)g(t) + @R (r(1), 1)

v @A (2,t)g(t) ((quQ(t))2 Az, t) + (pQO(t))2> o
) 2R A1) + (772(0))° O r(E), 1)
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We reduce this and get
VIR, t)g(t) + PR (r(t), 1) = v )N, t)g(t) + PP (R (r(t), 1),
which shows that equation (2.B.9) holds.

Inserting ¢, ¢2, and the coefficients from the minimal martingale measure into equation ([2.B.2))
yields

(W2Q(t) (7Y (1)) Mz, t) + p22(t)p" (1)) (v7 ,0)g(t) +nZ L ()R (r(t), 1))
v2Q(t))* Az ﬂf)+(P Q( ))

+h(r (1), )" (t)
B (r(4), )P*(t, T)B(t, T)o" (n”9(t) (v#2 ()0 (DA (@, t) + pP2(1)5" (1))
(p

+

~PHT)A D)o (022(0)° M)+ (279(0))
Vo (22 WA, )g(0) (27 ()79 () + 7Y (A, )72 (1)
=7V (t)h" (r(t), ) + (WZR(1)) Az, t)dt + (pZ2(t))* |

Since several of these terms cancel out, we get the equation

(291) (5 (1) M) + #2200 (8) (DA D))
20N 1) + (P0)

v RN, 0g(t) (7 (1979(0) + 7V (A, 07 9(1)

- OrEn.0 (2 Q(1))2 N, ) + (72 (1))° |

This shows, that equation ([2.B.2]) indeed holds.

Before we can apply Theorem we also need to check, that the decomposition is in fact
a Follmer-Schweizer decomposition. Note that V(p,T) = A*(T) is F(T)-measurable and that
A*(T) has second order moment, since all payments, the time length and the number of policy
holders are bounded. In addition, it follows that V (¢, 0) = —nz® (0)+nf§,*’Q(t) is F(0)-measurable
and clearly has second order moment under P. We see from and , that ¢1 and ¢o
are clearly predictable. Earlier in the proof, we have shown, that I' is a martingale and strongly
orthogonal to M*. By , we also have that I' is null at time 0. In principle, we also need
to show that

+h(r(), )7 (1)

T
E [ | 01060020 a M) () (0165, ¢2<s>>“]
0

(/ ' <<¢1<s>,¢z<s>>dAX<s>»)2] < oo,

(2.B.11)
+E

and that

I' is square-integrable. (2.B.12)
We have showed that the coefficients of the minimal martingale measure fulfill the necessary
equations and can be used to find the Follmer-Schweizer decomposition of the claim.

We finally check some extra conditions in order to ensure, that we can use Theorem [2.5.5] We
write down these conditions with the notation from equation (2.5.1):

A% is continuous, (2.B.13)
M is locally square integrable starting in 0, (2.B.14)
¥ is predictable and in L (MX) . (2.B.15)
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Condition is obviously fulfilled (the drift parts of the price processes of the discounted
risky assets are continuous, since the Lebesgue measure for the time points of the jumps is zero).
We show that M X is locally square integrable by showing the more restrictive condition that MX
is square integrable. We do this by showing that [M X ] is integrable, which we do by showing
that each entry of the vector is integrable. The first entry is:

EP H /0 e sl T)aTdWT(t)” _EP [ /0 L P TR Ty d [Wr(t)}}
. UOT (P*(t,T)B(t,T)a’”)2dt] (2.B.16)
_ /T B [(P(1,7))?] (8(t,T)o")? dt < ox,

0

where we have used that a log-normal distribution has variance. The second entry is:

T
E” H/ nZQ)dW" (t) + vZQ(t)dM (x, t) +pZ’Q(t)dW“(t)”
0
—EP [ / ' (n?21)% dt + (V*Q(t))* dN (2, 1) + (p79(1))” dt}

0

g/T (0" n) / g2(t, )E" [(P*(t 7)) ]det (2.B.17)

//EP P* 7))2 )\(a:,T)} drdt

T
= /0 (on(1-+g(e)* (et [ (87 B [aant) (P(0.7))?]

<00,

where we in the first inequality have used that S€ < 1, since the mortality intensity is positive,
and we have used Jensen’s inequality to interchange the integral and the quadratic function. For
the second inequality we have used that a log-normal distribution has variance and that a CIR-
process has first moment. We also note that MX is starting in 0. That is, we have that
holds.

It is clear from -D and 0) that AX is predictable. Finally, we prove that A% € LIOC(M X)
by showing that

E” [/OT (V)" (s)d (M) (s))\X(s)] = E” [/T (V)" (5)dAX(s)| < o0, (2.B.18)

0

where the equality follows by the definition of AX. In the above equation, )\5( is given by (2.6.8)
and )\f is given by equation (2.6.10). We can write )\{( as
AT+ \n?Q
P*('7 T)ﬂ(a T)O—T
h" —v2R ()N, t)g(t)n? e

AN =
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Moreover, dAX is given by (2.6.3) and (2.6.4).

equal to
N s | —vPQ)\ (@, 5)g(s)n P )7 (1(s), 5)
’ [/o e Mz,s) + (079(s))° ]

+EP

Thus, we get that EF UOT ()\X)tr (s)dAX(s)] is

(
/T <—VZ’Q(S)A(% $)9(s) (<7 Qs)\ (@, 5)g(s) — n?2s)h"(r(5), 5))
0 (W4Q(s))E A, 5) + (079(s))°

e [T e®))’ (v79s)\(w, 5)g(s))”

—F !/0 (0T+ ar) +(VZ’Q(S))2)‘(“”3’S)+
Tre o)’ 2

<E’ !/0 (w”L ar> A ) ds]

T
:/EP
0

—~ |

(é + Cr(t)>2 + A, 5) (9(8))2] ds < oo,

o’ o’

where the last equality follows because the Vasi¢ek process has variance and the CIR-process
has first moment. By Theorem [2.5.5 we have that the first part of the theorem holds. The risk

process is given by
(e T) O, 0P| F (1)
| (£ (@) - 2% ) 2‘ ]—"(t)]

() - T ()% F(t)]

- B K/t (1 () + (P (DB T)" = dalr ) Or) )W (1)

T
4 / (7Y (7) — ba(r)p? 7)) AW (7)
2

T
+ /t (IPV(T) — ¢2(T)VZ’Q(T)) dM (z, 7'))

7o)
- / T (17 (1) + ()P (5, T)B(r, T)o” = 6a(rn™ ()| F(t)] dr
! T
+ / E”

" /tT EP [(V(7) = da(r)v2(n))* Az, 7)| F(1)| dr

(57 () = 62(m)p?2(n))?| F(1)]

- /T E” [(f’V(T) - ¢2(7‘),0Z’Q(7—))2‘ f(t)] dr
Lo
+/t EF [(DV(T) — (A1) A, 7')’ ]-"(t)} dr.

The last equality follows since the covariation process between I' and the zero coupon bond is 0,
see equation ([2.B.4)). This completes the proof. Note however, that one in principle should verify

that the conditions (2.B.11)) and (2.B.12)) are fulfilled.

O
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Chapter 3

Markov chain modeling of
policyholder behavior in life
insurance and pension

Abstract: We calculate reserves regarding expected policyholder behavior. The be-
havior is modeled to occur incidentally similarly to insurance risk. The focus is on
multi-state modelling of insurance risk and behavioral risk in terms of free policy risk
and surrender risk. We discuss valuation techniques in the cases where behavior is
modeled to occur independently or dependently of insurance risk, respectively. Ordi-
nary differential equations make it easier to work with dependence between insurance
risk and behavior risk. We analyze the effects of the underlying behavioral assumptions
for two contracts. For a “new” contract with low technical interest rate relative to
the market interest rate, we obtain the lowest reserve by counting in dependence. For
an “old” contract with high technical interest rate relative to the market interest rate,
the picture is more blurred, depending on assumptions on reactivation (recovery) and
independence.

Keywords: Surrender option, free policy option, ordinary differential equation, recov-
ery, dependence.

3.1 Introduction

We characterize reserves under finite-state Markov chain modeling of policyholder behavior and
illustrate numerically the effects on values from modeling behavior in various ways. By behavior
we think, in particular, of policyholder interventions like transcription to free policy and surrender.
The reserves are characterized by ordinary differential equations having more or less explicit
solutions, depending on the behavior model and the insurance risk model. These solutions are
particularly tractable if one assumes independence between insurance risk and behavior, although
such independence is often ruled out by contract design: Disability annuitants and life annuitants
are typically not allowed to exercise such behavior options. In the illustrations we calculate values
for standard contracts in order to analyze the effects of taking into account behavior in various
ways. In particular, we study the consequences of assuming independence between insurance risk
and behavior.

Dependence between insurance risk and behavior is a classical object of study since this is what
notions like moral hazard and adverse selection are, formalistically, all about. The idea of for-
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malising the dependence via a multi-state Markov chain may be generalized to cover also these
aspects. However, our focus here is on the absence of the annuitant’s behavioral options. Still,
we are interested in the case of independence, since it offers some shortcuts with respect to cal-
culations. These shortcuts may be attractive if they ease calculations a lot but only change the
values a little. Actually, the rationale for this paper is to study and relate formulas and numerical
results in the two cases of dependence and independence, respectively.

Current developments in insurance accounting and solvency rules take an explicit approach to
behavior. For calculating reserves it is to an increasing extent required to take into account
behavior. Behavior should be thought of as actions taken by the policyholder that influence
either the risk in the processes that drive the payment streams of an insurance contract or the
payments themselves. In this paper we pay special attention to the surrender option, i.e. the
option to terminate the contract in exchange for a lump sum payment, and the free policy option,
i.e. the option to stop paying the premium against a reduction of benefits. Among other options
held by the policyholder may be the annuitization option in case the default coverage is a pension
sum that can then, on basis of technical assumptions about interest and mortality, be converted
to an annuity. Although this distinction is not necessarily a clean cut in practice, annuitization is
an option that can be exercised upon retirement and can therefore be thought of as a European
type option. The surrender and free policy options can, in general, be exercised at any point in
time and can therefore be thought of as American type options. Another option that is sometimes
mentioned explicitly is the option to raise the premiums. Typically, such an option is provided
in connection with an occupational pension scheme, where e.g. premiums are calculated as a
percentage of the salary.

There exists a range of approaches to modeling of behavior. One extreme position to take is to
assume that the policyholder exercises his options based on an economically optimal strategy, i.e.
in order to maximize the value of the payment stream of the contract. This approach is taken in
Steffensen| (2002)) leading to characterization of values by so-called variational inequalities known
in a financial context from American option pricing. Compared to a standard American option
it is a delicate feature of the contract that both a free policy and a surrender option exist.
Furthermore, if the free policy option is exercised, the contract continues under different terms
and possibly still including a surrender option. This is all dealt with by |Steffensen| (2002). The
same extreme American option approach is taken by e.g. |Grosen and Jgrgensen (2000), Bacinello
(2003), and [Siu/ (2005)). A primitive approximation of the value obtained from this approach is to
reserve, at any point in time, the larger of the value based on no exercise and the surrender value.
This is what has been called a “now or never”-reserve since it corresponds to optimizing over two
intervention strategies corresponding to exercising now or never. Due to its tractability, this is
often seen as a first approach to take intervention options into account in practical accounting
rules. Clearly, this approximation underestimates the true value since the optimal strategy may
be to exercise somewhen between now and never.

Another extreme approach is to assume that the intervention options are exercised completely
incidentally. Then intervention risk can be treated formalistically as a diversifiable insurance risk,
although they are different concepts and the treatment considerably complicates, in general, the
states of the world that have to be taken into account. This approach is taken e.g. by [Buchardt
and Mpller| (2013) and Buchardt et al.| (2013]).

A modern approach in accounting and solvency is to base reserves on expected policyholder be-
havior rather than rational policyholder behavior. This approach is taken e.g. in preliminary
formulations of both Solvency II and IFRS. This draws attention towards the latter of the two
extremes. However, the expected policyholder behavior is explicitly required to take into account
also e.g. the economic environment and/or whether the option is beneficial. This appears to be
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one step back towards the first extreme without really going that far. Such intermediary mod-
eling is an interesting object of study with a lot of challenges concerning the statistical material
available, economic intuition and mathematical tractability of the studied objects depending on
the driving factors. Simple ideas are to let the intervention intensity depend on interest rates, as
was done by De Giovanni (2010), or a relation between the intervention value and (some notion
of) the market reserve. These ideas address the questions regarding the economic environment
and whether the option is beneficial.

There exists a large amount of empirical literature discussing explanatory variables. These range
from macro variables like interest rates, e.g. studied by |Kuo et al.| (2003) and [T'sai et al.| (2002), to
micro variables like for instance policyholder age or policy duration. Some authors study macro
and micro explanatory variables simultaneously, see e.g. |Kim| (2005) and Milhaud| (2013]). Note
that working with macro variables creates dependence across policyholders in a portfolio which
is crucial for solvency issues, see |Loisel and Milhaud| (2011). We refer to Eling and Kiesenbauer
(2014) and references therein for a comprehensive literature overview.

In this paper we take the extreme approach to assume that the intervention options are exercised
completely incidentally. This does not mean that we do not believe that working with interest rate
or reserve dependent intervention intensities is interesting, important, challenging, or relevant. We
are just focusing on something else. Also, we focus on something rather different from Buchardt
and Moller| (2013) who mainly concentrate on representation and calculation of cash flows in one
of the special cases of our study, and Buchardt et al.| (2013) who in a more theoretical framework
deal with duration dependence in the risk model. Dependence between mortality and surrender
risk was actually studied by [Valdez| (2001) but he worked in a model setup and with a focus quite
different from ours. The relation between our approach and the idea of counting in external risk
factors with respect to behavior is discussed in the conclusion raising several issues for future
research.

We are interested in discussing the dependence between insurance risk and behavior that essen-
tially arises from the product design. We do this in a finite state Markov chain framework. That
allows us to characterize conditional expected values by ordinary differential equations and to
specify their solutions. Their structures make it clear in what sense one can choose between a
complicated differential equation based approach and a solution based on simplifying assump-
tions. Or said in a different way: Keep it simple or keep it right! To make the good choice here,
it is of course relevant to qualify this one-liner. How simple is simple? And if simple means
wrong, then how wrong is wrong? These questions are discussed from a theoretical point of
view throughout the first part of the paper in Sections - and addressed numerically in
Section after which Section concludes. In a thorough analysis where several aspects are
taken into account, including varying over the value of the intervention options, the answer is not
surprising: It depends! This paper illuminates on what it depends. A conclusion is that it really
does matter for the entry values whether one takes the “simple” or the “right” approach. This
makes a case for our advanced methods. All numerical results are obtained by Actulus® Cal-
culation Platform that has been developed to deal with such questions of importance to the life
insurance and pensions sector by numerically solving the relevant systems of ordinary differential
equations.

3.2 Risk and Behavior Models

In this section we present the idea of considering a combined model for risk and behavior as
being decomposed into two separate models for risk and behavior, respectively, that are or are
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not probabilistically dependent of each other. We think of a risk state model Z"** and a behavior
state model Zpepavior and consider the state model (Z”S"C , Zbeh(wior)-

Given (the whole process history of) Zpenavior Z"sk s assumed to be a finite-state Markov
chain taking values in 775k Thus, conditional on Zpehaviors there exist transition intensities
p* (t) for j, k €ZT* and t > 0, such that for all k €Z* fg 2 )k (s)ds is (conditional on
Zyehavior) @ compensator for the counting process counting the number of jumps into risk state
k. The transition intensities may be independent of Zpcpavior and in that case Z"5k s, even
unconditionally, a finite-state Markov chain. A canonical multi-state example of a risk model is
the disability model illustrated in Figure We have labeled the states {active, disabled, dead}
by the letters {a,,d}. This risk model is a key example below and in the numerical illustrations
in particular.

Q
S,

. H .
5
uia
‘uad 'uid

Figure 3.1: Disability risk model.

Symmetrically to the paragraph above we can now introduce the Markov chain Zpepqvior given
(the whole process history of) Z"**. We denote by vk (t) for j,k €Zpehgvior and t > 0 the
transition intensities and illustrate the canonical example of a behavior model in Figure We
have labeled the states {premium payment, free policy, surrender} by the letters {p, f,s}. This
behavior model is a key example below and in the numerical illustrations in particular.

Vpf
’ Ppremium payment ‘ =
vy
Vps P Vs
¢ v

Ssurrender

Figure 3.2: Behavior model.

As can be seen above, we refer consequently to specifications and states in the risk model by su-
perscripts and to specifications and states in the behavior model by subscripts. When Z"** given
Zvehavior A0A Zpehavior given Z7k are Markov models, the combined model Z = (Z risk, Zbeh(mor)

is a Markov model. Thus, there exist risk transition intensities ,u{ k (t) for j, k €Z"5% 1| €Zpehavior

. risk
and t > 0, such that for all k €Z"sk fg ugbehaszlj( ) (s) ds is a compensator for the counting process

counting the number of jumps into risk state k. Similarly, there exist risk transition intensities

( ) for 4,k €Zpehavior, | €ZTF and t > 0, such that for all & €Zpenavior (f ZZ:]C(S) (S)k( s)ds

1s a compensator for the counting process counting the number of jumps into behavior state k.
We introduce the notation plm (t, s) for the transition probability that the risk process moves from
j to k and the behavior process moves from [ to m over (¢,s). In the case where the two sub-
models for Z"* and Zpenavior are independent, i.e. the transition intensities w do not depend on
Zvehavior and the transition intensities v do not depend on Z"* we can simplify this probability
into a product of probabilities with respect to each sub-model, i.e.

p{j; (t7 S) = pjk (ta ‘9) Pim (tv 5) :
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In case of independence we here specify the transition probabilities in the two models exemplified
above. If ;% and p'® are both positive, we have no closed-form expressions for the probabilities
(pa“, P, p®, pte, pd, pld). However, in the case of no reactivation, i.e. y** =0, we do:

paa (t7 S) - 6_ fts (Mai(T)+Mad(T))dT7 p” (tu S) =e fts lu‘id(T)dT

p“i (t,s) = / p* (t,T) ;ﬂi (1) p“ (1,s)dr, pm (t,s) =0.
t

)

The probabilities p¢ and p*® are calculated residually by conditional probabilities summing to 1.
Correspondingly, if v,y and vy, are both strictly positive, we have no closed-form expressions for
the probabilities (ppp, Pff, Dpfs Dfps Ppss Pfs). However, in the case of no premium resumption, i.e.
vip =0, we do:

ppp (L, 8) = e ﬁs(””f(T)”L”ps(T))dT? prr(t,s) =€ Jivis(rydr
Ppf (t,s) = /t Ppp (t,T) Upf (T)pff (T,S)dT, Pfp (t,S) = 0.

The probabilities p,s and pss are calculated residually by conditional probabilities summing to 1.

A specific model for behavior is a model for the demand from policyholders. By a probabilistic
model for demand we formalise a tendency that policyholders hold certain types of contracts.
There are many motivations for thinking of the two processes Z"* and Ziehavior @s being de-
pendent. Two classical features in risk trading represent each one direction of influence between
the two sub-models. On one hand, adverse selection means that policyholders with certain risks
tend to demand certain contracts. We can reflect this in our model by letting the transition
intensities in the behavior model be more or less explicitly dependent on the risk process. On the
other hand, moral hazard means that policyholders with certain behavior/demand tend to cause
certain levels of risks. We can reflect this in our model by letting the transition intensities in the
risk model depend, more or less explicitly, on the behavior model. Thus, causal effects between
the models have different directions and each direction has a given economic interpretation. At
the end of the day, though, we observe a combined process where it may be difficult or even
impossible to detect the direction of causal effects from the experienced dependence.

The canonical behavior model illustrated in Figure above also forms a model for demand of
certain types of payment profiles. There may be effects of adverse selection, i.e. policyholders in
different risk states tend to exercise their free policy and surrender options differently. Moreover,
there may be effects of moral hazard, i.e. mortality and disability rates differ for policyholders in
the premium payment and free policy states, respectively. Below we pay full attention to a simple
effect in the policy design where the dependence between the risk and behavior models is part
of the contract. It is common practice that e.g. only policyholders in the risk state “active” are
allowed to transcribe into a free policy or surrender. A standard contractual formulation is that
such exercise options fall away when the contract goes from a premium paying contract to a benefit
receiving contract, either by transition of state or by transition of time. We assume throughout
that the risk of policyholders resuming their premium payment after having been transcribed
to free policy is zero, i.e. vy, = 0. This is often a harmless assumption since a contract, when
premiums are resumed, is typically handled as a new contract and should therefore not be taken
into account. With such a dependence coming exclusively from the behavioral options in the
contract, we have illustrated the two-dimensional model in Figure [3.3]
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Figure 3.3: Combined model.

3.3 Values and Cash Flows in Risk and Behavior Models

In this section we describe the contractual payments and present formulas for calculation of their
conditional expected present values. We assume a general risk model in combination with the
canonical behavior model illustrated in Figure with the premium resumption rate set to zero.

We take as starting point a contract that, in the first place, specifies its payments in the risk
model, conditional on the behavior model being in the premium payment state p. We assume
that the contract pays net benefits to the policyholder at rate b’ as long as the policyholder is in
state j and a lump sum net benefit b’* upon a transition from j to k. By net benefit we mean
(positive) benefits paid to the policyholder minus (positive) premiums paid by the policyholder.
The contract terminates at time n. We can now formalize the expected payment rate at time s
given that the policyholder is in risk state k at time s as

& (s) —i-z,u 5) bR (s

L:l#k
where the sum here and in the rest of the paper is over states in Z"*.

We assume that the contract specifies that upon surrender from risk state k at time ¢, all future
payments are canceled and a surrender sum G* () is paid out in return. Moreover, we assume that
the contract specifies that if the policy is transcribed into a free policy while the policyholder is in
risk state h at time ¢, the future payments are changed in the following way. The negative elements
of b/ and b, i.e. premiums, are set to zero whereas positive elements of & and 5%, denoted by
b+ and v/¥*, are multiplied by a so-called free policy factor which depends, exclusively, on t and
h and we denote by f" (). First we introduce the expected payment rate of positive payments
(before multiplication by f") as

Tt (S) — kar _|_ Z 'ukl bkl+ )
114k

We can also write the expected payment rate at time s given that the policyholder is in risk state
k at time s and jumped into the behavior state free policy at time ¢ while being in risk state h as

fh (t) ck:-i— (8) _ fh( bk+ + Z ,ukl bkl—i— )

L2k
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The surrender sum and the effects on the benefits in case the free policy option is exercised
are parts of the contract terms. The contract specifies what happens in case of surrender or
free policy. It should be clear that, if the policyholder decides to stop the premium payments
prematurely, the benefits have to be recalculated accordingly in order to prevent speculation.
The free policy factor typically reduces the benefits proportionally. A reduction occurs since
a part of the benefits are related to the future premiums that fall away upon the exercise. A
proportional reduction is motivated by a wish to treat all benefits equally. One can imagine a
series of alternative recalculations of payments upon transition into the free policy state. E.g. the
policyholder may want his risk coverages (like term insurance and disability annuities) to either
fall away or to be fully kept upon transcription, and then the saving coverages (like deferred life
annuities) are changed residually. We elaborate briefly on such alternatives in Section below.
However, we develop the valuation formulas under the assumption that all future benefits are
changed proportionally. That even goes for the surrender payment in the following sense. If the
policy was transcribed into a free policy while the policyholder was in risk state h at time ¢, and
the policy is surrendered at time u > t while the policyholder is in risk state j, the policy pays
out a surrender sum f" (t) G7* (u). All payment coefficients, including f and G, are assumed to
be bounded and continuous. All formulas can easily be generalized to coefficients with countably
many discontinuities by using that the reserves are still continuous, although not differentiable,
in these points.

It is important to note the following. Since the process Z is Markovian the intensity of making a
jump at time ¢ depends on the position of Z only. However, this does not mean that the payment
rate at time ¢ only depends on Z. Since the expected payment rate at time s, f" (t) ** (s), de-
pends on t and A through the free policy factor, we have introduced a specific duration dependence
in the payment process which is not present in the probability model.

For the rest of the paper we consider a deterministic interest rate, r, but skip the time dependence
in the formulas. In the numerical calculations in Section 3.6l we use a forward rate observed in
the market at a fixed valuation date.

3.3.1 Given the free policy state

In this subsection we present a differential equation characterizing the reserve defined as the
expected present value of future payments at time ¢ > 7 given that the policy jumped to the free
policy state while the policyholder was in risk state h at time 7. We also specify its solution.
Here and throughout we refer to Steffensen| (2000)) for all differential equations and their solutions.
Denoting by Vf (t),, the reserve if the policyholder is in risk state j at time ¢ and became a free
policy while being in risk state h at time 7, we can characterize this reserve by the differential
equation (here and in the rest of the paper we skip the specification of the trivial boundary
condition, V7 (n),,, = 0)

%V”() = Vi), - = > ( )b7k+()+ka(t)Th—VJ?(t)Th)
k:k#j

v @) (PO O -V 0),).

The solution can be written as

vi (t),rh:fh(T)/ne_fts’"ijf}(t,s)( *(s) 4 v, (5) G (5)) s,
t k
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where e~ Ji 7 is shorthand notation for e~ J: "(Wdu ang p7 ¢ (t,s) is the probability that the policy-
holder moves from ] to k in the risk model while staymg in state f in the behavior model This
interpretation of p?cf (t,s) relies on the assumption that vy, = 0, such that p}f (t,s) = pff (t,s),
where the notation ff denotes that the transition from f to f is made by staying uninterruptedly
in state f. The solution is not in closed form, since the transition probabilities, in general, do not
exist in closed form. From the integral solution we can see that the reserve consists of payments
during sojourn in the free policy state (the ¢*T (s) terms) and payments paid upon surrender (the
G** (s) terms).

In the special case where the behavior and the risk models are independent, we have the simple
form,

i .
pﬁ"f (t7 S) = pff (ta S)p]k (tv S) )
such that

VI(t),, = f"(7) / e Iy (1) > PRt s) (ck+ (s) +vps (s) GFF (s)) ds.
t k

This formula is particularly convenient since it can be built around the “original” expected cash
flow rates Zp]k (t,s) cFT (s) and the rates Zp]k (t,s) vs (s) GFT (s). Thus, when making use of

k k
the integral solution, one may, for computational convenience, be inclined to assume probabilistic

independence. This is not correct, but the numerical errors may or may not be negligible. We
elaborate on this in Section [3.6] On the other hand, when working with the differential equations,
using the correct model does not introduce any additional complexity. Hence, there is no excuse
for not performing the right calculations.

3.3.2 Given the premium payment state

In this subsection we present a differential equation characterizing the reserve given that the
policy is in the premium payment state and in risk state j at time t. We also specify its solution.
Denoting this reserve by V7 (t), tacitly skipping the subscript p on all reserves below, we can
characterize this reserve by the differential equation,

%VJ( t) = TVJ( Z M ( (t) + Vk( t) — VI (t)) (3.3.1)
k:k#j

v (t )<W( )iy = V(1) = v (1) (67 (1) = VI (1)

Note that the reserve V]f (t):; is obtained by solving the differential equation for VJZ (t)r; for fixed
7 and subsequently replacing 7 by t. The solution can be written as

Vi) — /e Jir Z 1) (¢4 (5) + GF () v, (5)) s (3.3.2)
<[ e—ﬂsikjw%s)( () v (5) G (9)) s,

where p{;];, (t,s) is the probability that the policyholder moves from j to k in the risk model while
staying in state p in the behavior model. This interpretation of pf,,lg (t, s) relies on the assumption
that vy, = 0, such that p%g (t,s) = p% (t,s). Furthermore,

Wik (t, s) /Zp;’; (t, ) vy (1) Pl (1,8) f" (7) dr
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In the integral solution we can see that the reserve consists of payments during sojourn in the
premium payment state (the c¥(s) terms), payments due upon surrender from the premium
payment state (the G¥ (s) terms), payments during sojourn in the free policy state (the cf* (s)
terms), and payments upon surrender from the free policy state (the G*¥* (s) terms). The ratio
Wik (t,s)/ pz)];(t, s) is the expected free policy factor given that the policyholder jumps in the risk
model from j to k and in the behavior model from p to f over (¢, s).

In the special case where the behavior and the risk models are independent, we have the simple
form (recall the simple forms for p,,, ps, and p,f from Section [3.2)

I;g (t,s) = ppp(t,s)pF (t,5),
pzf]} (t,S) = DPrr (t7 S)pjk (tas) )
p;]; (tv S) = Dpf (t’ S) pjk (tv ‘9) >

such that
Vi) = /t ey (1) S (1) (" () + vps (5) G* (5) ) ds
k
+ /t” e lir Z wik (t,s) <0k+ (5) +vys (s) Gk (s)) ds,
k
W (t5) = [ i (1) () () " () (1,9 7 ()
h
This formula appears convenient since the first line can be built around the “original” expected

cash flow rates Zpﬂ“ (t,s)c¥ (s) and the rates Zpﬂ“ (t,s) Vps (s) G¥ (s). Thus, when making

use of the integralf solution, one may, for computat{fonal convenience, again be inclined to assume
probabilistic independence. However, this shortcut is not as appealing as it seems. In spite of the
probabilistic independence, the second line is still an involved quantity. In order to really benefit
from “original” expected cash flow rates, we further need to assume that f" () does not depend
on h, in case we denote f* by f. Then

Wik (t78) :pik (ta S)W(t75)7

with
W (t,s) = /t Ppp (& T) Vpp (T) pypr (7,8) f(T) dr, (3.3.3)

such that the second line becomes
/ e~ i (t,s) ijk (t,s) (c’l€+ (s) +vys(s) Gk+ (3)) ds.
t k

Finally, we have now reached the most elegant, but incorrect, expression since all elements are
built around “original” cash flow rates Zp7k (t,s)c* (s) and Zp]k (t,s) ** (s) and the rates
k k

Zp]k (t,5) vps (5) GF (s) and Zp]k (t,s) ves (s) GEF (s).
k k
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3.4 Important special cases

In this section we specialize the main results from Section [3.3] to two particularly important
special cases. We consider the canonical disability model illustrated in Figure and the survival
model, respectively. In both cases we present the relevant differential equations and their more
or less explicit solutions depending on the assumptions about the underlying model or contract.
Particular attention is paid to the various simplifying assumptions that one can make in order
to ease calculations. We concentrate on the valuation of policies that are in the behavior state
“premium payment” since this is where the main calculation challenges arise.

3.4.1 The disability model

First we consider the disability model. We assume that all payments are zero in the state “dead”
and label the different states according to Figure Then the reserve corresponding to the
policyholder being premium paying and active at time ¢ can be characterized by a special case of

(B:3.1) given by

d(l _ a a
SVIE) = V() — b (0
(

= (1) (0 () + V(1) — va(>) uet (1) (b (1) = Ve (1))
—v;f<t>(va<t>m—va<t>) 5o (1) (G (1) =V (1))

Here, the second line contains the risk premia related to the state transitions in the risk model
whereas the third line contains risk premia related to the state transitions in the behavior model.

The general solution represented in ([3.3.2)) becomes

vy = [fetir( THENEO OO ),
v = f <+ppp< 9 (@ () + <> <s>>>d

s W““ts( )Ga+(s)> )
g +Wm<t,s>(z+<>+vfs<>G%+<s>) -

where

w0 [ PR O ) ) Y
W) /t<+p <,>pf<>pff<m>f<7>>d’

i [ PG O rs) )
we (. s) / <+ppp<t v (r )p}’f(T,S)f’(T)>d'

We now make the realistic assumption that the contract speciﬁes that behavioral events only take

place as long as the policyholder is active. This means that v, (t) = Vs (t) = 0 such that Wae
and W% reduce to

W (t,5) = / P (b7 vl () P (7, ) O () dr,
Wit s) — /t P (b7 v () ps (7, ) 2 (7) dr

These formulas are, of course, not explicit due to the allowance for a positive reactivation rate.
This makes the probabilities impossible to calculate explicitly. However, if we do not allow for
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reactivation, we get simpler expressions for the probabilities, e.g.
— S ai ad a a
Do (b5) = phy (t,s) = e Jo TR
—_— _ S ,at ad a
PY; (ts) = Py (ts) = FHFTHTL,
This has simplifying consequences for the calculation of p‘}lf (t,s), W (t,s), and W% (¢, s).

Instead of assuming that the contract allows for behavioral events from the “active” state only, we
now make the “opposite” assumption and say that the risk and behavior models are independent.
We know from the previous section that this may help make the calculations much simpler. We
get the following expression for the reserve,

i e o (P () F e ()G (5) Y,
Vv (t) /; Ppp (tv ) ( +p® (t, 8) (CZ (S) + Vs (S) Gl (8)) > d
e W) () + v ()G () )

+/t ( +Wa (¢, s) (cZ+ (s) +vyps (s)G'T (s)) > ds,

where

e (t’ s) _ /ts . (t, 7_) Vo (7_) i (7—7 3) ( pae (t, 7') pa"l (Z’, S) f“‘(T) > dr,

Wai (t, S) — /ts Dop (t, 7_) Vpy (T) Dif (7_’ S) < p‘m (t, 7') pa? A(T, S) fa(:_) ) dr.

There are still several difficulties with this representation. Even though some elements relate to
conditional expected cash flows from the original contract, we note that we cannot calculate the
transition probabilities explicitly as long as we allow for reactivation. Furthermore, the expected
cash flows from the free policy state are still quite complicated and do not relate to the original
cash flows in an easy manner. Referring to the results in the previous section, we propose the
additional assumption that f* = f¢. Then

W (t,s)
W (t, s)

with W defined as in (3.3.3), such that

Vo) = /tn e Ty (1) < fm;i(i s) (¢ (8) + vps (5) G“i(S)) )ds

[ (B e

Finally, the ingredients relate to the original cash flows. In these cash flows appear the transition
probabilities. How accessible they are, depends on whether or not we allow for reactivation. If
we do not, the probabilities are explicit and we have reached the “simplest” representation of our
reserve.

3.4.2 The Survival model

Now we specialize to the survival model by skipping the disability state in Subsection We
skip the superscript a in the reserve V¢ since all quantities are conditional on the policyholder
being alive. This is a special case that deserves special attention. Namely, if there is no payments
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in the death state, the simplifying and, in general, harmful assumptions are in this particular
case harmless. This is so because all behavioral options and payments fall away upon death. The
general solution represented in (3.3.2]) becomes

V() = /tneftsrp%(ca(s)—i—Vps(s)Ga(s))ds

+ /tn e~ i (4 ) (¢ (s) + vps () G (5)) ds,

where

W (1, 5) = / PO (£,7) vpp (7) P25 (7. 8) £ () dr.

If we assume independence between the models we essentially assume that the mortality rate
is not affected by the state of the behavior model and the transition intensities in the behavior
model are not affected by the state of the risk model. The latter assumption is harmless since we
have assumed that there are no payments in the death state. This means that it does not affect
the value to allow for transcription into a free policy or surrendering among dead policyholders.
If instead there were payments in the death state it would, of course, make a difference for
these payments whether we allow for behavioral intervention or not. Under the assumption of
independence we get the simplifications,

V) = [ () (09 (¢ () v ()G (5)) s
+ / " BT (1, 5) (7 (5) + wgs (5) GO () ds,
where
W (ts) = [ o () () by () ()57 (1) 1 ()

_ et ) /t o (67) vog (T) D15 (7. 8) 2 (7) dr.

Then we have reached an expression based on the original cash flows. In the survival model, the
final simplification, f* = f, is not necessary. However, we stress that this is true only because
we have no payments in the death state.

3.5 The free policy factor

In the calculations above we have assumed that all future benefits are multiplied by the same
factor f7(t) upon transcription into free policy while being in risk state j at time ¢t. We have not
discussed what this f7 should be, though, and we have not discussed the situation where different
factors apply to different future benefits. If f7/ applies to all future benefits, a natural idea is to
let f7 be determined by
. Vj*(t)
VIte(t)
where “x” denotes valuation of the contractual payments corresponding to a technical basis
consisting of (r*, u*), possibly different from our valuation basis, (7, 1), and “+” means that only
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positive payments (benefits) are taken into account. To see why this idea is natural, consider the
free policy sum at risk V7 (t),; — V7 (t). Since V7 (t),; = f7 (t) V™ (t), we have that

Vi), — Vi) = &) VIt () - V).

Now, a particular version of our valuation basis would of course be the technical basis. In that

case, as f/(t) = %, we get

VI (@) = V7 (1) = f7 (1) VI (1) = V7" (1) = 0.

In that sense we can say that under the technical basis the policyholder pays himself fully for the
free policy risk. An important consequence of this approach is that one can disregard the free
policy option for technical valuation purposes, e.g. for setting an equivalence premium. We can
require from the free policy factor, that the free policy sum at risk is zero under the technical
basis. Under this constraint, we can consider situations where different reduction factors apply
to different benefits.

If a group of benefits (“keep”) is fully kept upon transcription while another group of benefits
is deleted (“delete”), a residual group is reduced by the factor f7(t). It is found by solving the
equation

0 = VI ) 3 (1) (VI (1) = v (g) - yIsees () ) it (1) (3.5.1)

Hence

V]* (t) _ Vj-‘r(keep)*(t)

J
PO = Vim o = virGean g - Vv @)

(3.5.2)

If there is a prioritized order in which the benefits are to be kept and the rest deleted, one could
start filling the group “keep” as long as V7* (t) > VIt(keer)*(¢) The first benefit that violates
this inequality should be reduced by the f7 in and the residual benefits should be deleted.
Two special cases of this are when either the group “keep” or the group “delete” is empty. If the
group “keep” is empty and the group “delete” is not, then

_ V7*(t)
TVt (t) — VjJr(delete)*(t)

7 (t)

for the residual benefits. Note that this may lead to f > 1. If the group “delete” is empty and
the group “keep” is not, then

VI* (t) — Vitkeen)s ()

(6= Vits (t) — Vit(heep)x(t)’

for the residual benefits. Note that this leads to f < 1. However, in principle we may now end
up with f < 0.

In all these cases the free policy sum at risk is

VI (1)~ V7 (1) = VI+0een) (1) 4 9 (1) <Vj+ (t) — Vitlkeep) () _ yyi+(delete) (t)) _VI(1). (3.5.3)

Plugging f7 defined in (3.5.2) into (3.5.3) under the technical basis gives the desired result that
the technical free policy sum at risk is equal to zero, cf. (3.5.1]).
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3.6 Numerical results and discussion

We consider here the situation in Section i.e. where the risk chain is a disability model with
states “active” (a), “disabled” (i) and “dead” (d) (cf. Figure[3.1)) and the behavioral chain con-
sists of the states “premium payment” (p), “free policy” (f) and “surrender” (s) (cf. Figure[3.2).
For the various setups (modeling of dependent/independent chains, using the same/different free
policy factors in risk states and including/disregarding reactivation from disability) mentioned
in Section regarding the disability model, we compute the reserve conditional on the pol-
icyholder being in the risk state “active” and the behavioral state “premium payment”. The
purpose of this is to quantify the implications of using the various alternatives to the correct
model, which is the dependent model where reactivation is included. Here “dependent” cor-
responds to including policyholder options only from the risk state “active”, cf. Section
below. All numerical calculations are performed by numerically solving the system of ordinary
differential equations . In case of no reactivation the system has a hierarchical structure
and the equations corresponding to the different states can be solved one at a time. In case of a
positive reactivation rate, the equations of the system are solved simultaneously. The results are
obtained by Actulus® Calculation Platform.

3.6.1 Model parameters

The two computational bases in play are the technical (sometimes referred to as “first order”)
basis and the market (sometimes referred to as “third order”) basis. In other words, we omit
including a separate so-called “second order” basis (which is sometimes used to model bonus
distribution schemes). As usual, the payments resulting from exercise of surrender and free
policy options are defined such that the corresponding sums at risk under the technical basis are
zero (cf. Section [3.6.2)). Hence we disregard these options under the technical basis, see also the
discussion in Section 3.5

We start off by defining the transition intensities for the risk chain under the bases, see Table
Throughout this section these are independent of the behavioral chain implying e.g. that the
mortality of a premium paying policyholder is the same as the mortality of a holder of a free
policy at the same age.

From To Technical basis Market basis

active | dead 115 (age) = 0.0005 4 10°728-10+0.038(age) u M*ad

active | disabled | 1*%(age) = 0.0006 + 10%71609—10+0.06(age) = pre

disabled | dead 14 (age) = *ad(age) M = p*

disabled | active p*e(age) = ' (age) = ¢~ 0:06(age) op

Table 3.1: Transition intensities, risk chain.

We remark that for the technical basis we use the standard intensities for a female occurring in
the Danish G82 risk table. We let the mortality and disability intensities of the two bases be
the same whereas the interest rates, on the other hand, are different (cf. Section below).
Furthermore, we consider both the case when the market reactivation intensity, u**, is non-zero
and when it is zero (as the latter assumption generally simplifies the semi-closed formulae, cf.

Section [3.4.1)).

Finally, we introduce the transition intensities in the behavioral model, see Table[3.2] We consider
two situations.
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1. The behavioral intensities are dependent of the policyholder’s current state in the risk
chain in the sense that they are zero unless the policyholder is in the risk state “active”.
This corresponds to disallowing policyholder interventions in the risk states “disabled” and
“dead”.

2. The behavioral intensities are independent of the risk chain. This corresponds to allowing
for policyholder interventions in the risk states “disabled” and “dead”. Since there are no
payments in the state “dead”, the latter consequence is irrelevant.

From To Independent model | Dependent model
premium payment | free policy | v,¢(age) = ¢~007(age) Upf = Lactive} * Vps
premium payment | surrender | vps(age) = vpr(age) Ups = Liactive} * Vps
free policy surrender | vyg(age) = v,r(age) Ups = Lactive} " Vfs

Table 3.2: Transition intensities, behavioral chain.

Hence, as is the general assumption throughout this paper, we do not model the option of “re-
entering” the premium paying state from the free policy state, and furthermore the state “sur-
render” is absorbing. There does not seem to exist a standard parametrization for the behavioral
transition intensities. The idea behind their forms used here is simply that the inclination to ex-
ercise policyholder options decreases with the age of the policyholder. For a fixed age of contract
initiation, which is the case in this paper, this is equivalent to accounting for a loyalty effect.

3.6.2 Contracts
3.6.2.1 The surrender and free policy options

The surrender option gives the policyholder the choice of abandoning the contract in exchange
for a lump sum payment, G’(t), where j is the risk state in which the policyholder resides at
time t. In what follows, we let G’(t) be the value of the contract under the technical basis, i.e.
GI(t) := VI*(t). In reality the sum received is sometimes reduced by a constant factor but we
disregard that in what follows. Note that this choice of G makes the sum at risk upon surrender
equal to zero under the technical basis. The free policy option gives the policyholder the choice
of stopping the premium payment. The contract is then kept but the benefits are scaled by a
certain factor, f7(t).

Before we turn to specifying the factors f7, we note that the size of the technical reserve in
relation to the market reserve is what determines if the surrender option increases or decreases
the market value of the contract. In a situation where the technical reserve is higher than the
market reserve, it is to be considered profitable for the policyholder to surrender and conversely
when it is lower. In order to account for both situations, we consider two different contracts as
specified below.

In some cases the policyholder options are only allowed from the risk state “active”. It is then
standard to define f%(t) = V2 e, the quotient between the technical reserve and the techni-

Vet (t)
cal benefit reserve (premium removed, all benefits kept). When allowing policyholder options also
from the “disabled” state, the most natural choice appears to be fi(t) = % = 1. However,

as is mentioned in Section above, setting f? := f® yields even simpler closed-form solutions,
and we therefore consider both these variants of f*. We refer to the situations as using “Separate
f” and “Same f”, respectively.
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3.6.2.2 Common

We outline the common features of the two contracts considered.

e Contract expiry at age 65

e Premium payment of intensity 20,000 USD p.a.
e Disability annuity of intensity 100,000 USD p.a.
e Term insurance at 400,000 USD

e Pure endowment at expiry (corresponding to a life annuity) determined at initiation time
of the contract such that it gives the contract a technical value (i.e. V) of zero at the
time of initiation

Furthermore, the market interest rate, r, is the forward rate equivalent to the yield curve as
published by the Danish FSA at 2013-04-08 (cf. appendix [3.A)).
3.6.2.3 New contract

We consider here the situation where a relatively young policyholder has just signed the contract,
and where the technical interest rate (r*) is low relative to the current market interest rate. This
makes the technical reserve higher than the market reserve. More precisely we have the following
additional parameters.

e Contract initiation at age 30
e Age 30 at the time of calculation (¢ = 0)
e r* =1% p.a. (continuously compounded)
e Pure endowment at expiry of 552,796 USD (corresponding to the reserve of a life annuity,
at expiry, of 38.070 USD p.a. computed under the market value basis)
3.6.2.4 Old contract

We consider here the situation where an older policyholder signed the contract 20 years earlier,
and where the technical interest rate (7*) is high relative to the current market interest rate. This
makes the technical reserve lower than the market reserve. The rationale for this is that when
the contract was signed, r* was indeed low compared to the contemporary market interest rate.
More precisely we have the following additional parameters.

e Contract initiation at age 30
e Age 50 at the time of calculation (¢ = 0)
e r* =5% p.a. (continuously compounded)

e Pure endowment at expiry of 1,597,593 USD (corresponding to the reserve of a life annuity,
at expiry, of 110,023 USD p.a. computed under the market value basis)
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3.6.2.5 Remarks

We comment on the significant difference in the pure endowments of the two contracts. The
endowment sum computed at initiation of the contract should be viewed as what was then guar-
anteed. If the insurance company can obtain a higher interest than the technical interest rate,
this sum is typically increased via surplus bonus as time goes by. Assuming, in the context of the
new contract, that the insurance company realizes an interest rate of 5% p.a. and uses all surplus
contributions to increase, immediately and continuously, the guaranteed pure endowment sum,
it will be exactly the same as that computed for the old contract when the policyholder reaches
the age of 50.

3.6.3 Numerical results
We now display and discuss the numerical results obtained in the two contractual contexts.

We first mention that model variations occur in two “dimensions”. On the one hand regarding
whether or not we include reactivation from disability and on the other hand whether or not we
model the risk and behavioral chains independently. Finally, in the case when the chains are
modeled independently, we consider the two situations when the free policy factors are the same,
fi(t) := fe(t), from the states “active” and “disabled”, and when they are not (they are defined

in Subsection [3.6.2.1| above).

Figure illustrates the various computational setups that we consider. For each box we have
computed the corresponding reserve for both contracts. The numerical results allow us to find
variations in the reserve by alternating the model “one step at a time”. In Figure the arrows
illustrate a situation where we start off by using a model without reactivation and independent
chains and then additionally consider dependence and reactivation, one at a time. Hence, we
have a way of decomposing the change between two models. In the case below the parts being
a consequence of introducing dependence and reactivation, respectively. We emphasize that the
top left box, corresponding to the correct model, is always considered as the benchmark result
for comparisons.

React. No react.

Dep. e o

Separate f.

Indep.

Samef.

Figure 3.4: The included model variations and a possible path between two of them.

Some inequalities between reserves computed under different setups can be obtained in general by
theoretical considerations. For example, it is fairly obvious that using f¢(t) := f%(t) < 1 rather
than fi(t) = 1 in the independent models yields, fixing the remaining parameters, a smaller
market reserve. We show, however, by means of examples that other inequalities are indeed
dependent on the concrete setup (e.g. the reactivation intensity).
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3.6.3.1 New contract

Figure below displays four reserves as functions of time and conditional on being in the state
“active, premium payment”: The technical reserve (“Technical”), the reserve in the model in-
cluding reactivation from disability and the aforementioned dependence between the risk and
behavioral Markov chains (“Dep., react.”), the reserve disregarding behavioral options and re-
activation (“No options, no react.”), and the reserve disregarding behavioral options only (“No
options, react.”). The market reserves are smaller than the technical reserve since the policy is
newly issued on the “safe side”. Disregarding reactivation (here illustrated under - but not only
true for - no behavioral options) increases the reserve since less premiums and more benefits will
be paid in the future. Disregarding behavioral options (here illustrated including reactivation)
substantially decreases the reserve, setting a warning sign to the authorities that these options
have a significant value and must be taken into account. The reason why the behavioral op-
tions increase the reserve is that they take the (larger) technical reserve as starting point for
all fairness considerations and they therefore draw the reserve up towards the technical reserve.
Larger behavioral intensities would draw the reserve including behavioral options up towards to
the technical reserve.

600,000
500,000

400,000

300,000
a
=} ———Technical
£
$ 200,000 Dep., react.
>
o No options, no react.
& No options, react.
100,000
0
-100,000
-200,000 ‘

Age

Figure 3.5: The technical reserve, the “dependent” reserve (including reactivation), and the two
market reserves without behavioral options.

We now present all computed reserves evaluated at a few time points in Table [3.3] These are the
technical reserve and eight different market reserves. The market reserve based on dependence
and reactivation (VPP react-) is spoken of as the correct reserve, whereas the other seven market
reserves are calculated under simplifying assumptions. We also list the free policy factor in Table
Furthermore, we plot the difference between the five market reserves including behavioral
options and the correct market reserve in Figure More precisely, for a given reserve VModel
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where Model is e.g. “Dep., no react.”, we have plotted the function
t VMOdel(t) . VDep., react.(t).

The two market reserves without behavioral options are illustrated in Figure It is seen how
the reduction factor tends from 0 to 1 as a larger and larger proportion of the agreed premiums
are paid. Here, we stress that “same f” versus “separate f” refers to whether the tabled reduction
factor or 1 is used in case of transcription to free policy from the disability state.

Age 30 35 40 45 50 55 60 65
Technical 0 83,621 167,653 249,401 325,518 393,614 458,275 552,796
Indep., no react., separate f -19,493 34,300 85,716 143,915 206,457 287,067 391,278 552,796
Dep., no react. -21,625 31,852 83,269 141,833 205,131 286,489 391,171 552,796
Indep., no react., same f -23,212 30,728 82,425 141,259 204,800 286,340 391,145 552,796
Indep., react., separate f -26,450 25,026 74,769 133,055 198,205 282,578 390,216 552,796
Indep., react., same f -28,341 22,876 72,484 130,987 196,794 281,913 390,088 552,796
Dep., react. -30,014 21,198 71,130 130,124 196,436 281,852 390,094 552,796
No options, no react. -143,050 -63,576 14,272 97,326 181,550 276,817 388,905 552,796
No options, react. -174,674 -88,755 -6,249 81,507 171,357 271,825 387,800 552,796
f 0.000 0.153 0.300 0.440 0.573 0.702 0.838 1.000

Table 3.3: Computed reserves in descending order (in USD).
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Figure 3.6: Reserve differences compared to “Dep., react.”.

We draw some conclusions from Figures [3.5] and [3.6] and Table [3.3]
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1. Given that behavioral options are taken into account, we see that an insurance company
would in fact benefit from using the correct model since this gives the smallest reserve.
By incorporating reactivation, the reserves become smaller. For the intervention options
it holds that working with dependence gives that fewer policyholders (compared to the
independent case) exercise options that are technically fair and therefore the attraction up
towards the technical reserve is smaller.

2. One cannot conclude from the above that using the model yielding the simplest closed form
expression for the reserve, “Indep., no react., same f”, is “at least on the safe side” of the
correct reserve. Namely, from the numbers above it is clear that letting the reactivation
intensity approach zero, the reserve in “Dep., react” converges to that in “Dep., no react.”,
which is larger than the one in “Indep., no react., same f”. Hence the order relation between
the two reserves is in fact intensity dependent.

3. It is by no means a surprise that the largest market reserve is “Indep., no react., separate
f7. We omit a formal argument but note that when assuming independent chains we have a
surrender and free policy option in the disability state. When using separate f, i.e. f' =1,
exercising the free policy option from the disability state gives the policyholder Vit (), in
other words the value of his own contract with premium payment streams removed from all
states. The surrender option, when exercised from the disability state, gives the policyholder
an amount equal to the value of his contract computed under an interest rate lower than the
market interest rate and furthermore disregarding reactivation and free policy (namely, the
technical reserve, V*(t)). Hence the disability state is as expensive as possible and further
omitting reactivation from this state additionally increases the reserve (the policyholder can
never resume the premium payment instead of receiving the disability annuity).

4. Note that the difference between the reserves “Indep., no react., separate f” and “Dep., no
react.” is caused solely by the surrender option. To see this, note that transcribing to free
policy from the disability state gives the corresponding benefit reserve, V*(t) = Vi(t) (no
reactivation), scaled by the free policy factor fi(t) = 1.

5. The numerical results allow for a study of the isolated effect of counting in reactivation.
This is done by comparing the reserve for “Dep., no react.” with the reserve for “Dep.,
react.” (or any other set of reserves where everything but the “react./no react.” dimension
is fixed). We see that reactivation reduces the reserve considerably at low ages where the
reserves are low, but even after 20 years where the reserves are around 200,000 USD the
reduction is in the order of 5%.

3.6.3.2 Old contract

Figure below displays four reserves for the old contract similarly to Figure for the new
contract. Now the market reserves are larger than the technical reserve since the technical basis is
not on the same “safe side” today as it was upon initiation 20 years ago. Disregarding reactivation
(here illustrated under - but not only true for - no behavioral options) increases the reserve as
for the new contract since this qualitative effect does not rely on a particular relation between
the bases. Disregarding behavioral options (here illustrated including reactivation) increases
the reserve. The qualitative effect is opposite that of Figure because the technical reserve
is now smaller. Counting in behavioral options that take the (smaller) technical reserve into
account for all fairness considerations draws the reserve towards the technical reserve. Larger
behavioral intensities would draw the reserve including behavioral options down towards the
technical reserve. The order of magnitude of the differences are comparable with the order of
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magnitude of the differences in Figure[3.5], when focusing on age 50 and onwards. In Figure[3.5|the
effects are nominally large but relatively (to the reserves themselves) small in the first 20 years,
where both the probability of being reactivated and exercising behavioral options are large. In
the last 15 years the probability of ever being reactivated (given that you are active) is small
and the behavioral options are relatively unlikely to be exercised. The order of magnitude of the
effect from behavioral options can easily change if we work with other behavioral intensities than
the ones suggested here.

1,800,000
1,600,000
1,400,000
1,200,000

1,000,000
——Technical

------ No options, no react.
800,000

Reserves in USD

No options, react.

Dep., react.

600,000

400,000

200,000

0 T T T T T T T 1
50 52 54 56 58 60 62 64 66
Age

Figure 3.7: The technical reserve, the “dependent” reserve (including reactivation), and the two
market reserves without behavioral options.

In Figures and and Table [3.4] we present the numerical results for the old contract in the
same form as the numerical results for the new contract. We draw some conclusions from these
results.

1. Given that behavioral options are taken into account, we see that the different assumptions
move the reserve in different directions, and no general conclusion can be drawn. Working
with reactivation gives, of course, a smaller reserve but among the reserves with reactiva-
tion, actually the correct model with dependence is the larger of the three reserves, “Dep.,
react.”, “Indep., react., separate f”, and “Indep., react., same f”. This sets a warning sign
to the authorities that these options must be taken correctly into account. The effect is
opposite compared to the new contract. Working with independence means that more pol-
icyholders exercise (technically fair) intervention options drawing down the reserve towards
the technical reserve.

2. As mentioned in the comments to Figure above, the effect from calculating with any
simplifying assumption is smaller for the old contract than it was for the new contract. This
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Age 50 55 60 65

Technical 573,984 815,950 1,132,248 1,597,593
No options, no react. 922,259 1,036,998 1,249,800 1,597,593
No options, react. 909,487 1,031,425 1,248,647 1,597,593
Dep., no react. 872,815 1,020,138 1,246,235 1,597,593
Indep., no react., separate f 870,710 1,019,318 1,246,089 1,597,593
Indep., no react., same f 869,112 1,018,675 1,245,971 1,597,593
Dep., react. 861,537 1,014,869 1,245,103 1,597,593
Indep., react., separate f 860,342 1,014,298 1,244,981 1,597,593
Indep., react., same f 858,947 1,013,702 1,244,867 1,597,593
f 0.754 0.854 0.933 1.000

Table 3.4: The technical reserve and the market reserves in descending order (in USD).
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Figure 3.8: Reserve differences compared to “Dep., react.”.

is because any impact from behavioral options is reduced towards the end of the contract
where the behavior intensities are small.

3. The reserve obtained when using the correct model “Dep., react.” is below those in the
models yielding the simplest semi-closed form solutions, “Indep., no react., separate f” and
“Indep., no react., same f”. Note, however, that when making the reactivation intensity
small the reserve in “Dep., react.” tends to that in “Dep., no react.” which is larger than
both. Hence, the relations between reserves are intensity dependent.

4. For precisely the same reason as in Section [3.6.3.1] we note that the difference between
the reserves “Indep., no react., separate f” and “Dep., no react.” is caused solely by the
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surrender option.

5. The isolated effect of counting in reactivation can again be studied by comparing the reserve
for “Dep., no react.” with the reserve for “Dep., react.” or similar. Reactivation reduces
the reserves by an order of magnitude of 1%-2%.

3.7 Conclusion

We have characterized reserves by differential equations and explicit formulas and illustrated
them numerically under different assumptions about underlying policyholder behavior. We have
shown the formalistic and computational advantages and disadvantages under different simplify-
ing assumptions in the case where dependence is part of the contract design. We have numerically
illustrated the effects of these assumptions. The conclusion is that both the sign and the mag-
nitude of these effects are blurred and depend on the relation between the assumptions of the
technical basis and the market basis. Here, we conclude by a couple of remarks about what we
have not done, also as a hint for future research.

e We have used Markov chains to model dependence between insurance risk and behavior
stipulated in the contract. We have also mentioned, but not studied, cases where the
dependence arises from the fundamental notions of adverse selection and moral hazard. It
could be interesting to use the ideas of the paper as an approach to these notions. That
would require specific multi-state models catching the effects observed.

e The numerical results are obtained by solving systems of ordinary differential equations,
allowing for cycles in the Markov chain, e.g. in connection with reactivation. The effects
from reactivation are pointed out in the tables but further studies on the sensitivity with
respect to reactivation rate could be of interest.

e Since we take the approach of completely incidental exercise of the options we wish to add
a comment on the applicability of our framework beyond this case. In case of external risk
factors influencing policyholder behavior, the manuscript can be seen as a starting point
in one of two different directions. One direction is to assume a Markovian structure of
the external factors and then insist on exploiting this structure in order to represent all
values by solutions to differential equations. The ordinary differential equations in this
manuscript then make up special cases of e.g. the general partial differential equations
that are necessary in order to deal with diffusive economic risk. As such they can serve as
supporting the understanding and as a test point, formalistically and numerically, for more
general cases. Another direction is to consider the values obtained here as corresponding
to a given realization of an external (possibly non-Markovian) risk factor. Allowing e.g.
behavioral intensities to depend on the realization, we can calculate the generalized values
by simulation and calculation of empirical means. This method would delicately combine
the ordinary differential equation approach to micro risk and the Monte-Carlo approach to
macro risk. We leave both directions as studies for future research.
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Appendix

3.A The Danish FSA yield curve used in the market basis

In Figure we plot the (discretely compounded) yield curve, R, published on 2013-04-08 by
the Danish FSA, from which we extracted the equivalent continuous forward rate used in the
market basis. We also plot the technical interest rates used in the two contracts considered in
Section here discretely compounded (R* =™ — 1).
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Figure 3.9: The interest rates used in the bases of the examples.
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Chapter 4

Stress scenario generation for
solvency and risk management

Abstract: We derive worst-case scenarios in a life insurance model in the case where
the interest rate and the various transition intensities are mutually dependent. Exam-
ples of this dependence are that a) surrender intensities and interest rates are high at
the same time, b) mortality intensities of a policyholder as active and disabled, respec-
tively, are low at the same time, and c¢) mortality intensities of the policyholders in
a portfolio are low at the same time. The set from which the worst-case scenario is
taken reflects the dependence structure and allows us to relate the worst-case scenario-
based reserve, qualitatively, to a Value-at-Risk-based calculation of solvency capital
requirements. This brings out perspectives for our results in relation to qualifying the
standard formula of Solvency II or using a scenario-based approach in internal models.
Our results are powerful for various applications and the techniques are non-standard in
control theory, exactly because our worst-case scenario is deterministic and not adapted
to the stochastic development of the portfolio. The formalistic results are exemplified
in a series of numerical studies.

Keywords: Life insurance, worst-case scenario, deterministic control, Solvency II, mul-
tistate Markov chain.

4.1 Introduction

From a specific set of scenarios we find the scenario that leads to the worst-case, i.e. largest, value
of future obligations. The idea of such worst-case scenarios has a wide range of applications in
life insurance pricing, management, and regulation. They include settlement of premiums and
surrender values as well as calculation of risk margins and solvency capital requirements (SCR). In
particular we draw the attention to the scenario-based standard formula in Solvency II, see [Steffen
(2008)) for an overview of the Solvency II project. So far it has been difficult to say something
qualitatively about the relation between a standard scenario and the original Value-at-Risk-based
SCR. We generate scenarios such that SCRs based on these scenarios are proven sufficient under
the Value-at-Risk measure within a given model. As input to our calculation, we take a set of
interest and transition rates such that the probability of realizing interest and transition rates
within that set is bounded. For such a set we calculate the scenario that maximizes the reserve.
We do not generally address the difficult but interesting question of detecting such a set although
we exemplify possible sets in some examples.

Our results are applicable to an inhomogeneous portfolio of contracts. Then the worst-case sce-
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nario generated is worst-case for a whole portfolio with different policyholder ages and contracts.
This makes the approach particularly useful in the discussion about portfolio SCRs. The results
can qualify this discussion in two dimensions. First, for a regulator who wants to develop a
stress scenario-based SCR we provide a scenario corresponding to bounds on shortfall probabil-
ities. This qualified standard formula should be derived for a stylized market-realistic portfolio.
Second, an insurance company can replace the standard SCR formula by a so-called (partial)
internal model-based calculation and still exploit advantages working with scenarios. Our results
show how such “internal stress scenarios” can be derived.

In relation to recent academic literature on worst-case scenario generation, we emphasize that our
stress scenarios are deterministic in the sense that e.g. the portfolio worst-case mortality intensity
at a future time point is calculated today and will not depend on the survivors of the portfolio at
that future time point. This means that we are, briefly speaking, finding optimal deterministic
processes maximizing an expectation in a stochastic environment. This is a non-standard exercise
that contains methodological and computational challenges. The upside is that, once they are
overcome, the resulting scenario can be better understood, communicated, implemented and
extrapolated for usage in other (similar) portfolios. The idea to look for deterministic worst-case
intensities is in sharp contrast to e.g. [Li and Szimayer (2011, 2014) who, in a different framework,
also study worst-case intensities. They, however, use more standard stochastic control techniques
to derive intensities that are adapted to the development of the contract under study. This
development amounts, in their cases, to the development of asset prices but, in a more general
setting, it could be the number of, or even the names of, survivors in a portfolio. Such adapted
scenarios may be useful for other applications but not necessarily for solvency issues. Thus,
the conceptual innovation in relation to [Li and Szimayer (2011}, [2014) is that our worst case is
deterministic and its derivation therefore draws on other techniques.

The present work extends the results of Christiansen and Steffensen (2013) in the following way:
Like us, they search for optimal deterministic scenarios and obtain simple formulas for these
but in a quite restricted class of models. The class is defined endogenously by requiring that
certain argmax operations over transition intensities are constant with respect to the transition
probabilities they generate, see Christiansen and Steffensen| (2013}, Proposition 4.1 and 4.2). The
work in this paper is very much inspired from the structure of problems and solutions in that
article, but we succeed in finding the worst-case scenario also outside their restrictive assumptions.
This allows for studying much more realistic and important cases like a hierarchical disability
model or a model for a portfolio of heterogeneous contracts hit by the same worst case. Thus,
we develop a powerful tool for various applications while sticking to the natural but challenging
idea of (Christiansen and Steffensen (2013)) that the worst-case should be deterministic. Thus, the
innovation in relation to |Christiansen and Steffensen| (2013)) is that we find, by means different
than theirs, the worst case for interesting products and portfolios that they rule out.

In order to show how the studies in this paper can be applied to solvency calculations we choose
to give the reader, already here in the introduction, a glance of the formalistic argument. Details
can be found in Christiansen and Steffensen| (2013). For (real, unknown) interest and transition
rates (¢, p), we want to find deterministic interest and transition rates (¢, ) such that for the
liabilities L, it holds that

P (L(t: 6 0) = L(t,6,1)) = 1~ a, (4.1.1)
where « € [0,1). That is, we want to find a deterministic calculation basis such that the liabilities

calculated with this basis with a certain probability are larger than the liabilities calculated with
the real (stochastic) basis. This can be obtained by choosing (¢, 1) = argmax g ,yenr L(t, ¢, 1)
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for a set M such that P((¢, ) € M) > 1 — a. We do not pay any attention to how the set M is
formed, except for in a few numerical examples. The object of study in this paper is, given a set
M, to calculate the argmax, (¢, ).

As shown in (Christiansen and Steffensen (2013), we can use this to obtain an upper bound for
the SCR given by
sup {L(t, ¢, )} — L (t, "%, u®F)
(p.n)eM

¢BE

where and pBP are best estimates for the interest rate and transition intensities, respectively.

The quality of an SCR based on a standard stress scenario compared to a Value-at-Risk-based
calculation has been intensively discussed in the literature. Dofl (2008) analyses, critically, the
Solvency II proposal and the shortcomings of the standard stress model, which is also discussed
by Devineau and Loisel (2009). Specific attention has been given to longevity risk and Olivieri
and Pitacco| (2008) study the pitfalls of approaching longevity risk by means of stress scenarios. A
comprehensive numerical study that compares the stress scenarios to the Value-at-Risk calculation
can be found in Borger| (2010). To the authors’ knowledge, all comparative studies are quantitative
in the sense that the various principles for SCR calculations are numerically related to each other.
If the stress-based SCR is significantly smaller than the Value-at-Risk based SCR, the whole idea
of inducing financial stability from the standard formula may be criticised for being an optical
illusion. We distinguish ourselves from this quantitative discussion by searching for a stress, such
that the SCR derived from this stress scenario is at least as large as the SCR that can be derived
from a Value-at-Risk approach. Thus, rather than criticising the idea of stress scenarios, we admit
its advantages and seek to qualify the discussion about what the stress scenarios should look like.
Our study is general enough to help answer this question no matter if the unit is a contract or a
portfolio.

The paper is organized as follows: In Section we introduce the insurance market and get a
representation of the probability weighted reserve. In Section we obtain worst-case scenarios
and reserves for a single policy and describe numerical methods which are needed for the numerical
calculations of these quantities. In Section we extend the theory to cover a portfolio of
policyholders, and finally we present some numerical calculations for both single policies and
portfolios in Section

4.2 Modelling and valuation of an insurance policy

Let T be a fixed finite time horizon and (Q, F, (F(t))o<t<, P) a filtered probability space with
filtration satisfying the usual conditions of right-continuity and completeness. Let X be a pure
jump process defined on this probability space with finite state space S which we assume consists
of n states. The process (X (t)),c[o 1 represents the state of a policyholder. We do not assume
a deterministic starting value for X but only a starting distribution, which we denote w. This
enables us to easily calculate the worst-case reserve for a homogeneous portfolio of insurance
contracts, where each policyholder can be in different initial states like “Active” and “Disabled”.
This is a simple special case of the more general theory for portfolios presented in Section
We denote by J the transition space of X defined by J = {(j, k) € S*|j # k}.

Following the lines of Norberg| (1999)), we assume that the interest rate intensity ¢ is piecewise
continuous and that fOT ¢(s)ds is finite. We define a discounting function v by the following
forward equation:

—o(t) = —v(t)o(t), wv(te) =1, (4.2.1)



where tg is not necessarily the initiation time of the contract. One can intuitively think of #y as
0 but we introduce the notation ¢y in order to be able to accurately formulate the verification
lemma. The solution to (4.2.1)) is given by

o(t) =€ Jig 9()dr
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and the discounting factor for the time span from s to ¢ is given by

v(s,t) = :j((z; = ¢~ o o)dr

We let the n x n transition matrix for X be denoted by p, which is a function with two arguments.
That is, for tyg < s <t < T we have that

p(s,t) = (P(X(t) = k| X(s) = j))(j,k)682 .

By @ we denote the corresponding n x n intensity matrix. It is well-known that p is determined
by Kolmogorov’s forward equation:

2 pls. 1) = pls, Olt), pls,) = T

where I,, is the n-dimensional identity matrix.

With a little abuse of notation we denote by p (a function of one variable only) the marginal
distribution of the random pattern of states:

pi(t)
pa(t)
p(t) = . )
pn(t)
where p;(t) = P(X(t) = j). The forward equation for p is given by
d
o) = @), plto) = (1.2.2)

where 7 is a given initial distribution over the n states and u'*(t) is the transpose of pu(t). Equation
([4.2.2) follows by Kolmogorov’s forward equation by using that p; = >, g mipi;, which gives us
that the dynamics of p; are equal to p; times the columns of . This is exactly equal to ' (¢)p(t).

We consider an insurance contract with the following type of payments:
1. bi(t) is the rate of payments in state ¢ at time ¢.
2. bi;(t) is a lump sum payment payable upon transition from state i to state j at time ¢.

We denote by B;(t) the accumulated payments in state ¢ up to time ¢ and by B(t) we denote
the present value at time ¢ of future payments of the contract. We assume that all the functions
bi; and B; have bounded variation on [0,7] and that the functions b; and b;; are C* on [0, 7.
The latter assumption can easily be relaxed to piecewise C! but this will result in cumbersome
notation, since we need to deal with extra boundary conditions.

To keep the notation simple, we assume that no lump sum payments are paid out while sojourning
in a state. That is, for all ¢ € [0,T] we have that

AB;i(t) = By(t) — B;(t—) = 0. (4.2.3)

65



However, the results of the paper can easily be extended to the case, where assumption (4.2.3))
does not hold.

We are now able to define the statewise prospective reserves. The statewise prospective reserve
in state j € S is given by

Vj(t) = E[B(t)|X(t) = j]
- Z/ (t, wWpjk(t, u) | br(u) + Z ki (w)bgg(u) | du.

kES 1€S:1#k

The standard Thiele’s (backward) differential equation for the reserve is given by

3 V() = =b;(t) + o) Vi(t) — Yo (b(t) + Vi) = Vi®) wir(t),  Vi(T) =0,  (4.2.4)
keS:k+#j

where the boundary condition follows because of assumption (4.2.3). Note that the integral
form of (4.2.4) is known as Thiele’s integral equation of type II. With defining a mapping W :
[t()aT] X (0,00) X [07 1]|S‘ - R by

W(t,v,p) = vajV}(t), (4.2.5)
JES

the expected present value at time ty of the future payments between time ¢ and time T equals

W(tv(t),pt) = Y mEROBE)X () =]

JjES
= o) S Vi)
JjES
= Z/ pr(u)v(u) Z bri(w) g (w) | du. (4.2.6)
kes 1€S1#k

Here, the last equality follows from the Chapman-Kolmogorov equation and by collecting the
discounting terms. The functions p and v in (4.2.6]) follow from (4.2.1)) and (4.2.2)) and the initial
values v(t) and p(t).

4.3 Calculation of the worst-case reserve

In this section, we derive the worst-case scenario for the probability weighted reserve, 7%V (t),
which is related to W by . First, we establish a verification lemma and give a heuristic
argument for the main ingredients. Second, we show existence of a worst-case scenario. Third,
we translate the verification result for the probability weighted reserve W into a corresponding
result for the statewise reserves Vj; in a corollary. Finally, we outline two numerical methods for
calculation of the worst-case reserve.

4.3.1 Verification lemma

We note that 7V (tg) = W(to,v(to),p(to)) = Wi(to,1,7). This is useful since dynamic pro-
gramming applies to W and not to 7'*V. This allows us to attack our optimization problem by
maximizing W for all future time points, whereas Vj, j € S is not in itself maximized for ¢ > ¢.

In the following, we search for the worst-case reserve (the optimal value function) with respect
to a set M, where M C L1+|‘7| ([to, T]) is a set of integrable interest rate and transition intensity
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paths. A set M belongs to L i ([to, T7]) if ZHlJ' ft |fi(s)|ds < oo for all f;(t) in M;(t). The
“slices” M (t) of M,

M(t) = {(o(t), u(t)[(9, ) € M7,

describe the parameter space at time . We start by establishing a classical verification lemma.

Proposition 4.3.1. (Verification lemma) Let W be a solution to the partial differential equation

0 - - o -
0= &W(tv U,p) - ¢(t7 Uap)U%W(ta va) =+ ];gpk Ubk(t)

0 - 0 - -
+ Z /j’kl(t)v7p) </Ubkl(t) + aiplw(tavmp) - amcw(tall)?p)) ) W(T7vap) - 07

leS:I#k
etz (4.3.1)
(é(t,v,p), fi(t,v,p)) = argmax fv* V(t,v,p)+ > pr | vbi(t)
(fym)eM(t) kes
+ Z my | vor(t 0 —W(t,v,p) — 0 —W(t,v,p)
a 6pk Y Y
1€S:1#k
Furthermore, let the ordinary differential equation system
d VTR
0= Sat) + o(t, 0(0), p(0))o(0),
d B o B S ' (4.3.2)
0= apj(t) - Z (Mkj(t7v(t)ap(t))pk(t) - /ij(ta U(t)ap(t))pj(t)) , JES,

keS:k#j
have a unique solution on [s,T] for any initial condition (v(s),p(s)) = (v,p) at any time s € [to, T

and any pair (v,p) € (0,00) x [0,1]!5]. Then

W(s,v,p) = sup W(s,v,p;¢, )= sup vy p;V;
(¢,n)eM (p.m)eM jzg;g (4.3.3)

for all triples (s,v,p).
Proof. See Bertsekas (2005), Section 3.2). O

Note that the notation “; ¢, in W(s,v,p; ¢, ) and Vj(s; ¢, u) emphasises that W and V; de-
pends on the entire processes ¢ and p.

In the following, we heuristically derive the differential equations in Proposition We start
by combining two different differential equations for W for a given (¢, ). First, the derivative of
W with respect to t, using (4.2.6)), is given by

d
3V (& v(), = o) [ o)+ D bu(Opw(t) |- (4.3.4)
kes leS Tk
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Second, we can also consider W as a function of three variables with dynamics given by

0,000,900 = 200,00 + 2,000,900 (010 .

ST 00.000) (000).
where

0 0 0
VW=—W—W,---, —W .
P (3171 Op2 Opn >

By inserting the differential equations for v(¢) and p(t) (given by (4.2.1)) and (4.2.2)), respectively)
into (4.3.5)), combining with (4.3.4)) and rearranging the terms, we obtain the following differential
equation

0= Wt 00, 1)) — 6(0)0(0) oW (1, 0(0), (1)

F Xm0 X o) (sOhao) + 5 W) p(0) - W 00,000

kes IS £k pL Opy, (4.3.6)

+ o) (t) |,

with terminal condition given by W (T, v,p) = 0. Choosing (¢, 1) such that the time-derivative is
as small as possible at each time point and also using this (¢, u) in the differential equations for
v and p give us the equations that characterize the worst-case reserve. We obtain the differential
equations for v and p by inserting the worst-case interest rate into and the worst-case
intensities into a coordinate-wise version of . Hereby, we have heuristically derived the
system of differential equations in Proposition 4.3.2

4.3.2 Existence
We now turn to the question of existence of a worst-case reserve.

Proposition 4.3.2. (Ezxistence of a worst-case scenario) Let M be a compact subset of the

space L}—Hjl ([to, T]) which contains only nonnegative interest rates ¢ and nonnegative transition

intensities ik, (j,k) € J. Then for each (t,v,p) € [to,T] x (0,00) x [0, 1]ISI there exists a
mazximizing arqgument (¢, i) € M for which W (t,v,p; ¢, m) = W(t,v,p).

Proof. Since ¢ and pjk, (j, k) € J are nonnegative, we necessarily have |v(t)| < 1 and [p;(t)] < 1
for all t and j. Therefore, the reserves Vj(t) are uniformly bounded by

T
Vo< [ (el Y uls)()ds < €
kes V't keS:1£k

for a finite constant C' (which is independent of j, ¢ and p) since the functions by (t) and by (t)

are bounded and M is a compact subspace of L}H‘ﬂ ([to, T]). Consequently, on the set M the
mapping W (t,v,p; ¢, 1) has the uniform upper bound given by

W(t,v,p;¢,1) < vy p;C.
jJES
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Furthermore, |Christiansen| (2008, Theorem 4.4) showed that the reserves V( ) are Fréchet differ-
entiable with respect to the cumulative intensities ¢ — ftto (u)du and t — ft w)du in the total
variation norm. Since the operator that maps the intensities to the cumulatlve 1nten51t1es is con-
tinuous and since the Li-norm of the intensities equals the total variation norm of the cumulative
intensities, we can conclude that Vj(t; ¢, i) is continuous with respect to (¢, ). Because of the
linear representation , the mapping W (¢, v,p; ¢, u) is continuous in (¢, 1), as well. From
the boundedness and continuity of W (¢, v, p;-,-) on M and the compactness and completeness of
M we can finally conclude that there exists a maximizing argument in M. O

Proposition [4.3.2] gives existence of a worst-case reserve but we do not say anything about unique-
ness and existence of a solution to the system of differential equations given by . What
type of solution we can possibly expect crucially depends on the set M. We do not dig further
into this question in this exposition.

In some examples later on we will construct sets M by specifying the t-slices, and the following

lemma will help that we obtain sets that are compact in L; 1+

Lemma 4.3.3. Let B, S be subsets of L}H‘ﬂ ([to, T]) where B is a bounded and closed set and

$:= {1 e L™ (to, 7)) : (4.3.7)

there exists a version of f with variation norm not greater than C’}

for some C < co. Then the closure of BN S is a compact subset of B.

Proof. Because of Tychonoff’s theorem, it suffices to show the lemma just for the space L1 ([to, T]).
We let h € IR. Using that all elements in S have a version that has finite variation, we can, with
the help of Fubini’s theorem, show that

T
sup / F(t+ B Lipner — F(OldE < sup // dIf|(s
to [tt+h]

feBns Jig feBnsS
< sup / / dtd|f|(s
feBmS [to,T+h]
< sup Ch,
feBNS
where f(t) := 0 for ¢ outside of [tg,T] and where |f| := f+ + f— for minimal non-decreasing

functions fy, f- with f = fy — f_. Since Ch converges to zero for h — 0 (uniformly in f),
and since B is bounded, from the Kolmogorov-Riesz theorem we can conclude that B NS is
pre-compact. Hence, the closure of B NS is compact. Since B is closed, the closure of BN S
must be a subset of B. ]

In the following, we approach the differential equations by numerical methods. The existence of
a worst-case reserve given by Proposition [£.3.2] together with convergence in various numerical
calculations indicates that we do approximate a worst-case reserve.

4.3.3 Results for statewise reserves

We have throughout the section worked with the probability weighted reserve W. In order to
prepare for the numerical calculations, we reformulate the verification theorem in the following
corollary in terms of the statewise reserves V;. The result follows directly from Proposition m

and (£.2:6).
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Corollary 4.3.4. Let the assumptions of Proposition be fulfilled, and let the ordinary dif-
ferential equation system

L0t) = — bult) + (o) — S (balt) + Vilt) — Vi) fie(t),  Va(T) =0,

dt leS:1#k
%@(t) =—0(t)o(t), o(tg) =1,
Sp) =~ A" W), plto) =, (4.35)
(9001, 7)) = avemas { OO0
£l S (bt + Vi) - Vilo) |
kES 1€S 1k

have a unique solution V = (Vl, cees Vn)tr. Then

RPTOV(E) = sup (1) Y pi(t)V;(t b, 1), (4.3.9)

in particular

7"V (to) = sup m;Vj(to; &, ).
(¢’“)€Mj§9 ivi (4.3.10)

By solving the system we are also able to calculate W and V. Note, we have implicitly
assumed that the interest rate and the intensities are not allowed to depend on the current state
of the Markov chain. We do not know p(7") and o(T") but if we make a guess of the values p(7T’)
and 9(T') (this is a guess of dimension (n + 1) in total) and the guess is correct, we get that
p(top) = m and v(tg) = 1. The problem is that we do not know the boundary conditions for all the
differential equations at the same time point. This implies that we cannot use standard iterative,
numerical methods to solve the differential equations. We now outline two methods, which can
be used to obtain results numerically.

Shooting method: One way to overcome problems with boundary conditions at different time
points is to apply the shooting method, see e.g.|Orava and Lautalal (1976]). Here, we need to guess
terminal conditions for v and p and then “shoot” until we hit the “right” starting values for ©
and p. The shooting method is a method aiming at updating these guesses in order to obtain the
right starting values as fast as possible. The system of ordinary differential equations given by
consists in total of 2n + 1 equations; n + 1 forward equations and n backward equations.
The standard way to choose whether to guess for the missing starting or terminal values is to
make a guess of the lowest possible dimension. In the present case, this approach implies that
we should guess the starting values for V; and solve the equation system forward. Note however,
that the differences between the two choices for the present case are minimal. Assuming that
we make initial guesses x7 o and yr for the terminal values of p(T") and ©(T") we obtain results
PO (tg) and v¥T0(tg), which we hope are close to 7 and 1, respectively. One should of course
choose z7, in the set [0,1]" and y7 in the set [0,1] since they are transition probabilities and a
discount factor. Now the aim is to find roots for the function f given by

o= () (53)
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We can find these roots by choosing some starting values and apply a standard algorithm like
Newton’s Method to update the guesses. Hereby, we obtain a series of terminal conditions
(xr4,y14), © = 0,1,.... We stop the algorithm, when each entry of f(xr;,yr,) is below a
given tolerance level e.

Fixed point equation method: Another numerical method that can be used to solve the
system of differential equations is the “fixed point equation method”, see e.g. Bailey et al.| (1968).
They study problems a bit different from ours but the iteration idea is the same. They denote the
method “Picard iteration” instead of “fixed-point equation method”. We note that this method
is the one that has been used to obtain the numerical results in Section .5l The method is an
iterative algorithm, which aims at solving the equation system within a given tolerance
level. The approach is to apply the following algorithm:

1. Choose a reasonable starting interest rate and transition intensities (¢° and ji%).

2. Solve the equations for © and p (forwards) using ¢° and fi° and denote the solutions #° and
-0

p.
3. Solve the system of equations for Vj and @, ,a) (bagkwards) using the values obtained in
the former steps. We denote the solutions Vjo and (gbl, ﬂl)

4. Repeat step 2 and 3 (and increase the numbers of the superscripts accordingly) i times,
where i is defined by

i =argmin sup max< max{ V(¢ —V"_lt},max{*’ﬂt —’i-_lt},@it — i),
igEIN te[tOI,)T} {jes{ ;= Vi) jes p;(t) —pj (1) (t) (t)

510) - ). max (it 0 - )} | <

(k)T

where € is a given tolerance level. The fixed-point equation method is not necessarily converging,
unless we make further model restrictions; in particular assumptions on the set M in . How-
ever, once we have found a sequence (V?, p%, 9%);c ;v that converges pointwise to a limit (V*, p*, 9*),
we can, under mild conditions, conclude that the latter limit is a solution to : Given that
the assumptions of Proposition hold and that the argmax in is continuous with re-
spect to the parameters V*(t) and p'(¢t) at V*(t) and p*(t), we can show that (V*(¢),p*(t), v*(t))
solves the integral version of . This is shown by applying the dominated convergence the-
orem and using the constant C' in the proof of Proposition [£.3.2] as a uniform majorant for the
functions Vj(t)

Remark 4.3.5. If we assume that the argmax in does not depend on any of the factors
pr(t) for all k € S things get numerically simpler. Unfortunately, this only holds for a very limited
type of models like a multiple causes of death model, see Christiansen and Steffensen, (2015). The
numerical simplification is that the calculation of p and fi decouples from the calculation of Vj.
That is, one can first solve the ODEs for Vi with v(t)p(t) = 1 (backwards) to obtain values
for (i, ¢), secondly use these results to calculate (p,v) (forwards), and lastly use the results of
(i, @) and (p,v) to calculate Vj, (backwards). In this case the use of the shooting method is not
necessary. If the argmax in is dependent on but constant in the factors py(t) one can do
exactly the same as before by basing the first values v and p on some arbitrary values of u and ¢
in M. These simplifications are for a fixed starting state covered by |Christiansen and Steffensen)
(2015).
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4.3.4 Some notes about the set M

One crucial ingredient of the calculations in the present paper is the set M, over which we
maximize the probability weighted reserve. To make the calculations useful for a company they
need to know certain probabilistic properties of the set, e.g. the confidence level. One non-
statistical way of obtaining a set is to use an expert opinion. However, it is hard to deduce any
properties from sets based on an expert opinion.

An alternative and more attractive method is to deduce a set with a certain coverage from a
stochastic model by either analytical or numerical methods. One could ask for the advantages of
this approach compared to just simulating reserves and finding confidence intervals numerically.
The answer to this is twofold. First, you gain some insight about the nature of your risk by
calculating the sets. Second, for many life insurance companies this method will be computa-
tionally faster and for some easier to implement. The speedup relative to directly simulating the
reserves occurs because you only need to solve the system of differential equations characterizing
the reserve once, after having found the set. The alternative is to simulate scenarios and solve dif-
ferential equations over and over again to get reliable results. This is particularly important when
making calculations for complex products modeled in Markov chains with many states in which
case the differential equations take a long time to solve. An additional advantage comes from
the possibility of using the same calculated sets for different products (for the same policyholder)
and for different policyholders, who have similar characteristics. We do not think that it is a big
drawback to use a parametric approach, since many companies already deal with estimation in
such models when e.g. forecasting the future mortality.

4.4 Worst-case calculations for portfolios

In this section we consider an inhomogeneous portfolio, whereby allowing for nonidentical dis-
tributions of the jump processes modelling the policyholders. We generally assume that the
policyholders are stochastically independent and that the force of interest is the same for all con-
tracts. Given this independence assumption and assuming that there exists an intensity matrix
for each policyholder, we can conclude that two or more policyholders change state at the same
point in time with probability zero.

If the same set M is used for all policyholders in the portfolio but no interactions between the
worst cases of different contracts are taken into account, we can easily obtain the worst-case
reserve for the portfolio by calculating the worst-case reserve for each policyholder separately and
then summing over all the reserves. In practice, we think the mortalities across the population
are closely connected (dependent), so this is the case we want to study. Such a study is not doable
within the theory of (Christiansen and Steffensen| (2013)), because the requirements of that paper
are not fulfilled in this case. This is because dependence between policyholders in a portfolio
implies that the argmax in |Christiansen and Steffensen| (2013, Proposition 4.1) is not constant
with respect to all the discounted transition probabilities; see also Remark The simple
approach outlined above leads to a rough upper bound only, for the worst-case in a portfolio. We
illustrate this with a numerical example in Section

There are a few simple cases of inhomogeneous portfolios, where we can confine ourselves to
the theory of Section One of the cases, which was shortly mentioned in the beginning of
Section is where the policyholders are governed by the same intensities and have the same
insurance product but have different starting distributions. This case is covered because it is
equivalent to calculation of the worst-case scenario for a single policy with a specific starting
distribution. Another simple case is where the policyholders of the portfolios are governed by the
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same intensities and starting distributions but have different insurance products. In this case, the
worst-case reserve of the portfolio can be found as the worst-case reserve of a single policy, where
the policyholder has the sum of the products of all the policyholders in the portfolio. However,
in general we need some extended results to cover portfolios.

4.4.1 A representation for the worst-case reserve

The aim of this subsection is to find a simple representation for the worst-case reserve for a port-
folio of policyholders. To do so, we start by introducing some additional notation for the setting
with multiple policyholders. For the terms where the notation from Section is applicable, we
do not repeat these.

e [: Number of policyholders in the portfolio.

(X)) eepo,r) = (X1(t), -, X1.(¢))ep0,m: Representation of the state of the policyholders of
the portfolio.

S ={(S1,...,81)|S; € S}: State space for all policies.

j:{(jvk) € SxS‘j:(jlv-"vjlv"'ajL)vk:(jlv"'ajla"ij)vjl75317

le{1, ...,L}}
Transition space for all policies. The condition in the above formula means, that the vectors
j and k differ in exactly one coordinate.

VI(t): Statewise reserve at time ¢ for policyholder [ in state 4.

bé.k(t) and bé»(t): Lump sum and continuous payments at time ¢ for policyholder .
° uék(t): Transition intensities at time ¢ for policyholder [.
° pé.k(s, t): Transition probabilities between time ¢ and s for policyholder I.

In the following, we show that the “big model” collapses to something simpler. By “big model” we
mean that the portfolio is modeled as a single policy, such that we can use the theory of Section[4.3]
In the “big model”, we have |Si| - ... |Sr| states that cover all the different combinations of
policyholders and states. By defining

L
bj(t) =Y bl (t) and byc(t) =1 - (1)
=1

Judt

for j = (j1,...,jr) and k = (j1,. .. .Jis--,j1) (recall that two or more jumps at the same time
occur with probability zero), we get that the present portfolio value B(¢) equals the sum of the
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single present values,

Z/ (t,s 1{X(s _J}b s)ds + Z / (t,s) Jk dN]k( )

jes
l l
—Z/ (£, 8)1ix(s) _J}Zb]l )ds+ > / (t, )b = (s)AN' = (s)
JES (G.k)eT

T
- Z Z / v(t, s) H 1{Xk(s):jk}b§'l(8)ds

=1 J'1651, wjresy 't

(4.4.1)
+Z > / (t, 5)b 1, (5)ANL (s)
I=1 (5,k)eT
T
=S (5 [ st 3 [ ot
=1 \JES (J,k)eT; t

Dl

where B! is the present value of future payments for policyholder I, and N. lk counts the number
of jumps from state j to state k for policyholder I.

We have that the reserve for each policyholder follows a differential equation of the type (4.2.4)
and that the transition probabilities, pg-, follow the Kolmogorov equations given by (4.2.2)). We

now want to find the worst-case scenario for the portfolio. For this purpose, we define a mapping
W : [to, T] x (0,00) x [0,1]5] - R by

W(t,v,p) = v) pE[B®)X() =]

jes

That is, we want to find the worst-case scenario for

W(t,o(t),p(t)) = o(t)) mEB®)X(t) =]
JES
= o(t) Y p(DEB®)IX(1) =l
jes
where p(t) = (P(X(t) = j))jes and 5 = 7T]11 s 7TjLL because of the independence assumption.

Using again the stochastic independence of the policyholders and the additive structure of (4.4.1] -,
we can show that

L
Wit o(t).p(t) = o)) Y mE B Xi(to) = |

=1 je§
:Zz/p] w0 () | du.
=1 j€S, kES; k]
We aim to find

sup W(t()?U(tO)ap(tO);d)aMla cee 7ML)7 (44_2)
((157/11"“’/"‘L)€M
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where M C Liﬂjl ([to, T]) is a set of integrable interest rate and transition intensity paths. The
starting point tg is the same for all policyholders of the portfolio and should therefore be thought
of as a calendar time point rather than an age in case of a heterogeneous portfolio. Considering
this portfolio as a single contract on the state space &, one can apply the theory of Section
and obtain the desired results. Because of the huge state space &, the computational workload
seems enormous. However, we can simplify the formulas in (4.3.§]).

Proposition 4.4.1. For the “big model” the solutions of the differential equation system given
by are equivalent to the solutions of

S0 =80+ Va0 - 3 (40 + 70 - Vo) i,

So(t) = —o(ol). Bl1o) =1,
st-l(t)——(ﬁl@))"pl(t), plte) =7, 1=1,...,L,
L L
(¢(t), i'(t),..., i (t) =  argmax SEDIDIFACIACES DD DR A GLI

1...mb)yeM(t 1 4
(fvm PREERYLLY )6 ( ) =1 JZESZ =1 (]ly]l)€;7l

(4.4.3)

Proof. We start by considering the argmax given in (4.3.2) for the entire portfolio. The interior
of the argmax is given by

5 _ _
—fv%WJrZPj vbj + Z mjk (“bijerW_vl%W)

jes KES k] (4.4.4)
0 = - _
=—fog W+ > pjbi+ Y pimik (vbjk + Vp, W — Vp, W) .
jes GKeT

In , j and k are vectors of dimension L. We use that the lives of the policyholders are
1ndependent conditional on the intensities and assume that j = = (J1,y--,J1,---J0)% and k =
(j1s---sJis---jr)™ with j; # j;. This means that we obtain:

L L
:_fvz Zpé'zvjlz—i_vz Zpézbgz

=1 ji€s, =1 j €S,
a L
! l 1 l I )
+Z Z Py, 5,Y (bjljl+v .+V}l+”'+v;L_ZVjZ¢>
=1 (i) e i—1
L L
— 11/l l
DI A7 ES 35 S T/ED DD SRR v (o Vv,
=Lies il = e

(4.4.5)
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We see that (4.4.5) splits into components relating to each of the policyholders and that the
argmax does not depend on the second of the three terms. That is, we have proved the proposition.
O

In the following two subsections, we show examples of worst-case scenarios for specific models of
a portfolio.

4.4.2 Example 1: Solvency II

In this subsection we illustrate how the general theory above is used to generate a mortality stress
scenario for a portfolio of contracts. This is a way of constructing a stress scenario as for instance
the mortality stress in Solvency II. Depending on whether the portfolio is a specific portfolio
or a stylised market portfolio the generated scenario is internally based or input to a standard
calculation, respectively.

We consider a simple two-state life-death model and assume that there is no payments in the
state “dead”. We are maximizing the reserve with respect to compact sets of the form

M =Sn0B8,

where S is given by (4.3.7) and B is defined via its slices

We assume that a(t) € [oq(t), an(t)] and ®(t) = [#i(t), o (t)] and that oz, an, ¢, ¢p and i are

bounded functions. Note that M is compact in L}HJ‘ by Lemma Assuming that the L
policyholders have different ages x1,...,xr at the current time, a natural choice would be to

model /i’ of the form
) = P (s + 1) A t),

where ;¢ is a best estimate mortality intensity and A is a longevity factor meaning that A is
decreasing in time. In this setup the interest rate is independent of the mortality intensities and
the mortality intensities are linearly dependent.

The argmax in (4.4.3) becomes
(G(t) /' (1), -, " (t)

L L
= argmax {—fZﬁi(t)Vé(t)+ZﬁZ(t)ml (bgdu)—vé(t))}.
=1 =1

(f;m?t,...mLYeM(t)

Because of linearity, this argmax can be found by calculating

L L
argmax { — 13OV + o D phmite) () - Vi) }
(fre)€(@(t)x[en(t),an(t)]) =1 =1

and multiplying i, ..., 4% with a.

We can also consider a portfolio of disability contracts, see Figure That is, we study contracts
which can be modeled within a three state Markov chain where recovery from “disabled” to
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Figure 4.1: Disability model without recovery.

“active” is not possible. We assume no payments in the state “dead” and that p,; is fixed in the
sense that it is a deterministic function which we are not maximizing the reserve with respect
to. We want to find the worst-case reserve of this portfolio with respect to ¢, peq and p;q with
respect to the sets of the form

M =Sn0B8,

where S is given by (4.3.7) and B is defined via its slices

B(t) = { (&0), rhat), 1la(); - 1ba(0), (1)) € REY| (2) € (1),
praa(t) = fika(t)a (), 1ula(t) = Ala (DB, ..
la(t) = pla(Dalt), mhy(t) = ih(®)8(1)}.
We assume that ®(¢) is defined as above and that a(t) € [ay(t), an(t)] and B() € [Bi(¢), Bh(lﬁfor
3.3

bounded functions «y, oy, 5, B, /lzd and /l;:d. Note that M is compact in L}H‘]' by Lemma |4.

Because of linearity, we can obtain (¢(t), i'(t), ..., % (t)) by calculating

L
argmax { —f Z (ﬁfz(t)vff(t) +}7§(t)‘/;l(t))
(f,0,8)€(2(t) x [ (1), an (1) X [B1(2),Br (B)]) =1

L
+a > B Oha(t) (Bha(t) = V(1))
=1

L
+ 83 BOka(t) (bhat) - V(1)) }
=1
and multiplying ﬂéd, e ,ﬂaLd with « and ﬂ}d, ey /lﬁl with .

In the above calculations the death and disability intensities are independent. Another possibility
could be to make pqq and ;g dependent. This is exactly what is described in Section In
the case oy = a, we optimize over a singleton with respect to p.q for each time point and the
argmax becomes trivial.

4.4.3 Example 2: Dependent version of the Solvency II example

This example is an extension of the result in Section [£.4.2] where we include sets of the form given
by the case “Dependence” in Figure Again, we assume no payments in the state “dead”. We
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are maximizing the reserve with respect to sets of the form
M=SNB5B,

where S is given by (4.3.7) and B is defined via its slices

)= { (000, b, ko), - Ealt), 1)) € REH]
O(t) € (1), pia(t) = figa(t)au(t), pig(t) = fig(t)B(L), . ., pha(t) = figa(t)a(t),
pla(t) = ia(£)B(2), (a(t), B(1)) € B(t)}-

We assume that ®(t) is given as in Section and B(t) is given on the linear programming
form

m 1 3(m ault) + Bi(t)
B ={ (e,y) € B || 0o —11 @ < | e, h<t1—+ﬂg(tt>
T ORI
Han®—a®) Son By (1) = Bu(t)

We choose the functions ap, oy, B, 8; in such a way that the slices B(t) are closed and uni-
formly bounded (in t). Moreover, we assume that the functions i’ , and ji}; are bounded. Note

that M is compact in L; 1] by Lemma Because of linearity, we can find the argmax
(6(t), g (1), ..., m" (1)) in - ) by calculatmg

L

argmax { fz( 0+ BOV0) +a D phika(t) (bha(t) - Vi)

(f,a,B)€(@(t)x B(t)) =1

3RO (va() — Vi) }
- (4.4.6)

and multiplying /! ads e oq With o and /lld, e ,,uld with 8. To find -, we must at each
time point check each of the four extremal points of the set B(t) combined with the extremal
points of ®(¢).

4.5 Numerical calculations

We have performed the numerical calculations in this section by applying the “fixed point equa-
tion method” described in Section In all our examples we obtained converging fixed-point
sequences, and in a neighborhood of the limit the argmax in , seen as a mapping of reserves
and transition probabilities, turned out to be continuous for almost all {. Taking into account
the arguments in the lines before Remark our numerical results are indeed approximations
for the solutions of . First, we consider numerical calculations for a single a policy. Next,
we consider similar calculations for an inhomogeneous portfolio.
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4.5.1 Numerical calculations for a single policy

We consider the example of a simple disability policy described in Figure where the payments
are given by disability benefits in the state “Disabled” at a yearly rate b; = 1 and lump sum
payments paying out an amount of 3 upon transcription to the state “Dead” from either of the
states “Active” or “Disabled”. For simplicity, we assume that no premiums are paid.

In the example we consider a person at the age of 35 and contract expiry at the age of 65.
We let the short rate be 2% and let both the intensity from “Active” to “Disabled” (which we
consider fixed) and the best estimate death intensity be given on a Gompertz-Makeham form.
The exact intensity parameters are given in Table We consider the same lower and upper

be Lai

0.0025 + 105%%4—10+0.038x 0.00148 + 10397I36—T0F0.06x

Table 4.1: Best estimate intensities for a policyholder at age y.

bounds for both the active-death and the disabled-death intensities. The lower bound is given by
U(t) = 0.8ubS(t) whereas the upper bound is given by L(t) = 1.15u25(t).

In the following, we find the worst-case scenario for different sets M using numerical methods.
The argmax in (4.3.8]) can be either easy or hard to obtain depending on the form of the slices of
the set M. If we can formulate the optimization problem as a linear program, which is the case
for all the sets presented in Figure [£.2] we know that we only need to search for the argmax in the
extremal points of the sets. That is, for the two cases “Independence” and “Dependence”, we only
need to evaluate the object function in four points, whereas for the case “Linear dependence”,
we only need to evaluate the object function in two points. In the case of a linear program,
the extremal points are quite obvious. In the more general case of a strictly convex set M (t),
Christiansen and Steffensen| (2013, Appendix) outlines a way of obtaining the extremal points.

M(t): Independence M(t): Dependence M(t): Linear dependence

Hia (L) Hia(t) ia(t
UG + v T d v T Hia ()

L@ taa(®) L) L Haa(®) [ L Haa(t)

L(©) u(e) L(® v L©) v

Figure 4.2: Three different trust regions.

The figures show the worst-case bases (conditional on that the current state is “Active”)
for the three different types of sets depicted in Figure In the case “Dependence”, the four
extremal points are
{(L(8), L)), (L(#) + 0.25(U () = L(#)), L) + 0.75(U (¢) — L(#))),
U ), U@)), (L) +0.75(U(t) — L(t)), L(t) + 0.25(U (t) — L(t)))}-

In the case of independence, the worst-case scenario is that the intensity .4 is as high as possible
throughout the entire period, since the chances of getting disabled is not that high. On the other
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hand, the intensity u;q is only high at the very last part of the period of the contract, because
there are no more disability benefits after the transition. Note that a bigger relative difference
between b; and b,q = b;q would have caused the shift from low to high intensity to happen earlier.

In the case of dependence, the situation is not equally simple. Here, the tradeoff between having
a high intensity p.q and a low intensity u;q results in the worst-case scenario for the middle
of the time span of the contract becoming pqq(t) = L(t) + 0.75(U(t) — L(t)) whereas p;q(t) =
L(t)+0.25(U(t) — L(t)). Note that these are not corner points of the marginals in contrast to the
case of independence. The worst-case scenario occurs because the level of . is more important
for the size of the reserve than the level of u;q. This is because the level of ;4 is a second-order
effect in the state “Active”, since u;4 only matters after transition to the state disabled. However,
this second-order effect is so significant that the worst-case scenario is not to maximize both g
and pu;q.

For the linear dependent case we, as in the dependent case, see that the impact of pgq is more
significant than the impact of u;q implying that both are maximized for the entire time span.
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Figure 4.3: The worst-case death intensities in the case of independence.

In Figure[4.6] we see that the convergence to the fixed point is fairly fast: After only four iterations,
we have obtained convergence.
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Figure 4.4: The worst-case death intensities in the case of dependence.
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Figure 4.5: The worst-case death intensities in the case of linear dependence.

81



Intensities

0.030

0.025

0.020

0.015

0.010

0.005

0.000
0

Time (years)

10 20 30

Iteration 2 = = Final iteration

Iteration 0 =———Iteration 1

Boundary for intensities start guess

Figure 4.6: Convergence for the argmax of ;9.

82



4.5.2 Numerical calculations for a portfolio

In this section we illustrate the theory of Section [4.4] for a representative portfolio consisting
of a young, a middle-aged, and a close-to-pension-aged policyholder. We are in the two state
life-death model and are maximizing over the type of sets described in Section We assume
that all three representative policyholders have the same type of contract. That is, they have a
term insurance paying 15 at death before retirement (age 67) and a life annuity paying a yearly
rate of 1 starting at retirement. Their baseline death intensities are given as ,ugg in Table
For the present example the set of interest rates is ® = {0.02}, the lower multiplicative factor is
a; = 0.8, and the upper multiplicative factor is oy, = 1.15. The values of «; and «, are motivated

by the mortality and longevity stresses from Solvency II, see EIOPA| (2013)).

We obtain the worst-case intensities illustrated in Figure [£.7 on a logarithmic scale. We denote
by subscript 30 the youngest policyholder, by subscript 45 the middle-aged policyholder, and
by subscript 60 the oldest policyholder. Moreover, we use “I” to indicate that quantities are
calculated at an individual level, and “P” to indicate that quantities are calculated on portfolio
level. We see from Figure [£.7] that the worst-case scenario for the oldest person is the same as
the worst-case scenario at the portfolio. The scenario is that the intensity is as high as possible
for the first seven years (until retirement of the oldest policyholder), and hereafter it is as low as
possible. On the other hand, the worst case-scenarios for the two other policyholders are quite
different compared to the worst-case scenario for the portfolio. The statewise worst-case reserves
for the policyholders corresponding to the intensities in Figure [£.7] can be found in Figure

Worst-case intensities
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Figure 4.7: Worst-case intensities for the portfolio and for each individual policyholder.

In Table we compare the reserves for the three policyholders in the portfolio calculated with
different bases. The first is the best estimate basis, the second is «y, times the best estimate,
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Figure 4.8: Statewise worst-case reserves calculated on basis of the worst-case scenarios for the
individual policyholders and the worst-case scenario for the portfolio.

the third is «; times the best estimate, and the fourth and fifth are the worst-case bases for the
portfolio and the individual policyholders, respectively.

9 9

The numbers for “Solvency II (mortality)” and “Solvency II (longevity)” can be used to calculate
the SCR in the “standard model”. Assuming that only mortality risk and longevity risk apply
to our portfolio, the SCR is defined as

SCR = \/(AVmortality)Q + (Avlongevity)2 —2.0.25. AVmortalityAVlongevity’ (451)

where

Ay mortality _ Z max (Vl ( : 1.15) _y (ube) ,o) ,
AVlongevity _ Zmax (v’ ( : 0.8) _y (ube) ,0) .

The result of this calculation together with the calculations of the worst-case reserves lead to
three different “SCR-like” quantities presented in Table We here see that the SCR for the
entire portfolio is significantly smaller for the worst-case scenario for the portfolio (=~ 6.8% of
the reserve) compared to the worst-case scenario for the individual policyholders (= 8.2% of the
reserve). However, they are both bigger than the SCR calculated using (~ 5.9% of the
reserve).
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PH1 | PH2 | PH3| Sum
Best estimate 6.91 | 880 | 11.09 | 26.81
Solvency II (mortality) | 6.81 | 8.57 | 10.60 | 25.97
Solvency II (longevity) | 7.17 | 9.27 | 11.97 | 28.40
Worst-case (PF) 7.23 | 9.35 | 12.06 | 28.64
(separate) 7.45 | 9.49 | 12.06 | 29.00

Worst-case

Table 4.2: Reserves calculated by different methods (b,q = 15) for the three policyholders.

Solvency II | Worst-case (PF) | Worst-case (separate)
1.59 1.83 2.19

Table 4.3: SCR calculated by different methods (b,q = 15).

4.5.2.1 Increasing the term insurance - making more shifts in the worst-case inten-
sities

In the previous example, we saw that there was one shift for the worst-case intensity for the
portfolio; the shift was from low to high intensity after seven years. This kind of structure is
probably quite normal for a big portfolio. However, this is not necessarily the case. There can
be many more shifts, as we illustrate in this section. The only difference compared to the former
example is that the term insurance is increased from 15 to 32. This leads to the worst-case
intensities in Figure [£.9, where we have jumps in the worst-case intensities after the retirement
of each of the policyholders. We also note, as opposed to the example with b,q = 15, that none
of the individually worst-case intensities coincide with the worst-case intensity for the portfolio.
A table equivalent to Table can be found in Table The results there illustrate that the
relative differences between the results of the different calculation methods can be quite big.

A comparison of different types of SCR-like calculations can be found in Table We note that
the relative differences of the SCRs are much bigger than in the former example with b,4 = 15.

PH1|PH2| PH3 | Sum
Best estimate 10.01 | 11.95 | 13.08 | 35.05
Solvency II (mortality) | 10.30 | 12.12 | 12.86 | 35.28
Solvency II (longevity) | 9.71 | 11.85 | 13.58 | 35.15
Worst-case (PF) 10.28 | 12.78 | 13.54 | 36.60
Worst-case (separate) | 10.93 | 13.04 | 14.33 | 38.30

Table 4.4: Reserves calculated by different methods (b,q = 32) for the three policyholders.

The three different calculation methods lead to the three different SCR presented in Table

Solvency II | Worst-case (PF) | Worst-case (separate)
0.59 1.55 3.25

Table 4.5: SCR calculated by different methods (b,q = 32).
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Figure 4.9: Worst-case intensities for the portfolio and for each individual policyholder (b,q = 32).

4.5.3 Conclusion

First, what is meant by stressing a portfolio with respect to mortality and longevity by scaling
the mortality rate by between 0.8 and 1.15? The standard formula represents one inter-
pretation. The negative correlation in is a (normal) probabilistic formalization of the idea
that experiencing future high mortality rates and future low mortality rates tend not to happen
in the same realization. Our calculations do not assume such “restrictions”. We actually do find
that the worst thing that can happen is that the mortality rate is high in the near future and
low in the distant future and our worst-case approach really allows this realization to occur. Our
numerical example shows that the standard formula based on a negative correlation of 0.25 leads
to a too low capital requirement compared to the one obtained in our calculation. We do not
claim that one can draw strong quantitative conclusions from this. What we do claim is that it
is urgently important to understand exactly what is calculated and what is not. If one tends to
believe that mortality rates actually can be high in the near future and low in the distant future,
then calculations based on the standard formula may be dangerous.

Second, what is the intuition behind the high mortality rates in the near future and the low
mortality rates in the distant future? This conforms with the basic understanding that in the
near future, when policyholders are relatively young and hold positive sums at risk, high mortality
rates are undesirable. Conversely, in the distant future, when policyholders are relatively old and
hold negative sums at risk, low mortality rates are undesirable. The individual calculations in
this section take into account these effects on a policy by policy basis in the sense what defines
the near and distant future depends on the age of the individual policyholder. This is the simpler
calculation giving a worst-case basis separately for each policy. The portfolio calculations deal
with the situation where the same realized mortality rate counts for all policies, thinking of
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uncertainty in the mortality rate as being at macro-level. Inhomogeneity in the portfolio now
reduces the consequences of the worst case and the capital requirement goes down. It is important
to understand that this has absolutely nothing to do with diversification but is related to portfolio
inhomogeneity exclusively. The inhomogeneity in the portfolio with respect to age and products
may be so involved that the worst-case “jumps” up and down before it finds its low when the
distant future is finally met, as illustrated in subsection

Third, what do these solvency calculations have to do with design and pricing, which was men-
tioned in the introduction? Here, it is important to remember that a policy is an object for
safe-side calculation already upon pricing, before the contract is underwritten and goes into the
solvency calculation. So the first safe-side calculations are part of the internal pricing and man-
agement procedures in contrast to solvency calculations where principles and restrictions are given
from outside. Our results illustrate how one can ascertain a given level of prudence by setting the
first order pricing basis. Individual and portfolio level calculations allow for setting the first order
bases differently for different (groups of) policyholders. A more individual unit for pricing leads
to a more prudent pricing basis and, thus, higher surplus contributions from the portfolio. This
idea was maybe not relevant in the past due to technological limitations. We have then indirectly
illustrated the prudency effects of micro-pricing in life insurance by different tailor-made first
order bases used for a portfolio of inhomogeneous policies.

Fourth, what can we conclude in general about scenarios on the basis of our calculations? In
contrast to some of the general references mentioned in the introduction, we do not criticize
scenarios as a mean of solvency calculations and management for being too uninformative, too
inaccurate or too simple. Rather, we push forward scenarios, exactly for being simple to work
with and understand. They just have to be chosen such that information and accuracy is not
lost in the translation between distributional aspects of intensities and reserves, respectively. We
consider general policies and portfolios and find that the worst-case intensities are the ones that
maximize the expected sum at risk. Since the intensities occur in the expectation itself, this is
a delicate optimization and not just a check of the sign of a given sum at risk. However, once
the calculational challenges are overcome, one is left with a stress calculation simple to imple-
ment, simple to interpret, and simple to communicate, while actually bounding the insolvency
probability, see also the paragraph around .

Acknowledgments: We are grateful to an anonymous referee for many fruitful comments that
greatly improved the paper.
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Chapter 5

Affine processes and Markov chains:
Interest Rate-Dependent Transition
Rates in Life Insurance

Abstract: We obtain results for calculations of life insurance reserves where we model
policyholder behavior governed by stochastic intensities within hierarchical Markov
chain models. We model the interest rate and the transition rates as affine processes,
where we allow for dependence between the interest rate and the transition rates. For
many years, affine processes have been popular choices when modelling interest rates
and mortality rates due to mathematical and computational tractability. Our main
example of dependence is interest rate-dependent surrender rates, which are widely ac-
knowledged in the literature, but the presented framework also allows for many other
types of dependencies. The paper extends some results of transforms of affine processes
presented in Duflie et al.| (2000). We find two representations of transforms of affine
processes needed for calculation of life insurance reserves and discuss their differences.

Keywords: Affine processes, Solvency II, expected policy holder behavior.
5.1 Introduction

This paper considers valuation of life insurance contracts within a Markov chain model in the
case where the interest rate and the transition rates are dependent stochastic processes. We are
working in an affine setup such that we are able to obtain results without needing to solve partial
differential equations but only systems of ordinary differential equations as long as we consider
models without cycles. Affine processes have for some time been used to model the interest rate
and transition rates in life insurance, see e.g. Dahl and Mgller| (2006 and [Biffis (2005)). The
results in this paper can be seen as a continuation of the work in Duffie et al.| (2000). The
recent paper Buchardt| (2012) addresses some of the same questions as this paper. However, the
focus and methods for proving the results in the two papers are quite different. Moreover, this
paper contains a generalization to an arbitrary number of transitions within hierarchical Markov
chain models and two different representations of transforms of affine processes and discussions
of subjects in continuation to these. By a transform of an affine process we mean the conditional
expected value of the product of the exponential of the integral of an affine transformation of the
process, the exponential of an affine transformation of the process and a polynomial transform of
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the process.

The surrender option is embedded in many life insurance contracts and the attention to the
modelling of surrender rates and valuation of life insurance contracts where one takes into account
the surrender option, has highly increased the last years. This is, in particular, motivated by the
forthcoming Solvency II legislation, where the lapse risk plays an important role. One way to
model the surrender rate is to make it dependent of the interest rate, which is a fairly natural
approach as for example shown in Kuo et al.| (2003). In De Giovanni (2010]) a model for insurance
liabilities is applied, where the surrender intensity is split into a rational part and an irrational
part. The rational part is modelled as a function of the short rate squared, whereas the rate of
the irrational part is assumed to be constant. The interest rate dependent surrender rates form
our main example of our general results on dependent interest and transition rates.

The affine processes are widely used for interest rate modelling, credit risk modelling and mod-
elling of mortality intensities because of the calculational tractability. That is, one only needs
to solve ordinary differential equations (ODEs) instead of partial differential equations (PDEs)
which in general is a much easier task. When we use affine processes to model transition inten-
sities in a multistate Markov chain model the tractability can be a little reduced due to the fact
that one needs to solve quite a lot of ODEs. The number of calculations necessary to obtain
a result depends highly on the number of possible transitions (between different states) before
reaching an absorbing state. Secondarily, it also depends on the dimension of the underlying
processes.

The paper is organized as follows: In Section [5.2] and we motivate the work and introduce
the basic insurance Markov chain model, which we are going to consider throughout the rest of
the paper. Moreover, we introduce the class of affine processes and state conditions to ensure
positivity of these processes. In Section [5.4] we present the main results which allow us to calculate
statewise reserves in general hierarchical Markov models. Section [5.5| contains a small selection of
different subsections relating to the results in Section[5.4l These are a description of the workload
relating to the results in Section [5.4] a presentation of a special case, where one can allow for
cycles in the Markov chain and still be able to benefit from the same results as in the case with
no cycles, and a description of the class of processes called linear-quadratic processes.

5.2 Motivating example

The forthcoming Solvency II legislation demands that the life insurance companies take into
account future policyholder behavior such as the likelihood of lapse during the remaining period of
an insurance contract. In general, lapse refers to the exercise of policyholder options. In this paper
we will focus on the two most important policyholder options. These are the surrender option
and the free policy option, which are quite common features in many life insurance contracts.
Moreover, lapse risk is a significant risk for many life insurance companies, and recognizing lapse
can change the cash flow and reserves of a company significantly, see e.g. Henriksen et al.| (2014))
and [Buchardt et al. (2013). In the following we will consider valuation of a general life insurance
contract including both disability and lapse. The state space for such a contract is shown in
Figure where we have disregarded premium resumption, i.e. the possibility of a transition
from state fa to state a.

In comparison with a standard disability model we have added four extra states to allow for lapse.
It is not important for the results in this paper that e.g. the intensity from state a to state i is
the same as from state fa to state fi, but for most modelling purposes this is the case. Note
that even though the pure jump process, which determines the state of the insurance contract, is
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Figure 5.1: State space for a disability model with lapse.

Markovian, i.e. the intensities only depend on the current state of the process, the payments do
not only depend on the state of the pure jump process. The reason for this is that the payments,
after the contract has entered the free policy state, depend on the time of this jump. That
is, the introduction of a free policy state gives rise to duration depend payments in the model.
The multistate model given in Figure is a hierarchical Markov model, i.e. a model without
cycles. Within this model, the state process of the Markov chain can jump at most 3 times before
reaching an absorbing state. Since the model has no cycles, the results for the statewise reserves
can be obtained by integration of solutions to ODEs in the case, where the interest rate and
transition intensities are dependent affine processes. We show this in Section

For the purpose of illustrating the general challenge when evaluating contracts in this type of
models and justified by wanting to keep the terms as simple as possible, we consider the (not
very realistic) case where the only payment of the insurance contract is a death sum b;4(t) trig-
gered by the transition from state fi to state fd. We allow for the discount factor, r, and the
transition intensities to be affine dependent on an underlying affine stochastic process X. Under
the assumption that the insurance contract only includes one payment, the statewise reserve in
state a at time ¢, denoted V,(t), is given by (assuming that we are allowed to interchange the
expectation and the integrals):

[ / / / P X (7)dr o= [ e (X (1)dr o= [ I (7, X ()T = [ i (7, X (7)) dr

X F() (s, X ()™ (ut, X () i (0, X (v)bsa(v) dvduds

]-"(t)}

(5.2.1)
/ / / |: — [ r(mX(7))dr —f Maa(TX(’T))d’T - [ uff(TX(T))dT —J Wl (1, X (1))dr

x 1 (s, X ()" (u, X () (v, X (v))

(t)] f(s)big(v)dvduds,

where % = p® 4+ po% + p% + o = p® 4 40 4 5 and f is the free policy factor. The free
policy factor is determined at time s and is equal to 1 in this example, since the example does not
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include any premium payments. More generally, the free policy factor is given by f(7) = ‘y%((?),
where V* is the technical reserve, and V*T is the technical reserve where we only take into
account the benefits of the contract. This means, that the free policy factor is a time-dependent,

deterministic function.

From equation (5.2.1)) one sees that the important thing is to be able to calculate terms of the
form

E [67 ft” T(T,X(T))dTef fts /ﬂ’l(‘r,X(T))dTef fS“ uff(T,X(T))dTef f; W (r, X (1))dr
of i iy (5.2.2)
o s X (), X () 0, X () F0)]

for different assumptions regarding the interest rate and transition intensities. The rest of the
paper is about how to calculate terms like this. Note that for the general case with continuous and
lump sum payments, we are still able to calculate statewise reserves, if we are able to calculate
terms of the form . That is, being able to calculate terms of the form and integrating
the results makes it possible to obtain the statewise reserves for all states in Figure More
generally, the results make us able to calculate transition probabilities and statewise reserves in
arbitrarily large hierarchical Markov chain models.

5.3 Insurance models and affine processes

Let T be a fixed finite time horizon and (€2, F, P) a probability space equipped with a filtration
IF = (F(t))o<t<r satisfying the usual conditions of right-continuity and completeness. In the
following we consider a class of stochastic processes called affine processes. Affine processes are
stochastic processes with the property that the conditional characteristic functions are exponen-
tially affine. One normally divides affine processes into diffusion processes and jump diffusion
processes, where affine diffusion processes are the continuous subgroup of affine jump diffusion
processes. For detailed descriptions of affine processes, see e.g. [Duffie et al.| (2003) or Filipovi¢
(2009, Chapter 10).

The dynamics of a d-dimensional time-inhomogeneous affine jump diffusion are given by
dX(t) = u(t, X (t))dt + o(t, X (t))dW(t) +dJ(t), X(0) ==z, (5.3.1)

where pu(t,z) = Ko(t)+ K1 (t)z and (o(t,z)o" (¢, ac))ZJ = Hoj(t) +ZZ:1 wa (t)xy. Moreover, W
is a d-dimensional standard Brownian motion and J is a pure jump process with arrival intensity
At,z) = Ao(t) + A (t)z and jump distribution v. We assume that the interest rate has the
form r(t,z) = po(t) + pi(t)2. In the above equations we have that Ao, po € IR, Ko, A1, p1 € IR%,
Kl,H() S RdXd and Hy € RdXdXd.

The class of processes given by is fairly general and is living on the statespace IR?. The
purpose of this paper is to use affine processes to model the interest rate and the transition
intensities of the Markov chain. That is, we want to restrict the class of processes in such a
way, that the interest rate is non-negative and such that the transition intensities are strictly
positive. To obtain non-negativity (in the case of time-homogeneous affine processes without
jumps), [Filipovi¢ (2009, Theorem 10.2) states the following conditions:

o Kjye Ri
e K has non-negative off-diagonal elements.

[ ] H(]:O
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e The only non-zero entries of H f are H f x> Which are positive.

This result can be generalized to time-inhomogeneous affine processes (the conditions are the
same), see Buchardt| (2012). Positive jumps of X do not destroy the positivity, whereas negative
jumps in general will. For the rest of the paper, we disregard jumps to keep the notation as
simple as possible. Note, however, that the results presented here can easily be generalized from
affine diffusion processes to affine jump diffusion processes.

To obtain the strict positivity for the intensities we need an extra condition to be fulfilled. The
condition is known as the multivariate Feller condition. The condition is that 2K (t) > HF, (t).
That is, the structure of the non-negative affine processes is quite restricted compared to the
general case and the structure leads to simplifications of the ODEs for the transforms of the
affine processes. For example, the ODEs relating to the standard transform in Dulffie et al.| (2000)
given by

Ele— S Po(8)+P§r(s)X(s)ds+u“X(T)) J—“(t)} — BT+ (ET)X (1)
simplify to:

%B(u T) =N (t) - K}r(t)ﬁ(tv T) - %Btr(t> T)diag (Hll,ll(t)a te >Hf,dd(t)) B(tv T): B(T> T) =u,

d

&O‘(ta T) - pO(t) - K(gr(t)ﬁ(ta T)v Od(T, T) =0.

However, for the rest of the paper, we consider, for the sake of completeness, the case where for
example Hy can be different from 0. This also allows us to use e.g. a Vasi¢ek process, which can
be negative, to model the interest rate.

5.4 Main result

In this section we present results enabling us to calculate transforms like and similar trans-
forms for more general hierarchical Markov chain models. We give two different representations
of the results; a dense and a non-dense representation. We make these two concepts clear in
Section In both cases we rely on conditioning by use of the tower property.

The structure of this section is as follows: First, we present the results for a one-dimensional
underlying stochastic process. Afterwards, we state some of the results for the multidimensional
setting without giving additional proofs.

5.4.1 The conditional approach

The literature has for many years investigated the dependence between the interest rate and
policy holder behavior. This possible dependence is called the interest rate hypothesis, see e.g.
Dar and Dodds (1989) and references therein. A natural way of modelling this dependence is to
model the lapse rates as functions of a one-dimensional interest rate process like in |De Giovanni
(2010)). Due to this reasoning and because we are not gaining much more insight by extending the
approach to a multidimensional setting, we introduce what we call “the conditional approach”
in a one-dimensional setting. This also makes the results and expressions much more readable.
We consider three intermediate time points t1,ts and tg fulfilling that ¢ < t1 < to < t3 < 7.
Assuming that all the intensities in Figure[5.1] are given as affine transformations of an underlying
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one-dimensional stochastic process, we need to calculate a quantity of the form'

Ele fttl fl(T,X(’T))d’Te* fttf fz(T,X(T))dTef ftt23 fg(T,X(T))dTe— ftg fa(r, X (1))dr
(5.4.1)
(b1, X (62 a2, X (82) s (b, X(t:»,))\f(t)} ,

where p; and f;, i = 1,2,3 are affine functions of X. Note that the term (5.4.1) is closely related

to the calculation of transition probabilities in the Markov chain model, since the triple integral
of (5.4.1)) for f; = p; is exactly a transition probability. By successively using the tower property

we obtain that ([5.4.1) equals
t
. [6_ JH X (1, X (1)) [e JEE XN 1 (1, X (12))

ok [6_ & Jsm XD 1 (15, X (t3)) B [e_ Jiy Far X (r))dr

f(tg)} 'f(tQ)] }}'(tl)} ‘f(t)} .
(5.4.2)

Towards the end of this section we obtain closed form solutions for by first calculating
the innermost conditional expected value and then using this result for calculating the next
conditional expected value and so on. To do so we need the results of the following two lemmas.
In the following, we let p;, u;, @ = 1,2 and gj, j = 0,...,n be deterministic functions. To shorten
the notation, we define by T x the term

Tx(s, v) — euo(v)+u1 (W)X (v)—[7 pQ(T)+p1(T)X(T)dT'

Lemma 5.4.1 (Dense representation). Let s,v € [t,T] with s < v. Assume that the system
of ODEs stated in the lemma is uniquely solved by the functions B,C;, i = 0,...,n, and that the
following integrability conditions are fulfilled:

Ef|o(v)]] < oo

and

n

] < oo forn(t) = (@(t)ﬁ(t,v) + YT x(t,v) ZCi(t,v)i:Ui_1> o(X(t)),

i=1

N|=

E| (1)

where ®(t) = e~ Jo po(m)Fpr (X ()dr oBlt2) X (1) > i Cilt, 0) X (t).

Then for n € IN there exist functions B and C; for i =0,...,n given as solutions to a system of
ODFEs such that,

n

Tx(s,0) ) gi(v) X (v)

=0

E

.7-"(5)] = Ale)X(s) zn: Ci(s,0) X (s). (5.4.3)
=0

The functions 8 and C;,i = 0,...,n are given by the following systems of ODEs (suppressing the

'We can e.g. think of the term with the integral from t¢3 to T as giving us the possibility of modelling a contract
where the death sum is due at time 7.
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time arguments of the functions)
0 1
—pB=p1— | K —H
635 p1 ( 1+ 5 15) B,

o 1
5. Co =poCo — (BCo + C1) Ko — (8°Co +26C +2C5) - Ho,

0 0
gcl =Cy (&sﬁ - P1> + poC1 — 202Ky — 2C38Hy — C1 K1 — 3C3Hy — CoHy

- (Ko + S Hof + H1> C16 — (Kl + ;Hlﬁ> CoB.

Forn>4 andi=2,...,n—2 we have the ODEs given by

0

0 ) .
%Ci =—-Ci1 (E)sﬂ - p1> + poCi — (1 + 1) KoCip1 — (1 + 1)HoCip1 B

1 1
—iK1C; —iH1C; 8 — 5(7, + 2)(2 + I)Ci_;,_gHo — (Z + l)iCi+1§H1
1 1
- <K0 + 2H0ﬁ> BC; — <K1 + 2H1/3> C'z‘lﬁ)-

For n > 3 we have the ODE given by

0

0
%Cnfl =—Cho2 <886 - pl) + pOCnfl - TL(K(] + BHO)CH - (7’L - 1)(K1 + BHl)Cnfl

- n(n - 1)Cn%H1 - <K0 + ;H05> Cn-1B — (Kl + éﬂlﬁ) Ch—2p.

Finally, for n > 2 we have the ODE given by

9 9 !
+Ch==Cpo1 | 528 —p1 | +poCp —n(K1 + BH1)Cyp, — | Ko+ 5HoB ) CnB
0s Js 2

1
- <K1 + 2H15> Chr-1B.
The corresponding boundary conditions are
B(v,v) =ui(v), Ci(v,v) = e“o(”)gi(v), 1=0,...,n.

Proof of dense representation. The proof of the dense representation follows the lines of the
proof of Dulffie et al.| (2000, Proposition 1). We are going to show that

n

Tx(5,0) ) gi(v)X'(v)

=0

H(s, X (s);v) :=E

f<s>] = XN " Ci(s,0) X (),
1=0

where § and C; are fulfilling the ODEs stated in the lemma.

We denote by H the martingale corresponding to 7. The martingale is given by
H(s, X (s);0) = e~ Jo rotm DX Midrgy (5 X (5);0).

By utilizing that the drift of the martingale #(s, X (s);v) is 0 we get by It6’s formula that H is
given by the following PDE:

2
Ox?

0= aas?:[(s,:z; v) + (Ko(s) + Ki(s)x)

|

H(s,x;0) + % (Ho(s) + Hi(s)z) == H(s,z;v). (5.4.4)

Q

Xz
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We guess that the solution to this PDE is given by the function G:

n

g(S, xT; U) = e fos po(T)+p1 (T)X(T)dTeB(S:U)w Z CZ‘(S, U)ﬂ?i
' (5.4.5)

where we have introduced the shorthand notation £ for the exponential terms. We want to find
functions 8 and Cj, such that G is a martingale. If G is a martingale, we have that

E[G(v, z;0)[ F(s)] = G(s, z;0)

and we can get the result by multiplying both sides of 1' by elo Po(m)+p1(M)X (7)dr
Inserting G in the place of 7 in the right-hand side of (5.4.4)) gives us

D G(s,a30) 4 -G (s, 10) (Ko(s) + Ki(s)a )+;§229(8,:E;v) (Ho(s) + Hy(s)z)
(s,2; v << o+ 5” )ZC 5, 0)z ;;So(s,v)xi>
sm<suzn:qsm+203v )( o(s) + Ki(s)x)

+25(va)< 5,V zn;cysm + 28(s, v)zn;ici(s,v)xi_l

+ Z Ci(s,v)i(i — 1)1’i_2> (Ho(s) + Hi(s)z) .
=2

We divide the right-hand side of the above term by £(s, z;v), suppress the arguments of all the
functions, insert indicator functions to take care of small numbers of n, collect terms wrt. x, and
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obtain that the above term is equal to

0 1
— poCo + %Co + (BCo + C1) Ko + (,3200 +28Ct + 202) §H0

0 0
+ 33<C'0 ((%ﬂ - P1> - poC1 + %Cl + 202 Ko +2038Hy + C1 Ky + 3C3Hy + Co Hy

+ <K() + %H[),B + H1> Ci8+ <K1 + ;Hl,@) C(],B)

n—2
,. 9 o . |
+ 1>y ; T <Ci—1 (835 - P1> — poCi + %Ci + (i + 1) KoCit1 + (i + 1) HoCi18

1 1
+1K1C; +tH1Ci8 + 5(1 + 2)(Z + 1)CZ'+2H() + (Z + 1)iCi+1§H1

+ <K0 + ;HOB> BC; + <K1 + ;Hﬁ) CHB)

0
Ch_1+ n(Ko + BH())C”

. 0
+ 1{n23}95n ! (Cn—Q <355 - Pl> — poCn-1+ s

+ (n —1)(K1 + BH1)Cp—1
(= )G Hi+ (Ko + ;Hw) CorB+ (fq + ;Hﬁ) cn2ﬂ>

0 0 1
+ 1psapa” (Cnl ((955 - P1> — poChn + %Cn +n(K1 + BH1)Cp + <K0 + 2H05> Cnf

+ <K1 + ;H1/3> Cn—15>

0 1
+2" O, (=B -+ (K1 +HiB) B
0s 2
(5.4.6)
From ([5.4.6) we can see, that we can make the term become zero by setting each of the n + 2
terms equal to zero. In total this gives us a system of (n + 2) ODEs that § and Cy, ..., C), need

to fulfill for G to be a martingale. These ODEs are the ones stated in the lemma. The boundary
values are the obvious ones: 3(v,v) = u;(v) and Cj(v,v) = e ®g;(v), i =0,..., n.

Given the integrability conditions in the lemma (ensuring that the integral wrt. to the Brownian
motion is a martingale) and functions 3, Cy, ..., C, fulfilling the system of ODEs, we have
oJo po(T)+p1(N) X (T)dr (G (v, z;0)| F(s)] = elo po(r)+p1(T)X(r)dTg(57x;v)
" . 5.4.7
= P X () Z Ci(s,v)X"(s). ( )

=0
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On the other hand we have that

eJo o1 (XN (G, 2 0)| F(s)]

=E [e— Js po(m)Fp1(r) X (r)dr B(v,0) X (v) Z Ci(v,v) X (v)
=0

F (8)]

. (5.4.8)
=E |[Tx(s,v) Zgi(v)Xi(v) .7-"(3)]
=0
=H(s, X (s);v).
Since the left-hand sides of (5.4.7)) and (5.4.8)) are the same, we have that
E | Tx(s,0) ) 6i(0)X(v) ]—'(s)] = PEXE N " C(s,0) X7 (s),
=0 1=0
and we have proved the lemma. O

Next, we give a non-dense representation of the transform. In the lemma below, f; and fy are
deterministic functions.

Lemma 5.4.2 (Non-dense representation). Let n € IN be fized an let s,v € [t,T] with
s < v. Assume that the system of ODEs stated in the lemma is uniquely solved by the functions
a,,A;,Bj,j=1,...,n and that we have enough integrability to interchange differentiation and
integration. That is, there exists a stochastic variable Y with finite expectation such that

Tx(5,0) (o) + fi(0) X ()" <Y for all w € Q.

Then for n € IN there exist functions o, 3, A; and Bj for j = 1,...,n given as solutions to a
system of ODEs such that,

E[Yx(s,v) (fo(v) + f1(v) X (0))"| F(s)]

— e(s,0)+B(s,0)X(s) Z KM (i1, .. . in) H(Aj(sa v) + Bj(s, ’U)X(S))ij,

(1,++5in)ECn Jj=1

(5.4.9)

where the set C,, is given by

Cn:{veﬂ\f(?

n
Z ; = n} ,
i=1

and k™ € INy is given recursively by

Iﬁn(il, - 7in) :1{in:1} + 1{1-”751} (/in_l(il —1,%9,... ,in_l)

n—2
+ Z(Zk + 1)%”71(1'1, et + i — 1,0 .,in_1)>,
k=1
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where k™ 1(

Viy...yUp—1) =0 for min(vy,...,v,—1) <O0.

The functions o,  and A;, Bi,i = 1,...,n are given by the following systems of ODEs (suppress-
ing the time arguments of the functions), where we use the notation By := [:

gﬂ =p1 — <K1 + 1H15> B,
S

2

0 1

Za=py— | Ko+ =H,

95 =P0 ( 0t 5 oﬁ)ﬁ,

9 B — - K\B 1§m ") B;H,B —1
g5 0m =~ m—ii_o ; iH1By—i, m=1,...,n,
0 1= /m
%Am = — K()Bm - 5 i:EO i Bz‘H[)Bm_i, m = 1, sy

The boundary conditions are given by [(v,v) = ui(v), a(v,v) = ug(v), Bi(v,v) = fi(v),
Ai(v,v) = fo(v) and A;(v,v) = Bi(v,v) =0 fori> 1.

Remark 5.4.3. We note that the class of transforms we are able to calculate with Lemmalb.4.1|is
much broader than the class of transforms we are able to calculate with Lemma[5.4.2. However,
this is not the entire story about the mon-dense representation. By following the lines of the
proof of Lemma one can see, that we can calculate the same type of transforms with the
two lemmas. The price to achieve this, we pay in terms of less simplicity for the non-dense
representation. This means, that the results are not as simple as the ones given by , nor
are we able to have so simple representations of the ODEs as the ones stated in Lemma |5.4.2
This is due to the fact, that in the general case, there are different “versions” of the functions
A; and B;, since they have different boundary values. This also implies different ODFEs for the
different “versions” of A; and B;, since their dynamics are mutually dependent. Later in this
section, we make these statements clear, and the results in the general case for n = 3 are outlined.

Remark 5.4.4. For a fized n the values of the functions k™ in Lemma are given by the
recursive formula. For n = 4 we for example get the coefficients in Table [5.1]

£*(0,0,0,1) | x*(1,0,1,0) | x*(0,2,0,0) | x*(2,1,0,0) | x*(4,0,0,0)
1 4 3 6 1

Table 5.1: Example of the coefficients denoted by ().

By comparison, we see that Lemma|[5.4.1|and Lemma [5.4.2 give us two representations for similar
quantities. The reason to give two different representations is, that each of them have advantages
in different situations. We refer to the representation as the dense representation, whereas
we refer to the representation as the non-dense representation. The reason for this is that
the dense representation contains at maximum (n + 2) functions, which can be found by solving
n + 2 ODEs, whereas the non-dense representation is overparameterized in the sense that the
maximum number of functions evolve in an exponential manner. For some real numbers, see
Table on page [108

The dense representation is interesting because it minimizes the number of ODEs we need to solve.
On the other hand, the reason why the non-dense representation is interesting, even though it is
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overparameterized, is due to that we can use the structure of the problem to obtain a nice rep-
resentation, where we can reuse the results of the former calculation steps by “gluing” solutions
to differential equations together. This is explained in Section [5.4.2] where the resulting system
of ODEs is stated in the case of 3 jumps of the pure jump process. This “gluing” method is
not available for the dense representation, since we collect all terms no matte where they come
from to end up solving as few ODEs as possible. Moreover, when using this non-dense represen-
tation, results are easily extended to a multidimensional setting, whereas higher dimensions add
significantly extra calculational workload to the calculation of the dense representation.

Now we give the proof of the non-dense representation.

Proof of non-dense representation. We are going to show that
E[Tx(s,v) (fo(v) + f1(v) X (v))"| F(s)]

— 0(s8,0)+B(s,0) X (s) Z K™ (81, vy in) H(AJ(S7 v) + Bj(s, U)X(8>)ij7
(il7~--,in)€Cn ]:1

(5.4.10)

where the functions incorporated in the right-hand side of the equation are fulfilling a system of
ODEs. We prove the lemma by an induction proof.

The induction basis: (n = 1)
The result follows in the same way as the “extended transform” in |Duffie et al.| (2000)), where one
includes time-dependence of the functions of the transform.

The induction step:

We assume that (5.4.10)) holds for n and show that this implies, that it also holds for n + 1. To
make the notation simpler, we define B,, by

B.(s,v) :==Yx(s,v) (fo(v) + f1(v) X (v))".

We take the derivative of the left-hand side of ((5.4.10) wrt. v and obtain

T E [Bn(s, 0)[ F(s)]
d d

g [( ~ pole) = ()X () + < -uo(v) + < (1 (0)) X (0)

+uq (v) (Ko(v) + K1 (v)X(v)))Bn(s, v)

#)
+E [Tx(s, v)(n—1) (fo(v) + f1(0)X (0))""" (5.4.11)
x <(i)fo(v) + %fl ()X (v) + fi(v) (Ko(v) + K1 (v)X “’”) ‘f ]
~E [ms, o) ( (fo(®) + AX @) (Lo(v) + L (0) X (v))

(o) + HOXO) (Lalo) + L)X (1) 7]
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for some functions L;.

On the other hand, we can take the derivative of the right-hand side of (|5.4.10)) wrt. v and obtain:

L | ot 86X > & yin) [[(Aj(s,v) + By(s,0) X (s))%
j=1

dv &
(H:---Jn)ecn

= (50)+B(5,0)X(s) Z (ﬁ"(il, o yin)(A1(s,v) + By(s,0) X (s))2 !
eCn

(ilv-nvin)

L (sls.0) + Byt )X (5))")

+ k" (i1, ...,

X (ir(Ax(s,v) + Br(s,v) X (5))* " (Ar11(s,v) + Brra(s,v) X (5))) > :

We collect the terms and obtain:

e (8,0)+8(s,0) X (s) Z </<; Tlyeenyl
eCn

(s5,0) + Bj(s,v) X (s)) =1}

::]:

(315yn) j= 1
n n+1 4
+ Zikn”(il, ceyin) H ((Aj(s,v) + Bj(S’U)X<3))’Lch)
k=1 j=1
n+1 .
— (sv)+B(s,0) X (s) Z n+1(21, ey lngl) l_I(Aj(s7 v) + Bj(S, 0)X ().
(7"17~--ain+1)€cn+1 j=1

Here, Z'ij = ijl{jgn} — l{j:k} + l{j:k—I—l} and
n+1 (Zl, ey in+1) = l{in+1:1}

n—1

(5.4.12)

+ 1,021 (m”(il — Lydg, oo yin) + (i + DR (i1, -y ig + Liger — 1, ,in)> ,

k=1

where £"(v1,...,v,) = 0 for min(vy,...,v,) < 0. We see, that also the right-hand side has the

form stated in the lemma for n + 1.

We note that neither the left-hand side nor the right-hand side have the exact form stated in
the lemma for n + 1. Here, we outline why the results also hold, if we change some boundary
conditions. We want to replace the boundary conditions La(v) and L3(v) for fo(v) and fi1(v) and
the boundary conditions Lo(v) and Lq(v) for 0 and 0. The argument relies on the well-behaved
structure of the ODEs. We have that the ODEs for both B; and A;, ¢ > 0 are linear ODEs with

closed form solutions. As we show later in the proof, the ODE for B; is given by

aB- =— (K B 1]'71 J B; Hi(s)B;_;
o 0) =~ (K1) + 80600 Biv0) = 5 3= (1) Bls: o) ) By o0
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Given that B(v,v) = ¢, the solution to (5.4.13) is given by

Bj(s,v) =efs Ki()+B(rv)Hi(r)dr

j 1
(/ Z ( ) (u,v)Hq(u)Bj—i(u, v)efsu _Kl(T)_B(T’”)Hl(T)deu—i—g) .

Moreover, given Aj(v,v) =<, A; is given by

Aj(s,v) :/U KO(T)Bj(T,U) + %Z <Z) Bi(T,’U)Ho(T)Bj_Z‘(T,U)dT +q.

1=0

We claim that the solutions of A; and B; in conjunction with the form of the partial derivative
of the right-hand side of (5.4.10) given by (5.4.12) yields, that we can change the boundary
conditions and obtain the result given by ([5.4.9).

Regarding the form of the set C,,: Again, we give an induction proof, where the induction basis is
obvious since it follows from Duffie et al.[ (2000), that the only element in C; is the singleton {1}.

Now, the induction step. We consider for a fixed element (iy,...,i,) € C,. We note,
that we in total have n 4+ 1 additive terms. By the induction hypothesis for n we have that
E”_l ]’LJ n. This gives us, that the 1+ E 1 Jij = n+1 for the first term of the left-hand side
of (5.4.12)). For term k of the last n terms the sums are given by n —k+ (k+1) = n+1. That is,

for a vector v in Cpy1, we have that Z"fll 1v; = n+ 1 and we have proved the form of C;, ¢ € IN.

Regarding the system of ODEs. We describe the procedure for the terms 8 and B;. The calcula-
tions for terms a and A; follow in exactly the same manner. We know from [Duffie et al.| (2000)),
that 8 fulfills the ODE:

%ﬁ(s,v) = p1(s) — K1(s)B(s,v) — %52(3,1;)1{1(3). (5.4.14)

Taken the derivative of (5.4.14)) wrt. v and setting 5 9 3(s,v) = Bi(s,v) we get

86531(5 v) = —K1(8)Bi(s,v) — B(s,v)Hi(s)B1(s,v). (5.4.15)

Taken the derivative of (5.4.15|) wrt. v and setting %Bl(s,v) = Bs(s,v) we get

5332(3 v) = —K1(s)Ba(s,v) — B(s,v) Hyi(s)Ba(s, v) — Hi(s)B3(s,v). (5.4.16)

The general representation of the ODEs can be proven by an induction proof:
The induction basis: (n = 1)
We use (6.4.15)), the notation By := 8 and obtain:

88831(5, V) = — Ki(s)Ba(s,v) — 2%30(5, V) Hi (5) By (5, 0)

1

= — K1(s)Bi(s,v) — %Z G) Bi(s,v)H1(s)B1_i(s,v).
1=0
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That is, the induction basis is correct.

The induction step:
We assume that equation (5.4.17) holds for a natural number n:

aaan(s,v) = — Ki(s)Bp(s,v) — EZ (7;) Bi(s,v)H(s)Bn—i(s,v). (5.4.17)
=0

We want to show, that (5.4.17) also holds for n + 1. Differentiating the equation wrt. v yields:

s Bals) == 16 L Ba(ov) = 5 Y (1) (5 (Bl (6D B0

=— Ki(s)Bp+1(s,v) —

This concludes the proof. ]

We now wrap up the quantity given by from inside out using the results of Lemma and
Lemma Note, we cannot directly apply the results of the two lemmas, since there is some
time-dependence in which the lemma does not allow for. For the non-dense representation
it means, that we in general are not able to represent the term on this form:

e (8,0)+8(s,0) X (s) Z KMy, .. i) H(Aj(Sa v) + Bj(s, 'U)X(S))ij.
j=1

(ila---vin)ecn

As we show in the following, we still have the same overall structure, but instead of a term like
(A1(t, t1)+By(t, t1)x)" we have a term [[;_; (A1 (¢, t1; tg) +Bi (L, t1; ty)z) reflecting that the jumps
of the Markov chain happen at different points in time as opposed to the assumptions in Lemma
5.4.2l The dynamics of By are the same as stated in Lemma but the boundary values
are different. For the functions B;,7 > 2 things get even messier because different “versions”
both have different boundary conditions and different dynamics. The structure of the dynamics
are the same, but the dynamics are different, since the dynamics of different versions of B;
depend on different versions of B;,j < ¢ resulting in different versions of B;. For three jumps,
which include the model represented in Figure this system is stated explicitly in Section
Otherwise, the approach is the same as in Lemma and Lemma In the terms
below, the functions oy, 8;, Cij;, A;j and B;; are solutions to systems of ODEs. The exact form of
these ODEs are specified in Section We let the affine functions u;, i = 1,2,3 be given by

pit, x) = pio(t) + pir (t)w.
To exemplify this difference due to the time-dependence, we calculate the term ((5.4.2)) from inside
and out by using Lemma and Lemma We do so by taking each step (each jump time)
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at a time. This both covers the dense and the non-dense representation. In the notation we
suppress that e.g. Csg implicitly depends on time T

First we consider the time point tg, i.e. the time point when no jumps have occurred. The
result follows directly from [Duffie et al.| (2000, Proposition 1):

B [e JE 1 X ()

]:(tg)] — ea4(t3»T)+ﬁ4(t3,T)X(t3) 7
(5.4.18)

ay(T.T) = B4(T,T) = 0.

Using the result ([5.4.18]), Lemma and Lemma we get that the time to value, where

one jump has occurred, is given by:

Dense representation:
E [e, Jig Fa(r X (D)7 ot T+ 5t TIX (1) . (1 X(ts))‘ F (tz)]
= B 28)X(R) (Cyy (19, t3) + O (ta, 13) X (1)) (5.4.19)
Bs(ts, ts) = Balts, T), Cso(ts, t3) = e 5T g (t3), Caa (t3, t3) = €4 T) gy (t3).

Non-dense representation:
te
E [e— Jei Fs(r X ()7 aa(ts T)+Ba(ts )X (1) o (1 X(tg))‘ ;(tQ)}

— eas(tQ,t3)+53(t2,t3)X(t2) (A31 (t% t3) 4 Bgl(tg, tg)X(tQ)) , (5.4.20)
as(ts, t3) = aa(ts, T), B3(ts, t3) = Ba(ts, T), Az1(t3,t3) = p3o(t3), Bai(ts, t3) = ps1(t3).

To get the value at time time t1, where two jumps occurred, we use (5.4.19)) and (5.4.20)).

Dense representation:

E [ Jif X (M)r Bs(62,)X(12) (O (b, t5) + Car (b, t3) X (¢ ta, X (t2))| F(t
(Cs0(t2, t3) + Cai(te, t3) X (t2)) pa(te, X (t2))| F(t1)

2
— 652(t17t2)X(t1) (Z CQi(tl,tQ)Xi(tl)> , (5.4.21)
=0

Ba(ta, t2) = P3(ta, t3), Cao(ta, t2) = Cso(ta, t3)pma0(t2),
Coa1(ta, t2) = C31(t2, t3)pao(t2) + Cao(t2, t3)pa1(t2), Caa(ta, ta) = Ca1(ta, t3)pa1(ta).

Non-dense representation:

. {6_ I fa(r, X(7))dr jaus (ta,t3)+B3 (t2,t3) X (t2)

x (Aszi(t2, ts) + B3l(t2at3)X(t2))Mz(t%X(tz))‘f(tl)]

—eo2(tt2)+ha(t1,t2) X (1) ((A21(t1,t2) + Bai(t1,t2) X (t1)) (A2a(t1, t2) + Baa(t1,t2) X (t1))
+ Ags(t1, t2) + Basg(t1,t2) X (t1)),
as(te, t2) = as(ta, t3), Pa(ta, t2) = B3(t2, t3), A21(t2, t2) = As1(te,t3), Boi(t2, t2) = Bsi(t2,13),

Aga(ta, ta) = poo(ta), Baa(te, ta) = po1(te), Azs(te, t2) = Bag(ta,t2) = 0.
(5.4.22)
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In the same manner, we can also obtain results at time t of the quantities

2
EI:e_ ftﬂ fi(r,X(r ))dT Ba(t1,t2) X (t1) Z C’Qz tl,tg (tl,tg)) ,ul(tl, tl ‘J—" tl
=0 (5.4.23)

Bltitr)X (ZC )Xt >

We can also calculate the non-dense representation

E [e S fi(m X (7))dr gaa(t,ta)+B2(t,t2) X (1) ( (Ao (t1,t2) + Boi(t1,t2) X (1))

X (Aga(t1,t2) + Boa(t1,t2) X (t1)) + (A23(t1,t2)+323(t1,t2)X(t1))>M1(t1,X(t1))

The result is quite lengthy and since it is stated in details in Section we skip it here.

5.4.2 ODEs for the non-dense transforms

As mentioned in the former subsection we cannot get the ODEs for the terms —
directly from Lemmal[5.4.2] This is why we state the ODEs in this subsection. When one wants to
calculate a statewise reserve of an insurance contract or the transition probabilities in a Markov
chain model, the approach is to do the calculations backwards starting from the last time point
and obtain the first systems of ODEs. Then we use these values as input for the next system of
ODEs and so on. After discretizing the entire time interval, we need to calculate the transforms
for all different time points and at last integrate.

Because of the dependence of the different jump times, it is not doable for the non-dense rep-
resentation to give a representation as neat as the one in Lemma By neat we mean a
representation which holds for fixed time points s and v and does not depend on anything after
time v. Therefore, the ODEs for a model with up to 3 jumps are stated here. That is, one is
able to calculate all statewise reserves in the model given by Figure In practice, it is not
too interesting to do calculations for a very high n due to the computational workload one en-
counters, see Section The workload does not come from solving the equations for a single
transform, but rather from the massive number of transforms needed in order to obtain the value
for a reserve.

Before stating the precise results of (5.4.20)), (5.4.22)) and (5.4.24)), one should note, that due
to the structure of the transforms, it is possible to “glue” together the solutions to some of the
ODEs. Among others, it holds for the pairs {ay, as}, {84, 83}, {As1, A21} and {Bs;, Ba1}. That
is, we can specify some of the ODEs which have boundary conditions at time s wrt. boundary
conditions for time points after time s. This works because for a given function f it is equivalent
to specify a function € either by

%e(t) = f(t), e(v) =K, (5.4.25)
or by
d _ d _ y
—e(t) = f(t), e(s)=2(s), &t)=/[f(t), é(v)=K, (5.4.26)



where t < s < v and K is a constant. So by “gluing” we mean, that we instead of the represen-
tation (5.4.25) which arises in a natural way from the conditional approach, use the equivalent
representation . The latter representation highlights that the function € has its natural
boundary condition at time wv.

If we “glue” the various differential equations, we obtain the following results for the different
points in time. To shorten notation, we write (A; + B1X) (¢,t3,T) rather than A;(t,t3,7T) +
By (t,t3,T) X (t). We mark by red text the time point for which the boundary condition is specified,
and by blue text we mark the time points in which the functions (excluding the two functions
for which we are specifying the dynamics), that the ODEs are depending on, have boundary
conditions. For example the arguments of A;(t,t3,T) follow in this way: The T is caused by the
dynamics being dependent on £(¢,7') with boundary condition in 7. Moreover, the dynamics
also depend on Bj(t,t3,T) but as stated previously, we suppress this. The argument t¢3 arise due
to that A;(¢,t3,T) has a boundary condition at time ¢3.

Time to :
(5.4.20) —o0(t2, T)+B(t2,T) X (t2) (A1 4+ B1X) (t2,3,T).
Time t; :
(.4.22) =t DHBODXM) (A + B1X) (t1, 15, T) (A1 + B1X) (t1, 12, T)
+ (A + B2 X) (t1,t2,ta,t3,T)).
Time t :

(B.4.24) =eEDHBETIXO (A} 4 B1X) (¢, t3,T) (A1 + B1X) (t,t5,7T)
X (A1 + B1X) (t,t1,T) + (Ay + BoX) (t,to, ta,t3,T) (A1 + B1X) (¢,11,T)
+ (Ao + BoX) (t, 1,13, T) (A1 + B1X) (£, £2,T)
+ (A1 + B1X) (t,t3,T) (A2 + BoX) (t, t1,t2,T)
+ (As + B3X) (t,11,t1,t2,t3,T)).

The above functions are solutions to the following systems of ODEs (we only state the ODEs for
the 8 and the B; functions, since the ODEs for v and the A; functions are the same except that
K is substituted for K, Hy is substituted for Hy, and pg is substituted for p; in the boundary
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conditions):

0

ot

9
ot

9
ot

%Bﬂt,tz, T)=— Ki(t)B1(t, t2,T) = B(t, T)H1(t) B1(t, t2, T),  Bui(ta, 12,T) = pua(t2).

0
aB1(t,t1,T) =—Ki(t)Bi(t, 11, T) = B(t, T)H1 (1) B1(t, 11, T),  Bi(ta, t1,T) = pua(ta).

Bi(t,t5,T) = — K1(t)By(t, 13, T) — B(t, T)Hy(t)By(t, t5,T), Bi(ts, t5,T) = pa(ts).

Bs(t, to,to,t3,T) = — K1(t)Ba(t, ta,t2,t3,T) — B(t, T)H1(t)Ba(t, t2,t2,t3,T)

)
— Hy(t)By(t, t2, T)B1(t, t3,T), Ba(te,t2,to,t3,T) = 0.
)

0
7BQ(t7t17t27T) = - Kl(t BQ(t7t17t27 ) Bl t IL17 ) ( )Bl(tat%T)

— B(t, T)H1(t)Ba(t,t1,t2,T), Ba(ti,t1,t2,7) =0.

(t,
T)
(
T)

(

0

7Bz(t,t1,t3,T) = — Ki(t)Ba(t,t1,t3,T) — Bi(t, t1,T)H1(t)B1(t, t3,T)
(

— B(t, T)H1(t)Ba(t,t1,t3,T), Ba(ti,t1,t3,7) =0.

Bs(t,t1,t1,t2,t3,T) = — K1(t)Bs(t, t1,t1,t2,t3,T) — B(t, T)H1(t)Bs(t, t1,t1,t2, t3,T)

- Bl(tatlaT)Hl(t)BQ(t7t27t2at3?T)
— Hy(t)Ba(t,t1,t3,T)Bi(t, to, T) — Hi(t)Ba(t, t1,t2, T)By(t, t3,T),
B3(tlutlat17t27t3aT) =0.

To illustrate how one obtains the above ODEs, we show how to obtain the ODE for By(t,¢1,t3,7T)
by taking the derivative of the ODE for By (¢,t3,T) wrt. tj.

= ot

o 0
8t1 ot
0 9

A (SR Bt 5,T) = 50, TYHL (0B 13, T)
0

0
By(t,t3,T) = — Kl(t)aTlBl(t,t:a,T) <8 -

—Bi(t,t3,T) =
B, T)) H()Bi (1,12, T)

_ ﬁ(aT)Hl(t)ftlBl(t,tg,T)

0
= aBz(t,tl,t&T) =— K(t)Ba(t, t1,t3,T) — By(t, t1, T)H () B1(t, 13, T)
- 5(t7T)H1(t>B2(tu t17t37T)'

5.4.3 Generalizing to higher dimensions

The results of the previous subsection can easily be generalized to the case where the underlying
process is a multidimensional affine process. That is, we assume that X is given by the stochastic
differential equation but without jumps. Unfortunately, it is rather hard to state the
dense representation for a general dimension (d) of the affine process and for a general number
of jumps (n), even though it is doable in practice for fixed numbers n and d by following the
approach in the proof of Lemma It is especially hard to state a general result for a dense
representation, since one gets all different kinds of mixed terms. For the non-dense approach, the
result is exactly the same except that the dimension of the ODEs is d and not 1. Here, we state
a multidimensional version of Lemma without giving any proof.
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Theorem 5.4.5 (Non-dense representation). Let s,v € [t,T] with s < v. Assuming the same
integrability conditions as in Lemma (in a multidimensional setting), we have that

[ = [ po(T)+p (1) X (T)dT juo (v)+uf (v) X (v) (fo( )+ffT(U)X(U))n

F(s)]

— o) +B (s,v)x Z KM(i1, ..y H (s,v) + Btr(s v):n)ij ,
(41,.)in)ECn j=1
where K™ (i1, . ..,in) € INg and the set C, is given by
n
C, = {UEW&Z Ziw:n}.
i=1

Moreover, a, B, A;, Biyi = 1,...,n fulfill the ODEs

2 8(s,0) = prls) ~ KL (5)5(5,v) — 55", 0)Ha(5)8(5,0)

D (s,0) = pols) — K (B(s,0) — 55, v) H ()85, ),

~—

0s
D Ba(s.) =~ K/ (s)Ba(s.v) + > (”) B (s, 0) B (5) Bai(s, v),
2 Alo.) = K§(5)Balo ) + 53 (”) B (s, 0) Ho(s) Bu—i(s,)

Il
o

)

with terminal conditions

B(U,U) = Ul(v)v O‘(U?U) = UO(U)a Bl(“?”) = fl(v)> Al(%“) = fO(U),
Bj(v,v) =0, Aj(v,v)=0, j>1

By similar arguments as in the one-dimensional case, we can “glue” the ODEs and obtain exactly
the same results as in Section We just need to replace the one-dimensional notation with
the multidimensional vector notation.

5.5 Different subtopics relating to affine processes and reserves
in Markov chain models

In this section we present different topics relating to the results in Section These topics are
a comparison of the dense and the non-dense representation and a description of a special case,
where one can obtain simple results even in the case of cycles in the Markov chain model. Lastly,
we comment on that one, under some additional assumptions, can include quadratic terms in
the dynamics of the underlying stochastic process and quadratic terms in the transforms of the
underlying stochastic processes and still be able to obtain results of the same type as the ones in

Section

5.5.1 Comparison of representations/computational efficiency

Affine processes have gained their popularity in areas as economics, life insurance and credit risk
modelling because of their computational tractability. This tractability for some modelling pur-
poses is caused by the opportunity to solve ODEs instead of PDEs. In general, it is much simpler
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and computationally faster to solve ODEs instead of PDEs. Since computational efficiency is
one of the main advantages of the class of affine processes, it is relevant to consider the compu-
tational workload. Our main example in this paper is to calculate life insurance reserves, why
we in this section consider the computational workload of calculating these reserves. Moreover,
this section includes some comments about the differences between the dense and the non-dense
representation. In short, the main difference is that the dense representation leads to a minimum
number of ODEs to solve, whereas the non-dense representation is overparameterized. On the
other hand, the ODEs for the dense representation are in general more complicated and harder
to obtain than the ODEs for the non-dense representation.

In Table [5.2) we show a comparison between the dense and the non-dense representation in terms
of the number of ODEs needed to be solved to calculate the “standard transforms” given in
Lemma for the one-dimensional case. This comparison covers different numbers of jumps
in the case where the underlying stochastic process is of dimension 1 and 2, respectively. When
we state the number of differential equations that needs to be solved, we count two-dimensional
ODE as 2 equations.

Dimension: 1 Dimension: 2
Jumps | Dense | Non-dense || Jumps | Dense | Non-dense
0 2 2 0 3 3
1 3 4 1 5 6
2 4 8 2 8 12
3 5 16 3 12 24

Table 5.2: Comparison of the number of ODEs in case of one- and two-dimensional affine pro-
cesses.

Regardless of whether we consider the dense or the non-dense representation of the transform,
the main problem with either approach is that one needs to calculate lots of ODEs to obtain a
reserve. The computational challenge is not so much the dimension of the underlying stochastic
process as it is the number of jumps. It does for example hold for the non-dense representation,
that the number of ODEs is linear in the dimension in the sense, that the number of ODEs is
given as a multiple of (d 4 1), where d is the dimension of the affine stochastic process. This is
not too bad and the greater problems arise when calculating the value of a reserve. In that case,
one needs to integrate the solutions of the ODEs. Moreover, the different ODEs depend on each
other through the fact that the solutions to some ODEs are needed as boundary values for other
ODEs. To exemplify this, we consider the case with an underlying one-dimensional stochastic
process and a calculation of the quantity given by . If the length of the contract (T —t)
is 30 years, and we assume that we discretize each year into 10 intervals, we in total need to
calculate ODEs in the magnitude of 1 billion time points.

5.5.2 Affine processes and models with cycles

Usually when dealing with Markov chains, affine processes are almost exclusively used for models
without cycles, which are also called hierarchical Markov chain models. The reason for this is
that transition probabilities in such models can be expressed as integrals of solutions to ODEs
as shown in the previous sections. Nonetheless, various products in the life insurance industry
would more naturally be valuated in Markov chain models with cycles. The most prominent of
these examples is the case of disability insurance, where it is naturally to assume, that the insur-
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ance policy can “jump” between the states “active/paying premiums” and “disabled/receiving
disability benefits”.

In models with cycles the affine structure is in the general case not of any help. However, there
is a class of interesting examples, where the affine structure is still useful, which we outline here.
The affine structure is useful in the case, where one can diagonalize an intensity matrix @ (also
known as a transition rate matrix) of a continuous time Markov chain such that

Q(t, X(t) =VD(t, X(t)V ',

where V' is time-homogeneous and D is a diagonal matrix whose non-zero entries are affine in the
underlying affine process.

The most common case where one is able to diagonalize the intensity matrix is in the case of
proportional intensities. An example of such a matrix could be

—(k+p)z K pT
0 0 0
which corresponds to Figure
RX

State 2

Figure 5.2: Diagonalizable three state model.

In such a model we can easily obtain results for the transition probabilities We denote by Z the
state process of the Markov chain and by 77 the integral ft s)ds. By the tower property and
by making a time change in the matrix exponential, we get that for example the probability of
going from “State z” to “State j” from time ¢ to time T is given by

Pry— x0)(Z(T) Lizer=jy| Z(t) = 2, X(t)]

El
:E[ [1{ZT) j}‘Z =z X(s),ng,HZ(t):z,X(t)]
:E[ (eQr) ’Z —zX()}
(5.5.1)
:E[ (vePrryv=hy_| (1) :z,X(t)]

_ 2; (v [ 47

where v;; are the entries of V', ¥;; are the entries of V-1 D = diag(d; X, d2X,d3X) and the

term E | e® I X (s)ds F (t)] is a standard transform considered in this paper. That is, one can

9| Fo)])

obtain transition probabilities by diagonalizing a matrix, calculating simple transforms of affine
processes and summing the terms.
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5.5.3 The linear quadratic class

In the literature one sometimes sees examples of transition rates modelled as linear quadratic
functions. One example is De Giovanni (2010), where the surrender rate v is given by

’y(t) = L()T'Q(t) —+ Ll.

Here, r is the short rate and Ly and L; are constants. That is, in general it could be interesting
to be able to consider other transforms than the previously described affine ones. Moreover, it
would also make the modelling possibilities more flexible, if we were able to have other types of
dynamics than the affine ones. This section is about including these cases and still be able to
obtain results by solving ODEs instead of PDEs.

If we add some more structure, we can extend the class of stochastic processes from the affine to
the linear quadratic case. This requires some extra conditions to be fulfilled (for the coordinates,
where one has quadratic terms). In one dimension, we can calculate transforms of the form

E [ o= S po(s)+01(5)X (5)+ 5 p2(s) X2 (s)ds

]-‘(t)} _ ec(t)—&—b(t)X(t)—i—éF(t)XQ(t)’ (5.5.2)

where the dynamics of the underlying stochastic process are allowed to contain the following
terms:

dX (1) = (Ko(t) + K1(t)X (£))dt + /Ho(8)dW (). (5.5.3)

For a two-dimensional stochastic process, where there is a quadratic term in one of the dimensions
but not in the other, we can calculate transforms of the form

)

E [e_ I po(s)+p1(s)X1(5)+p2(s) X2 (5)+p3(s) X3 (s)ds

]-"(t)} — (D) X1 (8)+b2 () X2 (t)+(t) X3 (1)

where the dynamics are allowed to contain the following terms:

Xi(8)) _ K1o(t) + K11 () X1 (t)
’ <X2<t)> N (Kzo(t) + K5 ()X (t) + ng(t)X%(t)> dt +o(t)dW (¢), (5.5.4)

where oo is given by

tr — H (t) 0
o(t)o (t)—< 18 Hzo(t)XQ(t)>'

This setup still covers many of the well known interest rate models e.g. the Vasi¢ek and the
Hull-White model. It can be shown in general, that the linear quadratic class is equivalent to the
affine class, which can be proven by an expansion of the statespace for the affine processes. For
a proof and more details about this equivalence, see |Cheng and Scaillet| (2007).
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Chapter 6

Optimal surplus distribution
problems for regulated funds with
assets and liabilities

Abstract: This paper studies optimal surplus distribution strategies for an infinite
time horizon within a model where asset and liability values are modeled by correlated,
geometric Brownian motions. The controls considered are, that we either increase li-
abilities or decrease assets. The increase of liabilities could be used in the modelling
of non-for-profit mutual funds or pension funds. On the other hand, the decrease in
assets could be used for modelling of for-profit companies. In the first part of the paper,
we prove optimality of a barrier strategy under the simple solvency constraint that no
distribution can be made if the funding ratio is below a certain level. In the second
and third part of the paper, we study barrier strategies in a model with more advanced
solvency constraints and a model where ruin must be prevented. The advanced solvency
constraint is that there is an interval [aq, ae] in which the allowance of controlling the
process depends on which of the two barriers oy and as that has been crossed last.
The interpretation of the advance solvency constraint is that an institution which have
been in an emergency state should not be allowed to distribute before having achieved
a given level of consolidation. To prevent ruin, we either lower the liabilities (in the
pension fund case) or we inject capital (in the for-profit case). This leads to different
levels for the optimal upper barrier for the case where we control liabilities and for the
case where we control assets, respectively. This is different to the case where ruin is
a possibility. The formalistic results are exemplified in a series of numerical studies
including cost/benefit analysis of the different solvency constraints and the effect of
making the price of raising capital dependent on the funding ratio.

Keywords: Optimal dividends, capital injection, funding ratio, stochastic control,
regulation, solvency.

6.1 Introduction
6.1.1 Motivation and main contributions
In actuarial risk theory, the stability problem is about modelling the dynamics of risky businesses

in a stylised fashion in order to help them make decisions about how to manage their risk;
see (Bihlmann| 1970)) for a classical reference. Over the past century, a variety of (decision)
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criteria were considered, including the probability of ruin (see |Asmussen and Albrecher, 2010,
for a recent comprehensive review) or the expected present value of dividends (see Albrecher and
Thonhauser, [2009; |Avanzi, 2009, for recent reviews). In their purest form, these criteria have
various shortcomings, that researchers have tried to address over time. The criteria are also
sometimes modified or augmented to better fit some specific contexts.

One of the criticisms formulated against the expected present value of dividends criterion (see
Gerber}, (1974, for instance) as introduced in |de Finetti (1957) was the lack of explicit focus
(or consideration) of solvency in the criterion, and in its optimal definition. In this paper, we
consider a profitable, risky setting with two separate, correlated asset and liability processes (see
Section. The company that is considered is allowed to distribute excess profits (traditionally
referred to as dividends in the literature), but is regulated and is subject to particular regulatory
(solvency) constraints (the nature of which, inspired by [Paulsen) [2003; |Avanzi and Wong}, 2012, is
further developed in Section. Importantly, because of its bivariate nature, such distributions
of excess profits can take two alternative forms. These can originate from a reduction of assets
(and hence a payment to owners), but also from an increase of liabilities (when these represent
the wealth of owners, such as in pension funds). The latter is particularly relevant if leakages
do not make sense because of the context, such as in pension funds where assets are locked until
retirement.

Mathematically, both distribution avenues are treated in a very similar way (although there are
material differences in some cases). For the sake of brevity we will provide full details only for one
case, and only results for the other. We elected to focus primarily on the ‘increase of liabilities’
case, as we believe this is the most innovative in this context.

Introducing solvency constraints improve the longevity of the regulated fund, see Sections [6.2
and [6.3], but may not prevent it. In such cases where the company must stop its activities, it may
be profitable to rescue it. We consider this in Section The form of the rescue measures—
injections of assets, or decrease of liabilities—will depend on the context; this is briefly discussed

in Section [6.1.5]

A bivariate geometric Brownian motion was introduced in (Gerber and Shiu| (2003). They con-
sidered two problems: (a) to keep the funding ratio (ratio of assets to liabilities) within a band,
equalising inflows and outflows. They conjectured a fund “should” do so; (b) to maximise (in
absence of inflows) the expected present value of outflows (dividends). They conjectured that a
barrier dividend strategy should be optimal. Decamps et al.| (2006) extended (a) to finite time
horizon, while |Decamps et al.| (2009)) proved that the conjecture in (b) is correct. Also, Chen and
Yang| (2010) extended the results of |Gerber and Shiu (2003) to a regime-switching environment.

In this paper, we extend the results of |Gerber and Shiul (2003 and Decamps et al. (2009) by
including simple and advanced solvency constraints. We also consider the case when the company
is rescued to prevent ruin. More specifically, we obtain closed form expressions for the expected
present value of distributions (asset decrements or liability increments), penalised by rescue mea-
sures when those are considered (asset increments or liability decrements), when a distribution
barrier is used, and under a range of solvency constraints. When the company cannot be rescued,
optimal barrier levels are the same whether assets or liabilities are controlled, but these differ
when the company is rescued to prevent ruin. Furthermore, we show that a barrier strategy is
optimal amongst all admissible strategies when a simple solvency constraint is applied.
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6.1.2 A bivariate asset and liability process

As mentioned earlier, we consider a bivariate surplus process, where assets and liabilities are
modeled as correlated geometric Brownian motions. The dynamics of the assets, which we denote
by X1 := A, and the liabilities, which we denote by X5 := L, are given by

4X(1) =d (218;):(#54 ) (20) 4 (ot = Ponsn) ™0 1

=p(X(8)dt + o (X () dW (1),

where A(0) = Ao, L(0) = Lo, p €] — 1,1] is the correlation factor, and where W is a standard
two-dimensional Brownian motion. Following the lines of |Gerber and Shiu (2003]), we assume
that the discount rate is greater than the drift of the assets, which is greater than the drift of the
liabilities. That is,

5> pa (6.1.2)

and

A > L. (6.1.3)

Equation makes us avoid that the supremum of the expected present value of dividends
is infinity and makes us avoid the case, where it is optimal to pay out all dividends
immediately; see (Gerber and Shiul (2003, Section 9). The funding ratio, Y, is defined as the ratio
of assets to liabilities. That is,

This model setting is identical to that of |(Gerber and Shiul (2003). Note that [Sethi and Taksar
(2002) considered dividends and capital injections for a company whose surplus is modeled by a
(univariate) geometric Brownian motion, which is a more traditional, uni-dimensional formula-
tion.

6.1.3 Distribution of profits

Since pa > pp, the funding ratio will increase to infinity on average, and it makes sense that
excess profits would be distributed in some way. In what follows, we will consider two ways of
doing so:

A. Increase liabilities;

B. Decrease assets.

For the rest of the paper, we will refer to both cases as to “Case A” and “Case B”, respectively.
The result of either will be referred to as a “distribution”.

The increase of liabilities (Case A) could be used in the modelling of non-for-profit mutual funds
or pension funds. On the other hand, the decrease of assets (Case B) could be used in the
modelling of for-profit companies. The latter case is equivalent to paying out dividends, which is
the standard assumption in the actuarial dividend literature.

In this paper, we consider barrier type distributions, which we prove optimal in some cases. Note
that here the barrier is defined on the funding ratio (distributions are made if the funding ratio
is beyond a certain barrier level, so that the funding ratio is brought back to that particular
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level). The model is illustrated in Figure where assets, liabilities and funding ratio both for
the uncontrolled (black lines) and the controlled (grey lines) processes are depicted for a given
sample path of the two-dimensional Brownian motion. Moreover, the dotted line in the figures
show the positive distribution processes D} and DF defined below. Note that the controlled

funding ratio is the same for both cases, whereas the expected present values will be different.
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Figure 6.1: Figure illustrating the model. Left: Case A. Right: Case B. The uncontrolled
processes are in black and the controlled processes are in grey. The dotted lines depict the
undiscounted, aggregated payment processes.

Distributions will either translate into increasing liabilities (Case A) or decreasing assets (Case
B). The controlled processes, which we denote X7 and X7, have dynamics

AXT(t) = p (XX(0)) db + o (XT(1)) W (1) + ( dD% ( t)>
and
dXT(t) = u ()?g(t)) dt + o ()?g(t)) AW () — <dD (%(t)) :

where D7} is the payment stream of increases of the liabilities (Case A) and DF is the divi-
dend payment stream. We denote by L™ liabilities after addition of D} and by A™ assets after
subtraction of Df. The funding ratios of the controlled processes are then given by

YE(t) = ;((?) and Y (1) = ‘f(g) >0,

respectively.

Remark 6.1.1. The model allows for deterministic (multiplicative) increase of the assets and
liabilities, plus (correlated) random variations. Because of the nature of the processes, these vari-
ations are continuous, and one might argue that abrupt changes in assets and liabilities (jumps)
should be allowed in order to reflect the random nature of the businesses, and/or expected changes
in scale. Beyond the fact that these would require developments beyond the scope of a single paper,
we believe our model is still reasonable for the following reasons:
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1. Case A: the formulation of our model means that we consider an accumulation scheme
i equilibrium, that is, where contributions are continuously offset by payouts. This is an
approximation, but we believe it is good enough for our analysis. If significant assets and
liabilities were to enter or leave the fund, this typically would lead to a specific procedure
and distribution rule (partial liquidation).

2. Case B: additional contributions to the company can be made from time to time without
affecting the conclusions as long as these are made so as not to make existing shareholders
richer or poorer. In terms of our model this means that they would be made at the existing
funding ratio. We will see later that a change of scale that does not impact the funding ratio
has no impact on our conclusions (how to control the process).

6.1.4 Bankruptcy and advanced solvency constraints

Of course, the fund may become bankrupt. This will occur as soon as the funding ratio reaches
a given level ag. For either of the cases A and B we denote by 7,, the time of ruin, which is the
stopping time defined as the first time the funding ratio of the controlled processes equals .
For the rest of the paper we will use the notation w € {A, B} to simplify notation where possible.
Using this notation, the bankruptcy time for the two cases is given by

Tao = Inf {t > 0|YZ(t) = av} .

For Case A, g could be below or above 1, depending on the nature of the fund (partially funded
public or fully funded private, for instance). For Case B, the level oy would typically be 1.

We now introduce a simple solvency constraint. Because one might want to restrict admissible
distributions so as not to bring the funding ratio too close to ag, we set a level a; > «g under
which distributions cannot bring the funding ratio. For Case A, it is obvious that a regulator
would not allow distributions to be made all the way to the bankruptcy level. In this context, ay
could, for instance, include some statutory reserves dedicated to buffer fluctuations of assets. For
B, such a restriction (unless it is exogenously imposed) does not make much sense in terms of pure
maximisation of dividends as, if it did, this would be taken into account in the maximisation pro-
cess. However, pure maximisation of the expected present value of dividends until ruin is hardly
a perfect objective, and this mechanism has a significant impact on the stability of the process as
illustrated later in Section [6.2.3] Hence, the controller might still want to forego some expected
return in favour of some more stability. Of course, a; could also be exogenously determined by
a regulator. For example, considering a regulated insurance fund, o and «a; could correspond to
the Minimum Capital Requirement and Solvency Capital Requirement, respectively, under the
framework of the new FEuropean regulatory system Solvency II.

So far we have two areas: between o and a1, where no distribution is allowed, and beyond aq,
where distributions are allowed. Because of diffusion, the fund might fluctuate very often between
both areas if it is in the vicinity of o (which is likely to happen in reality, especially if the barrier
level is close to aq). We introduce a third level ag > «; with the following mechanism (see also
Figure . When the process is in the region between o and as and coming from as—that
is, when the last visit at either aq or as was as—distributions are allowed. When the last visit
was a1 we consider that the process is in recovery and no distribution is allowed. This has the
following interpretation:
A. Under A, we assume that the fund is not fully funded if its funding ratio is below a; (although
it is not severe enough to declare bankruptcy). Hence it is not realistic to assume that a fund
that has just recovered and just reached «; could immediately start distributing some of its
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Figure 6.2: Graphical illustration of a model with advanced solvency constraints {ag, aq, aa}.

excess profits. In other words, as>ay describes a situation where downcrossing «y would
trigger some alarm and put the fund in an emergency state under which no distribution is
allowed (and perhaps, under which the fund is closely monitored by the regulator). This state
would revert back to normal when the process upcrosses the level as>aq again.

B. Under B, a;j=as may lead to erratic periods of dividend payments if the barrier is equal to a7,
which is unrealistic; see also |Avanzi and Wong| (2012) for a discussion of this. In particular,
erratic dividend payments was another criticism formulated in |Gerber| (1974]).

Remark 6.1.2. The introduction of advanced solvency constraints is in some way similar in
spirit to the introduction of “Parisian implementation delays”; see, for instance, | Dassios and Wu
(2009). In their paper, dividends are not payable immediately when the barrier is crossed, but
only if the surplus stays above that barrier for a certain period of time.

6.1.5 Rescue measures

Distributing profits usually means that ruin is certain. If profits are allowed to be distributed, it
makes sense that the reverse operation could also be allowed to prevent ruin, and could indeed be
profitable in certain cases. This idea goes back to Borch| (1974, Chapter 20) and Porteus| (1977)).

Here, ruin will be prevented in different ways, depending on the context. In Case A, it will
be done by decreasing liabilities. Indeed, when in financial distress, rescue measures in pension
funds usually materialise as reductions of benefits, as it may not be possible to ask for additional
money from members. Furthermore, additional contributions from members would normally lead
to increases of liabilities at the same time, which would improve the funding ratio, but rescue
would require a higher amount of money than a reduction in benefits, and may even be unable
to bring the ratio to an acceptable level (if the minimum is higher than or equal to 1). In Case
B, we will be injecting capital, just as in the first problem considered in |Gerber and Shiu| (2003)),
but with an aim at maximizing the difference between dividends and capital injections, rather
than matching them.

Lest the problem becomes trivial, rescue measures will attract transaction costs. With propor-
tional transaction costs, it turns out (unsurprisingly) that if such measures are warranted (have
positive expected value), these will be made only at level g to avoid bankruptcy. If a more
complex transaction cost structure is considered (one that would depend on the target funding
ratio, for instance), this may no longer be the case. We discuss this in Section but a formal
treatment of this is outside the scope of this paper.
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6.2 With simple solvency constraints

In this section we consider a simple solvency constraint setting {o, a1, s} where ag > ag, but
where ay = . This is equivalent to the constraint introduced in |Paulsen| (2003, in a univariate,
pure diffusion setting). In mathematical terms, this constraint translates into the condition

Tao
/0 vz (s)<a:}dD5(s) = 0. (6.2.1)

In this framework, we want to determine the optimal control strategy 7 that maximizes the
expected present value of the distribution denoted by

t—o00

tATq
Joi1(Z;m) = E* {lim sup/ ’ e %dDT (s)] .
0

where EZ[] is the expected value given X (0) = Z. Note that the subscript “1” indicates that we
consider a model with simple solvency constraint. Likewise, we will throughout the paper use
the subscript “2” in the model with advanced solvency constraints and the subscript “3” in the
model where ruin must be prevented. The optimal strategy «* fulfills that

Vo1 (& 7%) = sup Jo 1 (&5 7), (6.2.2)
well
where II is the set of admissible strategies. A strategy is said to be admissible if DT is a non-
decreasing, F-adapted process with DT (0—) = 0 and satisfies . Moreover, we assume that
DZ has cadlag sample paths. The solvency restriction implies, that we do not allow for
any liquidation (“take your money and run”) strategy, whereby a single dividend payment could
bring the company to bankruptcy.

6.2.1 Value of distributions when liabilities are increased (Case A)
For a given value of Z, we denote by F(Z) the value function for the optimal strategy 7*. We

allow for singular control strategies and by standard methods we get that F' admits the following
HJB equation:

0 = max {(A —0)F(¥),1+ 82 F(:Z")}, F(agxa,x2) =0, (6.2.3)
2
where
. 0 . 0 . 1 0%
Af (&) =pazi5—f(E) + praa— (@) + ozt = f(Z)
ox1 0x9 2 Ox]
5 5 (6.2.4)
—otri—— f(&) + poaoprir 0 Z)
+ 20L$28x§ poATLTL 28$18x2 '

Based on the results in [Shreve et al.| (1984), Decamps et al.| (2009) and [Paulsen! (2003)), a qualified
guess is that the optimal strategy for increasing the liabilities is of the barrier type. By barrier,
we refer to a constant level of funding ratio. We denote the optimal barrier in an unconstrained
model (such as considered in |Gerber and Shiu|, 2003) by £} and the optimal barrier in the model
with (simple) solvency constraint by ;. We use the notation §; and 7 without any subscript
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A to simplify notation. Besides, we show later that the optimal barrier is the same for cases A
and B. We conjecture that the optimal barrier for the assets is given by 8L, where

5{ _ { ﬂ())k’ /BE)(( > aj,

aq, 58 < 7.

With techniques similar to the ones in |Decamps et al.| (2009) (who also derived f; but had no
solvency constraint) we will show that 57 is the optimal barrier. To make the paper self contained,
we also give a proof for the case 3; > a; and we make the proof a bit more detailed compared
to Decamps et al.| (2009).

First, we consider the value function of a barrier strategy with an arbitrary barrier level 8. The
corresponding value function is denoted by

T

Gt =57 | [ e vacy).

where U is notation for a strategy, where we increase liabilities in order to keep the funding ratio
below 5. The value of Gi is given by

G2 (7) = Ga(T;B), 21 € [aoz2, B2, (6.2.5)
AV %—x2+GA(x1,%;B), r1 > By, -
where G (+; 8) is given by the differential equation
. T
(A —8)GA(F B) = 0 for ap < x—; <B. (6.2.6)

The differential equation 1' can be obtained by the following heuristic reasoning. Let % <
B < 1 < Bxy and consider an infinitesimal time interval of length dt. We get that

Ga(x1,22; B) =e *ME[G4 (21 + paz1dt + o4z Wi (dt),

(6.2.7)
X9 + prroedt + poproWi(dt) + /1 — p2opzoWa(dt); 6)]

Developing the expectation using Taylor series, subtracting Ga(z1,x2; 8) and dividing by dt on
both sides yields

eédt -1
dt

GA(a:1,a:2;ﬁ)( ) = AGa (1, 12; B).

We let dt — 0 and using ’'Hopital’s rule we obtain (/6.2.6)).
The boundary conditions for the value function, which hold for all levels of barrier 5, are given
by

GA (Oé().%’Q, 9, ﬂ) = 0, (6.2.8)

0
=—GA (21, 22; )

= —1. 2.
Bg (6.2.9)

Moreover, we have the boundary condition

2

0
== Ga (21, 22: Bp)

— 0, 6.2.10
G:Jc% ( )

T —

"=
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which only holds for the optimal barrier ;. Condition (6.2.8) follows directly from the definition
of ruin. Condition is similar to (2 6) in |Avanzi and Gerber (2008) and can be obtained in
a similar way. Lastly, we get condition (6.2.10]) by taking the derivative of (6.2.9) with respect to
B. This gives us that (using the chain rule for partial derivatives)

0 0

3 <8x2GA (z1,72; ) x2=”>
o) o 5 . ) (6.2.11)
J;Q_ . — — (= —

—TE B 2GA (x1,x2; B) e + 8x286GA (x1,x2; B) . = 65( 1) =0.

Since the term %GA (1, x9; B) |w2:le_ in (6.2.11)) is 0 for the optimal barrier, we get (6.2.10

by inserting /5 and dividing the equation by (z2—)/ (2. To find the solution to equation (6.2.6)),
we take advantage of the fact that Gﬁ (and Ga) are homogeneous functions of degree 1, which
follows since the dynamics of both assets and liabilities are linear in the assets and liabilities,
respectively. That is, for a given constant o it holds that Gi(gwl, oxe; f) = QGi(xl,xQ;ﬁ) SO
that the important quantity (up to a scaling factor) is the ratio x1 /x2. The solution to the system
of equations is given in the following lemma:

Lemma 6.2.1. The solution to differential equation with boundary conditions and

is given by
2 \& 2 \©2
<°‘°‘”> _ (am) (6.2.12)

- ()" -a-a (L)

Ga(wy,w0;8) = 2

where

2 2
0° =04+ 01 —2poa0y,

162 — (ua — o) — /16 + (pa — ue)? — & (ua + pr, — 20)
G = 52 ; (6.2.13)
; %52—(MA—ML)+\/i54+(uA—ML)2—62(MA+ML—25)
2 = ~5 .
g

Proof: See Appendix

We see from , that only the denominator depends on 8 and that both the numerator and
the denominator are negative. Furthermore, it is interesting to note that, apart from a scaling
factor of xo, the function is only expressed in terms of ratios of 1 to agze. Hence, the shape of
the value function is unaffected by the scale of the two processes.

We now take the derivative of the denominator and set the derivative equal to 0 to find the
maximum of the denominator (and the maximum of Ga(-;/3)). The resulting optimal barrier

level is
L (ee-\TE L (Ga-nyE
= (Q(Cl — 1)> (CQ(CQ _ 1)) . (6.2.14)

Because of the assumption that ps > pr, we have that 85 > ag. We obtain this result by using

the representation given by (6.A.3)) for both the numerator and the denominator of (6.2.14))
G —=1)  0—pr—(pa—pr)
G —1) 6 —pr—(pa—pL)C

> 1, (6.2.15)
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and using the fact that ﬁ > 0; see (6.2.13)).

We note that the optimal barrier [; exists and is unique. This is a result of the following
argument: We let f denote the denominator of as a function of 8. Using the assumptions
and and the result (6.2.15)), we get that f’(ap) > 0 and f”(8) < 0 for all 8 > ay.
Thus we know the optimal barrier exists and is unique. Also, note that for 6 = pa we get that
(2 = 1 which implies that 35 — oo for s — 0 (if we become very patient (J is getting closer to
fta) it is optimal to wait more before distributing profits) and for pa < pr, we get 55 = o (if the
company is not profitable we should liquidate it immediately).

In order for the candidate solution to be useful, we need it to fulfill the HJB equation. That is
the case, as stated in the following lemma:;:

Lemma 6.2.2. The candidate solution G B given in (|6 2. 5) with barrier 55 given by (m ful-
fills all the conditions of the HJB equation (|6 2. :gl) and the partial derivatives ofG are bounded.

Proof: See appendix

Next, the verification lemma:s:

Lemma 6.2.3. If a non-negative function G € C*(IRy) is also twice continuously differentiable
except at countably many points and satisfies for x > 0 that

(A—8)G() <0, (6.2.16)
82
—G(P) < 2.1
(%%G(%’) <0, (6.2.17)
K zaaG(f) > H, (6.2.18)
X1
82
—G(7) < 2.
&L’% G(¥) <0, (6.2.19)
0
<~ G(Z 2.
Ky < 5 -G(@) < -1 (6.2.20)

for some finite constants K1, Hy and Ko, then
G(Z) > Va1 (z;7%).
Moreover, if there exists a point 3* € IRy such that G € C1(IRy) N C? (IRL\{B*}) satisfies

(A—=96)G(Z) =0 and 883;2(;(50’) < -1 formzs € [5*7‘7;1] 7 (6.2.21)

(A—-0)G(Z) <0 and G(¥) = 6*:1:2+G< 5) for xg € <0,B1> , (6.2.22)
then it holds that
G(Z) = Va (&),

and for the case B* > «aq, the optimal strategy is a barrier strategy with barrier 5*, whereas for
the case B* < aq, the optimal strategy is a barrier strategy with barrier o .

Proof: See appendix

The proof of Lemma extends that of |Decamps et al.| (2009)) to include solvency constraints
and an explicit proof of concavity. The solvency constraint requires a second part of proof, where
we use some subresults of the first part of the proof.
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6.2.2 Value of distributions when assets are decreased (Case B)

In this section we consider the optimal dividend strategy under a simple solvency constraint.
The proofs of the results are similar to the ones in Section [6.2.1| we therefore omit these. The
structure of the section resembles the one of Section [6.2.1] and we state the results without a
long introduction.

The HJB equation is given by

0 =max {(.A —0)F(Z),1 - ailF(f)}, F(apza,x2) =0, (6.2.23)

where A is given by (6.2.4). The value function for a barrier strategy is then given by

Gﬁ({f) — { GB(fﬂ 5)7 Ty € [04037275372]7
B x1 — o + G(Bw2, x2; B), x1 > P,

The boundary conditions for the value function, which hold for all levels of barrier £, are given

by

(6.2.24)

GB (0401'2,:6'2;5) = 0, (6.2.25)

0
87561GB (x1,22; B) lay=Bas— = L. (6.2.26)

Moreover we have the boundary condition
2

@GB (-TI,ZL‘Q;B()’)() |$1=ﬁ61‘2— — O, (6227)
1

which only holds for the optimal barrier 3.
The resulting value function is

- Cl_ e C2
Gp(r1,m9;8) = P (M> (Wz) (6.2.28)

a(2) e (2)®

where (1 and (5 are given by . Note that for x5 = 1 this result is also given by |Gerber
and Shiu (2003 equation (9.6)).

The optimal barrier is the same as the one in Case A, such that j3; is given by . As in
Case A, one can show that the optimal barrier exists and is unique.

The verification lemma for Case B is given below:

Lemma 6.2.4. If a non-negative function G € CY(IRy) is also twice continuously differentiable
except at countably many points and satisfies for x > 0 that

(A—0)G(Z) <0, (6.2.29)
82
—G(7) < 2.
833%@@;) <0, (6.2.30)
0
>— 7) > 2.
K —ale(x) > 1, (6.2.31)
32
—G(7) < 2.
5@ <0, (6.2.32)
0
< — 7) < 2.
Ky < a:EzG(:c) < Hy (6.2.33)
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for some finite constants K1, Ko and Ho then
G(Z) > Vg (&;7").

Moreover, if there exists a point 3* € IRy such that G € CY(IR) N C? (IR:\{B*}) with

(A—98)G(Z) =0 and %G(f} > 1 for x; € [z, f 2], (6.2.34)
1
(A—=90)G(Z) <0 and G(¥) = x1 — B*xe + G(B* w2, x2) for x1 € (B2, 0), (6.2.35)

then it holds that
G(Z) = Va1 (Z;7™),

and for the case B* > «y, the optimal strategy is a barrier strategy with barrier 5%, whereas for
the case B* < aq, the optimal strategy is a barrier strategy with barrier aq.

The structure of the proof is the same as in the proof of Lemma though the calculations
and comparisons of the different terms are somewhat different.

6.2.3 The impact of the simple solvency constraint

In this section, we consider the impact of the simple solvency constraint on the stability of
operations. In Figure we compare outcomes of 10,000 simulations for the aggregate dis-
tributed amount in cases A (left) and B (right), as well as the time to bankruptcy (middle—mnote
bankruptcy times are the same for both cases A and B since the funding ratio for the two cases
are the same), when a simple solvency constraint is applied (horizontal axis) or not (vertical axis).
In all three scatterplots, values in the top left triangle are those where the outcome in absence
of constraints beats that in presence of a simple solvency constraint, whereas outcomes in the
bottom right triangle are those where the constraints beats the base case. In terms of dividends,
we know that the absence of constraints will lead to a higher expected present value—on average.
What the three graphs in Figure teach us is that, when there is a substantial difference in
terms of distributions, it is in favour of the solvency constraint (especially in Case A). Also,
the coefficient of variation of the average aggregate distribution amount is in both cases lower
with the solvency constraint than without. In terms of solvency itself, the case with solvency
constraint clearly dominates the one without. Therefore, regulators could argue that the solvency
constraint in this case is really effective and comes at a relatively small cost.

Note that the bankruptcy times are the same for both cases A and B since the funding ratio for
the two cases are the same. The plots are for 10.000 simulations performed according to a simple
Euler scheme. The simulations were censored at time 7' = 15.000 (unless declared bankrupt
before). For the following mean values and variances, the first element in the vector corresponds
to the data on the first axis and the second element corresponds to the data on the second axis.
Left plot: Mean = (0.77395,0.77806), Variance = (0.04563,0.04709).

Middle plot: Mean = (5040.92724,2420.87073), Variance = (4348.9312,2403.1012).

Righ plot: Mean = (1.81492,1.84436), Variance = (0.74447,0.81895).

While these results would be quantitatively different with other parameters, conclusions would
be qualitatively similar.
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Figure 6.3: Scatterplots for no solvency constraints and simple solvency constraint, respectively.
The left figure shows the distributions for Case A, the middle figure shows ruin times (which are
the same for both Case A and Case B), and the right figure shows dividends for Case B. For
parameters used, see Table in Appendix set no. 1.

6.3 Advanced solvency constraints

In this section, we consider the advanced type of solvency constraint with barriers {«ag, a1, s}
introduced and described in Section see in particular Figure [6.2l Here, we are allowed to
control the process when the funding ratio is in the interval (o, a2) if and only if the funding ratio
last crossed ag, rather than . Note, that this model is a generalization of that developed in the
previous section. This follows, since this model simplifies to the model in Section for ag = .
The main challenges in the current model are how to formulate the constraint mathematically,
how to obtain a value function explicitly, and how to determine the optimal barrier level.

We start by defining a set of stopping times 777, n € Ny given by
oo =inf{t > 0:Y7(t) < a1 VYI(t) > as},
Toi = inf{t > 751 : (Y5(t) Sar AYZD(1ic1) > a2) V (YS(t) > o ANY L (Twio1) < aa)}y
i=1,2,....

Now that we are equipped with those stopping times, we define a 0-1 process ¢ such that

Oot) = Lrurzzan) + 2 (Hoerosrmd L (mizen)) - (6.3.1)

=1

The process ¢ is 1 when we are allowed to control the funding ratio and 0, when we are not.
That is, we can formulate the new solvency constraint as

/0 "1 Z b (s))dD7(5) = 0. (6.3.2)

Due to the form of the function ¢, given by (6.3.1) we assume that distributions are initially
allowed if a1 < YZ(0) < ag (until the first stopping time 77 ().

As in the former section, we denote the optimal barrier in the model without any solvency con-
straints by 3, and we denote the optimal barrier in the model with advanced solvency constraints
by 35. In order to conjecture an optimal barrier strategy, we consider different possibilities for
the relationship between £ and {ag, a1, ag}. We know that 5§ > g, so we only need to consider
the following cases:
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Case 1: op < ) < a1

Case 2: a1 < f; < an

Case 3: 3j > ao

We want to consider each of the three cases separately:

1. The conjecture is not that you distribute as much as you are allowed to (down to «;).
Instead the conjecture is, that the optimal strategy is a barrier strategy with level A > oy
(strictly higher), which enables you to keep paying dividends for some time. If the barrier
was a1 we would lose any opportunity to pay dividends until we reach s again.

2. Following the lines of the previous point, we conjecture that the optimal strategy is a barrier
strategy with barrier A > 5. The supplement A — 55 would be larger as f; is close to aj.

2
for Case B (when ¢ switches from 0 to 1) and payments at the barrier according to the

oscillation of the Brownian motion (when the process ¢ is in state 1). This control can be
seen both as alternating between a non-singular and an impulse control, or it can be seen
as a singular control.

This leads to a mix of lump sum distributions of size (% - O%) A for Case A and (ag —A)L

3. In this case the solvency constraint is no constraint at all in terms of optimal dividend
strategies, and we get the same result as in the unconstrained case. That is, 55 = ;.

An example of a sample path for “Case 2”7 is found in Figure where (35 is the optimal barrier
(which will be determined later). The dotted lines show the distributions in Case A and Case
B, respectively. The grey parts of the funding ratio process illustrates time spans where you are
not allowed to pay out dividends (¢ = 0) and the black parts of the line illustrates time spans
where you are allowed to pay out dividends (¢ = 1). Note that 5 = 1.3722. We observe that
distributions consist of infinitesimal payments at the barrier 5 (when ¢ = 1) and lump sum

payments of size (6—1; - a%) A (Case A) and (ag — 85)L (Case B), when the funding ratio hits as.

The objective here is the same as in Section[6.2] where we considered a simple solvency constrain.
The only difference is, that we now consider the solvency constraint ((6.3.2]) instead of the solvency

constraint (6.2.1]).

In what follows, we conjecture that the optimal strategy is as described here, and determine the
associated value function and optimal barrier level 5.

6.3.1 Value of distributions when liabilities are increased (Case A)

We assume that a; < 3, since a control strategy within the present solvency regime is not well
defined/allowed for 5 < a;. We denote by VAB o(Z) the value function for a barrier strategy with
barrier 5 for the funding ratio. By a barrier S:trategy we mean exactly the same as described in
Section [6.2 The value function is then given by

VR o(5 B), T1 € [pTa, aaT2[A\@ = 0,
V(@) ={ Vaa@h), 1 € lonwa, B N =1, (6.3.3)
%_372+VA172<«T17%;§)7 x> ProNd =1,
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Figure 6.4: Illustration of the funding ratio and distributions in case of advanced solvency con-
straints.

where V/gz(-; B) and V/i,z(? B) fulfill the following systems of PDEs:

T1

(A= 6)VR (& B) = 0 for ag < - <ag, VR y(aora,x9;8) =0,
2
T T
VAO,Q <SC1, 175) = VA172 (xla 176) ’
a2 Q2
- - - (6.3.4)
<A_6)VA12('¥75):0f0r a1§7SB7 VA2<x177ﬁ> _V£2<$1,;ﬁ>,
’ T2 ' Qi ’ Qi
0
%Vﬁz(iﬁhxz;ﬁﬂmzzg =-1L

Note that for x5 < 2—; we automatically have that ¢ = 1. The notation V/E,Q highlights that this

is the value function for ¢ = 0 and the notation V&Q highlights that this is the value function for

¢ = 1. Moreover, for the optimal level of the barrier, 35, we have the smooth fit condition that
62

7‘/&,2 (z1, 22; 53) \m:ﬁ% =0.

6.3.5

The boundary conditions V/i’2(a1) = VAO’2(041) and V£72(a2) = VAl’z(Oég) are due to the continuity
of the diffusion term. Since V£ o and VAI2 depend on each other, the system of PDEs needs to
be solved simultaneously. A grz;phical rei)resentation of the value function for a given barrier 3
is illustrated in Figure Note that in the figure we have omitted some arguments for clarity.
The left rectangle illustrates the domain of VJQQ and the right “open” rectangle illustrates the

. 1
domain of VA72.

126



Funding ratio

02 VA 2(az) = Vi o(a2)
o 2 Via(8) = -1
a1 Vao(ar) = VR o (an)
@0 VR 2(a0) =0

Ruin
0

Figure 6.5: Illustration of the domains and boundary conditions in the case of advanced solvency
constraints.

We know from Section that V&z, 1 =0,1, are given by
Vi o(a1,22; B) = Kyaa$tay S 4 Ky a$ay (6.3.6)

where (1 and (o are given by (6.2.13) and K;; and K»; are some constants, that fulfills the
equation (A — 5)V/§’2 = 0. That is, including the boundary conditions, we get that the value
function is specified by

VAO,Q(xlax%,B) = 0196%156%_41 + 02$§2$;_C2, (z1 € [vpxa, a2x3]), (6.3.7)
VA1,2(331:332;5) = élx?xé_ﬁ + 6'2:16%2:6%_42, (z1 € [a122, Bx2)), (6.3.8)
Vio(aoza, 95 8) = 0, (6.3.9)
VAs (Ila xl;ﬁ> = Vap (9517 xl;ﬁ) ; (6.3.10)

(€5 a9

T T
Vaa (fvl, 1;5) = Vi, <x1, 1;5) ; (6.3.11)

aq o

0

el CICTE T EEER s N g (6.3.12)

The solution to this system is provided in Theorem [6.3.1

Theorem 6.3.1. The solutions VX 5 and V/{ 5 to the system of equations given by —
are given by

VXVQ(xl, x9; B) = C1 (:L‘%lx%_ﬁ — aoﬁ_@x%xé_@) and

Vj’Q(:z:l, x9; ) = (Cl (1 — agﬁf@al@*@) — C’galcrﬁ) :z%lx;_gl + C’zx%x;_@,
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where

min (8, a2) ™" — a1~ min (8, ag)¢

(1—C) B% — (1 —¢1)af? 44

&=

+
11
_ (3-a5) ¢
2817 =172 02 71+ (17201 2761 —1) min(B,02) L T HE(1—C1 ) (1— o1 20y €2761) gC1
o —1-(1-¢) (Cl — ClaOCl—CzalCQ—ﬁ) [
(1-G2) % — (1= () ap @ p4

Ch

Proof: See appendix

The optimal barrier 35 is obtained by maximizing the value function with respect to 5. As for j3;
and 8] we omit the subscript A for 85 to simplify notation, because the optimal barrier should,
again, be the same for Case A and Case B. The fact that the funding ratio after distribution is
the same in both cases supports this claim, but to prove this formally is surprisingly challenging.
However, based on numerical studies, 35 is indeed the same in both cases. Furthermore, the
optimal barrier seems to behave nicely and we did not encounter any problems with existence or
uniqueness.

6.3.2 Value of distributions when assets are decreased (Case B)

For Case B, the value function is given by
VR (% 8), 71 € [apT2, aaz2[Ap = 0,

VPEQ(.%) = VBl’2(x; ), x1 € [onxe, Bro) N =1, (6.3.13)
w1 — Py + Vg o(Bra, x2; 8), o1 > Prah¢ =1,

where V]g2 and VB},z are given by the following specification:

= Clmglxé_ﬁ + C’gx%xé_@, (z1 € [z, o)),

6.3.14
Vg a(1, 223 = Ciaflay @+ CoafPay @, (21 € [ara2, aa]),  (6.3.15

B3) ( )

B) ( )
Vigo(aora, 20 8) = 0, (6.3.16)
B) = ( )

B3) ( )

( )

0 .
VB,Q(xb o]

Vo (cowa, 2 Vi o(aaws, 25 B), 6.3.17
V§,2<a1$27$2; = Vé),g(alm,wz;ﬁ), 6.3.18
0
TV]%,2($1’$2;B)|I1=2$2 = 1Lz>0. 6.3.19
X1

Theorem 6.3.2. The solutions VBQ’Q and Vé’z to the system of equations given by 46’. 3. 14|)—(f6. 3’.1!/1)
are given by

Vgg(:pl,mg;ﬁ) =C (:Eglzn;@ — QOCI_CQ:L‘%J:;CQ) and

Véyg(ml,mg; B) = (C’l (1 — 040(1742041@{1) — (:”204142*@) xgla:;_ﬁ + C’gx%xé_@,
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where

= min (3, a2)® — a1~ min (8, a2)"!
(28%~1 — (raf? ¢ ga-1 ’

(a2 = B)" +¢
9l — St S22 + (aoC1—C2a1C2—C1 — 1) min (8, a2)C1 +&(1— a0<1—<2alc2—<1) <1/3<1_17
C’ 1-G (Cl - Cla0C1—C2a1C2—C1) Bor—1

G = Qo o

C =

As in Case A, it is easy to obtain the optimal barrier by maximizing the value function with
respect to 3.
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Figure 6.6: Scatterplots for unconstrained and advanced solvency constraints (above) and for
simple and advanced solvency constraint (below), respectively. For parameters used, see Table

in Appendix set no. 1.
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6.3.3 Numerical studies

In this section, we illustrate numerically the impact of imposing advanced solvency constraints.

6.3.3.1 Moving from simple to advanced solvency constraints

We begin by extending our discussion started in Section [6.2.3] Figure shows similar results as
the ones in Figure [6.3 but consists of comparisons between no solvency constraint and advanced
solvency constraints, and simple solvency constraints versus advanced solvency constraints. The
left plots show the aggregate distributions, whereas the right plots show the ruin times. Here, we
see that advanced solvency constraints lead to significant improvements wrt. ruin times compared
to the simple constraint, of a nature that is qualitatively the same as what was discussed in Section
In other words, there is an additional, substantial difference between advanced and simple
solvency constraints.

The plots are for 10.000 simulations and a censoring time 7" = 15.000. For the following vectors
of mean values and variances, the first element in the vector corresponds to the data on the first
axis and the second element corresponds to the data on the second axis.

Left plot above: Mean = (0.76932,0.77806), Variance = (0.04582,0.04709).

Right plot above: Mean = (6903.53093, 2420.87073), Variance = (5132.9062,2403.1012).

Left plot below: Mean = (0.76932,0.77395), Variance = (0.04582,0.04563).

Right plot below: Mean = (6903.53093, 5040.92724), Variance = (5132.9062,4348.9312) .
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Figure 6.7: Value functions for Case B for the unconstrained case, simple solvency constraint and
advanced solvency constraint (¢ € {0,1}) as a function of a; and aa, respectively. For parameters
used, see Table in Appendix set no. 1.

Next, we investigate whether most of the differences between simple and advanced solvency
constraints occur when as moves a bit away from «q, or whether they occur slowly as as moves
away from a;. We also investigate this as a; moves away from «q in the simple framework. This
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is illustrated in Figure for case B. We see that small spacing between the a’s have marginal
impact initially, even though they can have a large impact on stability as discussed above.
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Figure 6.8: Plot of optimal barrier level for different combinations of a; and aws. Left: o4 = 0.02
and (B = 1.13588. Right: o4 = 0.3 and 8§ = 2.87326. For parameters used, see Table in
Appendix [6.B] set no. 2 (left plot) and set no. 3 (right plot).

6.3.3.2 Moving from 3 to 3;

The relationship between ] and f§; is trivial, but the relationship between 85 and 3 is not,
as explained early in this section. Figure compares the optimal barrier level in a model
without solvency constraints with the optimal barrier level in the model with advanced solvency
constraints, and shows how the optimal barrier without constraints, 3, is no longer optimal.
Instead we get the optimal barrier 55 (adjusted compared to 35) when advanced solvency con-
straints are introduced.

The right edge of the surfaces correspond to the simple solvency constraint (a3 = a2, so that
B5 = B7). There we can see the trivial, linear relationship between ] and f;, which is flat as
long as 85 > a1, and then increases linearly such that 5] = o.

When the volatility is rather low (as on the left plot), and we move towards the left on the surface
(cp-wards), for given low «, the optimal barrier does not change and is very close to ;. This
is because f; is far enough from a1, and the process is very stable. When we increase volatility
(moving to the right plot), 8§ increases and even for low values of o, 85 increases with as.

Now, if we move towards the right of the surface for given ao, we can observe an increase of
the optimal barrier even before the kink. This is because moving «; towards the barrier level
makes periods when no distributions are allowed more likely, which is a problem particularly for
low volatility (a low volatility means that the process can get stuck in a non-distribution state
for a very long period of time). This effect seems to dominate the ‘kink’ effect especially for low
volatilities.
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Figure 6.9: Differences between Vg,z and VBl,Q' Note that V§’2(o¢1) = VB{Q(oq) and ng(az) =
VBl,z (a2). The differences illustrated with the dotted line are relative to the values of Vlg,2' For
parameters used, see Table in Appendix set no. 4 (left plot) and set no. 5 (right plot).

6.3.3.3 The cost of not being able to distribute

Under the advanced solvency constraint, we have two different value functions when the funding
ratio is in the interval between «; and as. Omne can interpret the differences between these
two value functions as the cost of being in the undesirable no distribution state. The difference
between the value functions for ¢ = 0 (the “undesirable” state) and ¢ = 1 (the “good” state)
in Case B is illustrated in Figure The left plot is for a high value of 04 (0.25) whereas the
right figure is for a low value of o4 (0.01). The reason that the differences are smallest for the
most volatile model is that higher volatility leads to more switches between both environments,
decreasing the influence of whether ¢ =0 or ¢ = 1.

6.3.3.4 Sensitivity analysis for the volatility and correlation

Figure shows the impact of volatility (first row) and correlation (second row) on the optimal
barrier in absence of solvency constraint (first column), or with advanced solvency constraints
(second column). The immediate observation is that effects that were trivial before the introduc-
tion of advanced solvency constraints are not trivial anymore. It becomes hard to describe which
forces actually drive this sensitivity analysis.

In terms of correlation one can observe that higher correlation levels will lead to lower levels of the
optimal barrier. This is because high correlation makes the funding ratio evolve in a (relatively)
stable manner, such that we can choose a barrier that is not too far away from «;. On the other
hand, the funding ratio goes wild for low values of p which pushes the 35 up.

In terms of volatility, absence of solvency constraints means that higher volatility levels will
generally lead to higher barrier levels (except when o4 is really close to 0, where oy, is driving
the volatility and the lack of correlation pushes the optimal barrier up slightly). For a o4 that
is not too high, there is an initial advantage in increasing volatility as it will make it easier to
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leave state ¢ = 0 if you fall into a no distribution period. However, as o4 is going towards 0
or towards infinity, the effects present in absence of solvency constraint seem to dominate this
marginal effect.
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Figure 6.10: Sensitivity plots with respect to o4 (above) and p (below). For parameters used,
see Table set no. 6.

6.4 When ruin must be prevented

In this section, we assume that the fund under consideration has the opportunity to implement
rescue measures in order to prevent ruin; see Section In this case, we consider the net
distributions

t t
I 3(E ) = B [lim sup / e **dDT(s) — / /ie‘ssdE;(s)] , (6.4.1)
t—o00 0 0
where k is a constant strictly greater than 1 which recognizes that there is a price of lowering
liabilities or raising capital. The way ruin is prevented will depend on the context, as discussed in
Section liabilities are decreased in Case A, and assets increased in Case B. In , DT
is the control process at the upper (distribution) barrier 5, and ET is the control process at the
lower (rescue) barrier . This means that the controlled processes for the assets and liabilities in
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the present section have the form

dXT(t) = p <)_('X(t)> dt + o (Xg(t)) dw (t) + <dDZ(t) 2 dEK(t))
and

aX5() = u (X5)) de + o (X5(0)) dW (1) - (dD B(0) S dEE(t)) .

Because of transaction costs it makes sense that the optimal rescue level is the lowest possible
(such that v* = «p), which is what we will assume in what follows. Note that this may not
hold any more if transaction costs are not constant; see also Section [6.4.3.3] Furthermore, we
conjecture that the form of the optimal distribution strategy is as before, that is, of the barrier

type.
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Figure 6.11: Simulation of the controlled funding ratio in the model where ruin must be prevented.
The dotted lines are the distributions. Left: Case A. Right: Case B.

The model is illustrated in Figure where the funding ratios are depicted by solid lines and
net distributions (distributions, minus rescue measures) by dotted lines for a given sample path
of the two-dimensional Brownian motion. The two plots in Figure also contain the optimal
upper barriers, which we find in the following two subsections. Note that the sample paths of
the controlled funding ratios are different, even for the same level of distribution barrier. The
optimal barriers in Figure [6.11] are different in Case A and Case B. Note also that the time to
ruin in the preceding sections will be the time of the first lowering of liabilities (Case A) or first
capital injection (Case B).

Remark 6.4.1. In this section, we assume that rescue is forced. If we relazed that assumption
(but that is outside the scope of this paper), we would need to determine whether such rescue
measures are worth taking or not. It makes sense that this would be the case if, and only if,
Ve 3(vxe, x2; B,77) was greater than or equal to zero. This conjecture is supported by previous
results in the literature (see, for instance Avanzi et al.,|2011|). This is explored in Section .
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6.4.1 In Case A, where rescue measures are to reduce benefits (decrease lia-
bilities)

Preventing ruin by decreasing liabilities at the lower barrier adds an extra branch in the differential
equation characterising the value function given by (6.2.3]). The differential equation becomes

0 0
0 =max {(.A —N)F(¥),1+ a—mF(f), —a—@F(f) — n}. (6.4.2)
We assume that v < 8 to make the strategy admissible. The expected present value of net
distributions for a barrier strategy with upper barrier 5 and lower barrier v is denoted by G§’7
and is given by

GA(f;ﬁva)v T € [’71'2751'2]7
Gi”y(f) = % — T2 + GA (:Ul, %7577) ) xry > /83327 (643)
—K (xZ_%) +GA(.T1,%;B,’)/), T < YT2,

where G (x1,x2; 3,7) is given by the differential equation
(A= 8)Ga(:8,7) = 0 for y < =L < 3.
2

Since we have forced decreases of liabilities at the lower barrier, we do not have a boundary
condition at the ruin level like (6.2.8]). Instead, we have a boundary condition at the lower
barrier. In total, the boundary conditions are

0
G , 7 , 1 — = —]_’ 644
O A (w1, 22; 8,7) |x2: - ( )
0
—G ; g- = —K. 6.4.5
e A (@122 8,7) |, L K (6.4.5)
Moreover, for the optimal upper barrier, we also have the boundary condition
32
.9 Bh 4, e = 0 6.4.6
8.%'% (ac1 T2 /3A73 ’7) |$2:5i,3 ( )

where 3} 5 is the optimal barrier level for increasing liabilities. For a heuristic derivation of
condition (6.4.5)), see Avanzi et al| (2011, Section 3.1).

By the calculations in Appendix we get that Ga(+;5,7) has the form given by (6.A.5]).
Using condition (6.4.5) we obtain that C; and Cy fulfill the equation

-G —G2
Ci(1— ¢! <:(’:YI> +Cy(1 — G)af? <ajy1> = —H. (6.4.7)

This means that

—k—C1(1 = Q) —ky 2 = Ci(1 - )y
(1—G)e 1-¢ ’

for a given level . Moreover, using condition (6.4.4), we obtain that

! —k—C4(1 = 1 —(2
Ol = s <$1> " H(l—l(@)vgw (1= G (?) -

Cy =
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This implies that C7 is given by

14k (g)(z
C ) SR
1 (1-¢) <5<1 — A (5)<2> (6.4.8)

That is, in total we get that the value function for a strategy with dividend barrier 5 and capital
injection barrier v with 8 > v is

e — _ G
K- Gl =Gy x%m%_CQ, (6.4.9)
(1= G
where (' is given by (6.4.8). To find the optimal barriers, ﬁ/’g’g and 73, we need to maximize
1} for L € [, 8]. For general values of x1 and x5 the objective function is given by

Ga(z1,22;8,7) = Clx?a?%_gl +

(6.4.10)

We aim at finding the value

sup Oa(z1,22,7,0).
(v.8)ell

We assume that the optimal lower barrier is equal to a and hence consider 7 to be a fixed value
in (6.4.10). We want to maximize (6.4.9)) wrt. 5. We rearrange the terms and see that

621G BN EEC
KTy Ty Go1-G Gy

—= + Ciz3'2 +Ci——

(1—G)re 12 C2

where the first term of the RHS does not depend on 8 and z$'z5 ', 2224 and LZFQ are
all positive terms. That is, to maximize (6.4.9)), we need to maximize C as a function of 5. The
partial derivative of C] wrt. § is given by

o o —1+I€<g><2

Ch=—
op opB (1 a Cl) (ﬁCl *’YCl (5>C2>

e 1—%1 () <w_%<2_1 «ﬁﬁ o @C))

Y

G2
T (1 —k <B> ) (a0t —qoegpe) )
Y

¢G—1 _ C1—C2 RC—1 —C2 3G+ —1 _ —C2 3C2+C1—1
_Gp Gy B2 + Caky %2 Gy~ 2B

B CQ 2
(I —=¢1) [ BSr =& (;)
Setting this term equal to zero gives us an equation for the optimal barrier:
QBTN = TR = BTGy TR — GaryTR). (6.4.11)

Based on numerical studies, we conjecture that the optimal barrier 8} 5 exists and is unique.
However, it has turned out to be surprisingly difficult to formally prove this.

GA($1,552§57’7) = I§2x;_C27
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6.4.2 In case B, where rescue measures are to inject capital (increase assets)

Gerber and Shiu| (2003) match inflow and outflow in the situation where x = 1. Here, we set k > 1
and obtain the expected present value of outflow minus inflow if a barrier strategy is applied.
The distribution barrier that maximises this difference exists and is unique.

Introducing capital injections adds an extra branch in the differential equation characterizing the
value function given by (6.2.23)). The differential equation in the case of capital injections has
the following form:

0 (A—-0)F(2),1 4 F(%) 9 F(%) (6.4.12)

= max — ),l1— —F (@), —F(T) — k. 4.
8.1‘1 ’ 833‘1

We conjecture that the optimal dividend and capital injection strategies are barrier strategies
with dividend barrier § and capital injection barrier v. We assume that v < [ to make the
strategy admissible. The expected present value of dividends for a barrier strategy with barrier
B and capital injection barrier 7 is denoted by G’BB’V and is given by

GB(Z;B3,7), r1 € [yx2, Bas),
GY (@) =< (21— Bx2) + Gp(Bra,v2;8,7), a1 > P, (6.4.13)
—k(x1 — yr2) + GB(Yy22, 22; B,7), 1 < Y2,

where Gp(x1, x2; 3,7) is given by the differential equation
(A= 6)GB(#:8,7) =0 for y < - < B,
T2

Since we have forced capital injections we do not have a boundary condition at the ruin level as
in (6.2.25). Instead, we have a boundary condition at the capital injection level. In total, the
boundary conditions are

0
5 -GB(21,22;8,7) |lo1=pzs— = 1, (6.4.14)
8%1
0
aiGB (1'1, €23 67 7) ’11:’7:1?2— = K, (6.4.15)
T
Moreover, for the optimal upper barrier, we also have the boundary condition
82
aix%GB (331,332;,8]373,’}/) ‘x1=5]’§’3$27 = 07 (6416)

where 35 5 is the optimal level for dividend payments.

By the calculations in Appendix we get that Gp(+;3,7) has the form given by (6.A.5)).
Using condition (6.4.15]) we obtain that Cy and Cs fulfill the equation

C1€1 (ya2) T ah ™+ Colo (o) k™2 = k. (6.4.17)
This means that
K= CiGy" ™t Ry e - CiGny e
oyt - G2 ’
for a given level . Moreover, using condition , we obtain that

Cy =

k= Cray !

Coytel Go (228) Ty = 1.

C1¢1 (2B) JC;CI +
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This implies that C7 is given by
B fyCZ_l _ K/BCQ_I - 1 — K;/6<2_1f>/1_<2
B G (ﬁCI—lfy@—l _ 741_1,342_1) - G (5(1—1 _ 7{1—(2/8(2—1)'

That is, in total we get that the value function for a strategy with dividend barrier 5 and capital
injection barrier v with 8 > ~ is

C, (6.4.18)

-G _ ¢ C1—¢2
_ K _
Gp(z1,29; B,7) = nglx% G4 5 €21CW w%m% @, (6.4.19)

where (1 is given by (6.4.18]).

To find the optimal barriers, 8f 5 and 75, we need to maximize (6.4.19) for L € [y,5]. For
general values of 1 and xo the objective function is given by

Op(w1, 22,7, B) = (x1 — Br2)" — k(v — 1) 4+ Ge(z1 — (21 — Ba2) T + (vao — 21) T, 22; B, 7).
(6.4.20)

We aim at finding the value

sup OB(QJ1,3327%5)-
(v,8)ell

Again, we assume that the optimal lower barrier is equal to ag and hence consider v to be a fixed
value in (6.4.20)). We want to maximize (6.4.19) wrt. 5. We rearrange the terms and see that

/vyl_@a: _Cwﬁ—é‘z
G 2

where the first term of the RHS does not depend on § and x%lx%_g, x% :cé_cz and _C%?_Q are
all positive terms. That is, to maximize ((6.4.19)) we need to maximize C7 as a function of 3. The
partial derivative of C7 wrt. § is given by

0 O 0 1 — kB yl=c
% 1 _% <C1 (BGa—1 — 7(1—42542—1)>
1

G (g e
— (1=rB) G (G- DBY T = (G - e ).
Setting this term equal to zero leads to the equation
(G g (5071 imgan)
= (1= B 1917 ¢ (G = DBY 2 = (G — 1y g2,

G2 1—Co
1 %o

Gg(z1,29; B,7) = + Craftay @ + O afay

This gives us an equation of the form (dividing by 3%~3)

G <71_C2“(C1 —G)B + (G — Y28+ (1~ g1)51—<2+<1) = 0. (6.4.21)

The optimal dividend barrier level 5%73 is given as the solution to (|6.4.21). The existence and
uniqueness of the optimal barrier level is given by the following lemma.

Lemma 6.4.2. An optimal barrier level 63%,3 exists and is unique.

Proof: See appendix
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6.4.3 Numerical studies

In this section, we discuss the impact of adding rescue measures in the objective.

n
—
—

1.10
|

1.05
|

1.0 12 1.4 16 18 2.0

K

Figure 6.12: The optimal barriers 87, 3 as a function of . In black 52,3 and in grey 633. For
parameters used, see Table in Appendix set no. 1.

6.4.3.1 The impact of transaction costs on the optimal distribution barrier

Whichever value x has, the optimal rescue barrier will always be ap. On the other hand, the
optimal distribution barrier is affected by different values of x. This is illustrated in Figure [6.12}
For k = 1, the optimal distribution barrier is «q since there is no reason to hold an extra buffer
when additional capital comes at no cost. It then increases as k increases.

6.4.3.2 The impact of the rescue and distribution barriers on the value function

In Figure|6.13] we depict surface plots for v and 5 of the value function for the model in the case
where ruin must be prevented. We see that the worst choice one can make is to have both g and
v close to one.

6.4.3.3 Insights into surplus-dependent transaction costs

So far, we have both theoretically and numerically only considered a constant value of k. However,
one could argue that a fixed cost for raising capital in Case B is not too realistic. A more realistic
approach could be to make the cost dependent on the funding ratio such that the lower the
funding ratio the higher the cost (in other words, it is easier to raise capital when the fund is
better funded). Arbitrarily and for illustration purposes, we choose to model this relationship by

K(z) = 1.01 4 197K, (6.4.22)

where the argument is the funding ratio and K is a given constant. This means, for instance,
that the price of raising capital for the funding ratio at the ruin level is x(ap) ~ 1.23 for ag = 1.
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Figure 6.13: Surface plots of the value functions as functions of v and g with x = 1.05. Left:
Case A. Right: Case B. For parameters used, see Table in Appendix set no. 7 (left plot)
and set no. 1 (right plot).

For higher values of the funding ratio, s is exponentially decreasing to 1.01 as the funding ratio
tends to infinity. In Figure[6.14] we see the optimal barriers for different penalty functions of the
form . The modelling of the penalty functions implies that, independent of the parameter
K, the price of capital is the same for the funding ratio equal to ag. This type of price structure
has pushed the optimal lower barrier far away from oy = 1. As the steepness (the speed of the
exponential decay of k(z)) of the penalty functions decrease, one can chose an increasingly lower
barrier without getting penalised too much. This also implies that the expected present value of
dividends increases dramatically.

Importantly, these results hold for relatively high levels of volatility. Indeed, if we decreased o4
in Figure from 0.2 to 0.05, it would always be optimal to have the barrier as low as possible
(that is, equal to ). In the right plot of Figure we see a plot of the same type as the right
plot in Figure but with the difference that transaction costs are according to with
K = 6. Note that this makes the value function highly negative for many combinations of the
lower and upper bounds and also that it changes the shape of the figure a bit compared to the
right plot in Figure The optimal values are given by v = 1.4225 and g = 2.1448 .

6.4.3.4 Should we rescue?

In this section, we explore the conjecture spelt out in Remark which asserts that, in fact,
rescue measures should be taken only if the value function at the rescue barrier is nonnegative. In
Figure [6.15] we consider Case A and plot the values of £ which makes the value function exactly
equal to 0 for the optimal choice of the upper barrier. The left plot is with a simple solvency
constraint, the right is without. One observes from the figure that lower risk levels will allow for
higher levels of transaction costs «.
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Figure 6.14: Left: Optimal capital injection and dividend barrier (in black) and corresponding
value functions (in grey) for different steepness of x. The values on the first axis refers to values
K in (6.4.22)). Right: The value function for different combinations of lower and upper barriers.
For parameters used, see Table in Appendix set no. 8.
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Figure 6.15: Illustration of which values of x (black line) that makes the value function equal to 0
at the funding ratio ag. The corresponding optimal values for 5 are in grey. The left plot is with
solvency constraint (a7 = 2.5) and the right plot is without solvency constraint. For parameters
used, see Table in Appendix set no. 9.
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Appendix

6.A Proofs

6.A.1 Proof of Lemma (Value function without constraints)
Proof of Lemma[6.2.1. We introduce the notation G(-; 8) by

I €T
Ga(x1,22;8) = (x1 + 22)G ,
Az, 22; 8) = (21 + 22) A<m1+x2 P

= (z1+22)G (y; 8)

;6) = (z1+22)Ga (y,1 —y; B)

where y = xlajﬁm. For reformulation of the HJB equation, we need the following derivatives
aG(*ﬁ)aud o Ga(Z; B), i,7=1,2
T, n T, ,j=1,2.
B, CAT; D0z, AlT; B), J
We get

ailGA(th;ﬂ) = £<($1+$2)é< o ;5)

X 5) ( 1 I )
x1 + 20’ T+ 22 (1 + 372)2

= G(y, B) + é/(y;ﬁ)(—y)a
2 2 T
;QGA($1,$2;5) -9 <($1 + 1) G ( : ﬂ)

i Ox? Ty + 12

8 ~ il T2 = I >
= —_— G —_— G ;
O0xy < <x1+x2’5>+x1+x2 (331+332 5)
_ é/< I 5) ( 1 _ il _ T2 )
x1+xo’ 1 +xy (z1+22)? (21 +a0)?

i) 7 T T2
+ ;
1 + 22 (xl + 9 B) (x1 4 x2)?
2

A T3
- G (y”B)(IEleI‘Q)S'

)

(

(fmGA(m,xQ;g) — ;@(m+x2)é(mﬁx2;ﬁ>>
G

{

)
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Likewise,

2

2
a CBY — O (e B L
8x%GA(x1,x2w8) G (y; B) (@1 + 72)°

82 11
6$16$2GA($1,$2’5) =-G (ya 6)

12
(z1 + 22)3

In total we get that

AGA@;Q;;;SA@ P) =% (04 + 0f —2poaor) y*(1 — 9)*G" (y; B) + (pa — pr) y(1 — y)G' (y; B)

+ (pay + pr(1 —y) — 6) G(y; B),

(6.A.1)
and the second branch of the HJB equation has the following form
9 7 e ~1
LF 55, 0a@8) =14+ Gy 8) = y&(y: ).
The boundary condition for G(-; 8) (which holds for all values of 3) is given by (6.2.8):
(e D) T2 ~ o
8)=0 122G 3) = 8) =o0.
GA(CKO.Z'Q,.%Q,B) :>(C¥0+ )3’:2 A <(O{0+1).’E2,(Oéo+1)$27ﬂ> 0:>G<1+a076> 0
(6.A.2)

We guess that the solution to the right-hand side of equation (6.A.1]) equal to 0 has a solution of
the form:

Gly; 8) =y’ (1 —y)*.
Inserting this in (6.A.1)) gives:

AGA(T; B) — SGA(F; B)

T+ X2

(0124 0% — 2paAaL) y*(1 —y)?
(72 (= 9) (1= 9)? = 2" (1= ) oy (1= )72 (9* - 9))

+ (A — pr) y(1 —y) (ﬂyﬁ‘l(l —y)? — oy’ (1 - y)‘”_l) + (pay + pr(l —y) — 0)y’ (1 — y)*.

X N

Dividing the above equation with 47 (1 — y)¥ = G(y) and setting 6% = 0% + 02 —2po 0y, yields
that the right-hand side is equal to

N | —

1
(92 =) 6% +9(pa — pr) +pr =0+ (9 +¢ — 1) ((—195*2 +pa— po)y+ 5600+ w)y2> :
Setting (*) = 0 gives us a quadratic equation for ¥:

1 1
§~2192+ (MA—ML—2&2>Q9+ML—(5=0, (6.A.3)
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and by setting (xx) = 0 we get that ¢ = 1 — . We denote by ¢; and (s the two solutions to the
quadratic equation. The solutions are given by

— (pa— i~ 35%) £ (a — pr, — 352)° — 4562 (uz, — )

52
g
300 = (na—pr) £ \/%4 + (pa — pr)® = (na — pr) 6% — 262 (ur, — 0)
- -
162 — (ua — pr) % /164 + (na — pr)® — 6 (ua + pr — 20)
_ - . (6.A.4)
g

Because the coefficient of the quadratic term of 6.A.3[), %5’2, is greater than 0 and because the
left-hand side of is negative for ¥ = 0 by (6.1.2]) and (6.1.3)) the quadratic equation
has a positive solution, which we denote (2, and negative solution, which we denote (;. Because
the left-hand side of is equal to ug — 0 < 0 for ¥ = 1, we get that (o > 1.

By using that G(y; 8) = Ga(y,1 — y; 3) we get that a general solution is given by
Ga(xy,22;8) = Clznglxé_gl + 02x§2x5_<2 (6.A.5)
Using , we get the following relation between the coefficients C1 and Cs:
Ch () st + Co(apza)zy 2 = 0 = —Crag’t = Caap®? = Cy = —Crag® .

Another boundary condition, given by (6.2.9)), is that at the upper barrier at level 3, we have
that

0
872GA($1,$2,/8)| 2:30}3— =—1.

We use this to determine C;:

0 0 _ _
—Ga(r1,29;8) = — (Clxglxé G Claocr@x%m% CQ)
0x9 0xa

(6.A.6)
=C ((1 — Cl)x?:z; oS 2 (1 — Cg):pl x2< ) .
That is,
iG (21, x2; B)] =-1
8372 A\LT, L2, x22116* - )
- -1 1 G2
=Ci | (1= ¢)af! ( ) — gt (1 - ()af? ( ) =1,
p p
=0 = L
1 (1 —¢1)B% — aphr=6(1 — (o) 3%
In total, this yields that Go(+; 8) for a given barrier strategy 3 is given by
C1 1 1 _ . C1—C2..62,.1-C2
. = 6.A.7
Gl 22 ) ot - @(1 T 0)B% — (1—G)B% (6-A.7)
()" - ()"
=z i i (6.A.8)
-2 8 G2 ch o
(1—-¢2) (;) 1—C1)( )
O
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6.A.2 Proof of Lemma [6.2.2] (Fulfillment of conditions in the HIB equation)
Proof of Lemma[6.2.3. We prove the lemma by showing that

=0, 1'26[* ﬂ}

Bg 7 ao
<0, x2< 58’

8 Gﬁo (f) S _17 $2 E {%7%]7
O =—-1, x9< %
0

(A—8)G0 (@) {
(6.A.9)

To prove we need that G20 A is concave in its first and second variable, respectively. That
is, we start by showmg that

2 2 X
88 G% (&) < 0 and ngGio (#) < 0. (6.A.10)
1 2

First, we consider the case xo > g—i The second-order derivative with respect to x; is given by
0

> o _ GG~ 1)$§1_2$;_Cl — a2 (6 — 1)517%2_2335_@
—G , T9; =
Ba;% Az, x93 5p) apSr—62(1 — ) (ﬁg)(z —(1-G) (B§>Cl

- —G(¢1—1) (%)41—2 (¢ — 1) <%>§2—2
E L2 ((1 - (1) (ﬁ(}k)ﬁ — oS¢ (1 — (o) (BS)CQ) .

(6.A.11)

Here, the denominator is positive. That is, one needs to show that the numerator is non-positive:

T G1—2 T ¢2—2
-GG —-1) <> + a2 (G — 1) < > <0
] o

KN caG -1 A

& <x2a0> 2(<2 — 1) (6. .12)
) GG — 1)) @a _ K

< 20y = <C2(C2 -1) Cag

which is exactly the case since we consider the case xo > % In the last step in the above
0

calculation we have used (/6.2.14f). Moreover, we have that %Gis( 7) = 0 for x9 > . That is,
1
the first half of equation (6.A.10) holds.

For the case x9 > %+, the second-order derivative with respect to x2 is given by

B* ’
0? o GG = Dafar T = agh GG — ey
7G 9 5 =
oy A (@12 ) oSG (1 — Go) (B5)% — (1— ¢1) (B5)

_ —C1(G1—1) (%)CH—I + aOCI*Q@(@ —1) (ﬁ)gﬁ'l (6.A.13)

2 (1= ) ()% — agh=e(1 - &) (55)%)

Using again that the denominator is positive and by similar calculations as in (6.A.12)) we get
that the numerator is non-positive. Together with the observation that %Gi( 7) =0 for xg > Z B*
2
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we have that the second half of equation ((6.A.10]) also holds.

Also note that the second-order derivative with respect to xo vanishes at the optimal barrier:
The numerator of (6.A.13) divided by aCIH i

G+l Ca+1
— (G —1) (i;) + (G2 — 1) < L ) :

QT2

For xo = £+ and inserting the value of 3§ given by (6.2.15)) we get that
s 0

1 G+l L ol
ap (&le=Dya-e o (L0 E
— (G —1) (C1(C1a 1)) F (G —1) 0 (Cl(Cl 1)>

0 o0

At Co+1

= —G(G - 42(42—1)> oo _ (@(@—1) > e

Ci(C 1) (C1(C1 -1) + (2(¢2 1) RARE
= GG - <2<<2—1>)<1 = (@(@—n)g )
GG —1) (Cl(gl -1) + GG = 1) = 0.

That is, we have the smooth fit condition, -2 8 2 A(@;B5)| ., = 0holds. Hereafter, we are ready

2_%

to show the four different conditions in one by one:

1. Let 29 € [E—é, 2L]: By construction of the candidate, we have that (A — )G (Z) = 0.

2. Let wp < 3t. Since G (+; f7) is homogeneous we have that Ga (1, g—%; B5) = z1Ga(1, ﬂ—%;ﬁg).
We use thls and get that

B = 9 » 0 By B3 =
(A—=0)G (%) qula—G O(x) —|—,uLa:28—G 0 (Z) + 5041 @GAO(x>
+ 102 2 O° G'BO( T) + poACLT1T ——F— i Gﬁo( r) — 5Gﬁa(f)
% 92 Ox10x9 A
AL 4 aGa <$17 *,5()) — ULT2 — <—$2+GA <$1,xi;56k>> :
56 0 B 0
(6.A.14)
We have by (6.A.8)) that
B G B ¢2
o (@) —(3)
Ga | 71, *,ﬁo = — z o (6.A.15)
% -6 (2)-a-a ()"
[e7) @
By the optimal barrier, 3; fulfills the equation:
5\ 5" 6.A.16
GG —1)(— —C2(C -1) - (6.A.16)
& e7)]
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By dividing each of the four terms of the big fraction in (6.A.15)) with either the left or the
right-hand side of (6.A.16]) we obtain

1 1
x * x1 1) -1
Ga (11317 1?60) _ ﬁ ¢1(¢ 1) C12(C2 )
0 0 a5
x1 G +¢—1

B GGe— (G +Ge-1)

Using that (1 and (o are given by 1) we get that (1 + (o — 1 = w and that
(G2 = 72(’%{6). All in all,

L1 o« T1 HA — KL
Ga (o, 2L,y ) = LLHAZHL 6.A.17
A(1 gﬁo> - (6.A.17)
That is,
B T1 MHA — ML T T1 A — UL
A0 a2 (LAY (21 2
(A= 0GR@ =nage — s+ (50 5 B -
=(pa — 6),6’0 (6 — pr)we — (A — HL)BO
(ML—CS)B + (6 — pr)ze
0
_(5—/%)(952_:61)
0
<0.

(6.A.18)

3. Due to (6.2.9) and because %Gig (Z) is non-positive for xo € [%, ﬂ], we have that
xT5 0’ &0

a932(}/30( 7) < —1 for z9 € [g—(};, i—é] as wanted.

4. Let o1 > fwo: By (6.2.5), we have that ;2G (%) = —1.

Finally, we show the boundedness of the partial derivatives of G’BAS.

Since G'ig is concave (in its first argument) we have for x; € [agz2, Bjz2] that

O 85 = ax
B <
3x1GA (37750) =

G (%)Cl_l — (o012 <a§f2>g B
<K; <o
ap (1= () (B5) — (1—G) (87"

for some constant K. On the other hand, 6%1(;'30( 5 65) > 7= + Ga ( ,518;56‘) = Hy > —c0.

The partial derivative of Gig with respect to xg is for zo € %, %} given by

iGﬁO( ¥ 8L = (1— Cl)x x2 - (1= CZ)QOCI_sz%QU;@

Br agS=62 (1 — G) (B)2 — (1 — 1) (85"

0, (6.A.19)
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.
since the numerator is positive and the denominator is negative. Because Gﬁo is concave in the

second argument, the minimum for the first derivative of GBAS (&; B§) with respect to x9 is attained
for the biggest possible value of xo, which is xo = ﬁ—(l) We insert in (6.A.19) and get

0

&)
O )

_ (1—C)ag — (1= G)ag®
e a0SG(1— () (B)% — (1—G) (8)°

> Ky > —0

for some constant Kos. On the other hand we have previously proved that Gig (@ 85) < —1. In
total we get that Ky < 5 Gﬁo( Z; B) < —1. This concludes the proof. O

Lemma 6.A.1. Let oy > (%, where B* is the optimal barrier. Then it holds

Ga (961, 2;041) > (f;) Ga <331, Z,i;ﬁ*> .

Proof of Lemma[6.A.1]. Using (6 and that Gt > 1 we get that

G (2 1—(1_ o o (1 1-C2
g <m::sm>—20%11@_;;2_f:fz;)l?
) e (3)
w6 (- (3) -0 (7 (3))°
(501 (5*)<1_C2
a0t (1= G) (8% (8) = (1= ) (8% ()
g 90 ()T o (et
<) 0 =a(1 - &) (8% - (1 - ) (8% ()7

> <i) Ga <$17gi;5*> .

The above inequality follows in the following way: The big fraction above consists of a negative
numerator and a negative denominator. The numerator consists of a positive term subtracted by

a positive term, whereas the denominator consists of negative term subtracted by a positive term.
G1—C2

Since (%) < 1, removing this term lead to a bigger (still negative) numerator and lower

value for the denominator. That is, removing the term leads to a lower value. This concludes the

proof.

— oG ()2t

=1 C1—Ca+1

O]

6.A.3 Proof of Lemma (Verification Lemma)

Proof of Verification Lemma (Lemma . We let D} be a general control strategy (not lim-
ited to barrier strategies). For the sake of simplicity we write X™ instead of X7} in the proof.
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Moreover, we denote the continuous part of X™ by X™¢. By It6’s Lemma we get that

e_é(t/\TaO_)G (Xl(t A Tozoi)’ Xg(t A Taof))

—Ga o)~ [ e G6), X5 ()

2

" Z / e aiz- G(X1(s), X3 (5)))dX]“(s)
IATag— B 502 (Xl(s)) 52 i}
+/0_ 66%82G(X1()X2(5))d3

tATap— 2 (xr 2 92
+/ 0 e—asm 82g(X1( ), XZ(s)) ds

0— 2 Ox

tATag 5 62
+/ e PpoporXi(8) X3 (s) =———
0—

3 G (Xi(s), X5 (s))ds
r10T2

AXT(s)70

bY e (G (Xa(s) XE () + AXE(s) — G (X (5), X5 (5

s<t/\7'a0
We insert the dynamics of X™, collect terms and obtain:

e N0 ) QX (EA Tag—), XF(EA Tag—))

—Gn o)+ [ (A= 0 60X, KT (5)ds

n /0 _AMO e—ﬁsmxl(s)aic;(xl(s),xg(s))dm(s)

+/ o e_‘ssaLXg(s)aaG (X1(s), X5(9)) (del(s) +4/1— deWQ(S))
0— L2

w [ e G (9. XF (9)dDR
AXT(s)#0
n E e7% (G (X1(s), X3 (5)) — G (X1(s), X5 (5—)))

s<t/\‘r(,40
tATag—
=G(Ao, Lo) + / ? et (A—=9)G(X1(s), X3 (s))ds

+ /0 t_m‘) e_‘SSUAXl(s)(,;;G(Xl(s),X;(s))dWl(s)

+ / easaLxﬂs)gf;G (X1 (s), X3 (5)) (pdWi(s) + /T = 2dWa(s))

)

(6.A.20)

-/ t_”““‘e—ésczpys)_ [ e (-1 el X5 ) DR

A

X5
n Z e‘5s<G(X1(s),X§(8))fG(Xl(S),Xg(S*))

s<t/\‘ra0

0G0, X5 () (X5 (5) - X5 () ).
Hp)
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where the operator A is given by (6.2.4]).

Now, the aim is to prove that

G(Ag, Lo) > Ja1(%;mq) = EAvLo [ /0 i” e_dsdDZ(s)} . (6.A.21)
We rearrange the terms and get that
G(Ao, Lo) (6.A.22)
/t/\'ra0 —5sdDK(S)
8(tATag = )G(Xl(t/\Tao )Xg(t/\’rao_)) (6'A23)
/0 0T 5 (A4 - 6) G(Xa(s), XE(5))ds (6.4.24)
/0 T s X (s )%G(Xl( ), X3 (s))dWi(s) (6.A.25)
/0 S sorXT(s )(;)QG(Xl( ), XZ(s)) <de1 /1= p2dWs(s ) (6.A.26)
15/\7'010 a - -
) < 1— a—xQG(Xl( s), X3 (s—))> dD7%(s) (6.A.27)
AXT (s
- Z *‘Ss(G (X1(s), X3 (5)) — G (Xi1(s), X3 (s—))
- ;G(Xl(s),Xér(s—)) (X3 (s) — X§(s—)))- (6.A.28)
T2

To prove the two stated results, we need to show that the limit of (6.A.23]) is > 0, that

(A—0)G (Xi(s), X3(s)) <0,

some integrability conditions such that the integrals with respect to the Brownian motions vanish
when taking the expected values of (6.A.25) and (6.A.26)). Moreover, we need to show that

(—1 — %G(f}) > 0, such that (6.A.27)) is positive , and that for z > y it holds that

D ew <o

z 2> y: G(JJ]_,Z) - G(xlvy) - (Z - ) 81/'2
T2=Y

such that also the term (6.A.28]) is positive. If we are able to show these results, we have that
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G(Ap, Lg) > EAo-Lo [foti\moi e~9dD7%(s)|. We consider each of the terms separately.

We have that

lim 6_6(t/\Ta0_)G (Xl (t A Tao_)v Xg(t A Tao_))

t—o0
= lim e N0 G (X1 (EA Tag =) X5 (EA Tag—)) Lirn, —<oc}
+ lim e 200 )G (X1 (A Tag—), X5 (EA Tag—)) Lra, ——co0)

e (0 X3 (Tag—)s X3 (Tag—)) 1{Ta0*<oo}
+ lim e 20720 )G (X1 (EA Tag—), X5 (EA Tag—)) Lira, ——c0)

t—o00

> 0.

That (A —6) G (X1(s), X3 (s)) < 0 is exactly assumption (6.2.16). To show that the expected
values of the integrals with respect to the two Brownian motions are zero, we define a monotone
increasing sequence of stopping times by p, = inf{t : e ' X;(t) > n}. We now consider the
truncated integral given by

t/\Taof/\pn 8
/ ) e’aSaAXl(s)aTglG(Xl(s), XT(5))dWy(s). (6.A.29)

We know that the expected value of (6.A.29) is zero, because the integrand is bounded. This
means (taking the rest of the calculations into account) that

tATag—Apn
6o o) 2 B0 | e aDg(s).
0—
By letting ¢ — oo and n — oo we get by using Lebesgue’s monotone convergence theorem that

G(AO7LO) Z EAO,LO |:/ g
0

. e_‘SSdDX(s)] .

Using that the first derivative of the second variable of G is bounded by assumption (|6.2.20)),
we get by calculations analogously to the ones for the term (6.A.25)) that (6.A4.26) = 0. That

(6.A.27) is greater than or equal to 0 follows directly from assumption ((6.2.18]). Finally, because
of the concavity of G in its first argument, which follows by assumption (6.2.17)), we have that

for z > y:

)
r2=Y

> GO0 o 0> G(xy,2) — Gla1,y) — (2 — y) 52G(z1,22)

T2=y =y

%G(.’El, .’1?2)

this implies that (6.A4.28) > 0. This ends the proof of the first part of the lemma for the case
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aq < B*. The case, a; > §* will be covered below.
For the second half of the proof we show that optimal strategy is in fact a barrier strategy.

We take expectations of (6.A.22)), rearrange and obtain
EAO7L0 |:6_6(tATa0_)G (Xl (t A Tao_)a Xg(t A 7-040_)):|

= G(Ay, Lo) + EA0-ko [/Ot_ATaO_ e % (A —68)G(X(s), Xg(s))ds]

prtot [ [ o700 D06 6) X5 64D )]
. T2 (6.A.30)
AXT (s)#0

+EMLO LN TG (X (s), X5 (5) — G (Xa(s), X5 (5—))

_ 822(;()(1( ), X3 (5)) (X3 (s) — X3 (s—)))

We have that (A —0) G(X1(s), X7 (s)) = 0, since we consider a barrier strategy which means that

X1 < B*X7. The last term of (6.A.30) is zero due to the proposed dividend strategy. In total we
get that,

EAo.Lo |:e*5(t/\"'aof)G(X1 tA Tag—), X5 (tA Tap—))

t/\TaO
= G(dy. Lo) + B0 / e G s), XF (5 )R o)

0

. A31

= G(Ay, Lg) + EA0Lo e —G(X (s), XJ(s—))1 dD7(s) (6.4.31)
= G(Ao, Lo - 92,01 2 (=) x(s) 2 x7 (5} A DA (S

tATan —
= G(Ay, Lg) — EAvLo / ’ e‘ssdDZ(s)],

where we have used assumption (6.2.22). Letting t — oo in ((6.A.31]) we get that

tATan —
G(Ay, Lg) = EAo-Lo [lim / ’ eéSdDg(s)} .
0—

t—o00

We now assume that 5* < a;. We denote by V,,, the value function for a barrier strategy with
barrier for the assets given by aj L. The value function V,, is twice continuously differentiable in
both arguments except in the point (ajxe,z2). However, since Vi, (ayze—) = Vi, (a1xe+) = 1,
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we can use Ito’s Lemma and obtain

e N0 Y (X1 (EA Tag—)s X5 (E A Tay—))

:/Ot_/\Tao_ e 0s (’uAXl(s) — X5 (s) + paGa <X1(s), Xl(s);oq)

a1 ]
Xi(s)  or Xi(s)
—5 (B g+ 6 (3009, 25500} ) )1z
t/\Taof 5 8 (6A32)
4 Vi (Ao, Lo) + / I OAXA(5) Vi (X1 (5), XF () Wi ()

[ X ()5 Vi (Xa(5), XT(5) (pdi () + VT pRaWa(s))
0— L2

t/\‘raof a
+ / —V,, (X1, X3 (s=)) e *dD7%(s),
0 02

where we have used that V,,, is homogeneous. By the same arguments as for the case a; < 8%, we
can show that the derivatives are bounded, and that we ultimately get that the mean value of the
integrals with respect to the Brownian motion is 0. We only increase liabilities for XJ < X&—(S) in

which case %Val (X1,XJ(s—)) = —1. Moreover, we also have that the left-hand side of (6.A.32))
is 0 in the limit. That is, we can show that

tATan—
i | [ e apge)] < vy ao. 1o
0_

t—o00

by showing that for all positive values ¢ it holds that

E [/Ot_/\mo e 08 <'M‘4X1(s) —pr X3 (s) + paGa <X1(s), Xl(s);al)

o1 ]

) (Xl(s) — X3 (s) 4+ Ga <X1(8)7 Xl(s);a1>> >1{YA7r(S)>a1}ds] <0.

o1 631

To show this inequality, we show, that for f)% > x9 we have that

T 1 T
Mixl — prre + paGa (5617 041;041> -0 (331 — 22+ Ga (1‘17 ;1; a1>> <0.
1 1

a1 (03]

Using (6.1.2)), (6.1.3), Lemma [6.A.1] (p. |149), that i—ll > x9 and that G <x1, z—i;ﬁ*) is given by
6.A.17)), we get that
x x x
M—Axl — ULxo + MAGA <.’L‘1, 1;0[1) -0 <1 — T2 + GA (1‘1, 1;a1>)
aq a1 a7

a1
z .
GA (xlu 0717 al)

Z2

< _ o, O pa (BTN (1 pa—
> T2 | A — HL o o 3 5—MA'

<@y (pa—pr — (pa—pr))
=0.

<y |pa—040—pL— (86— pa)
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That is, we get that (after taking limits)
TaO—
Vi, (Ao, Lg) > Eoto [/ e_‘ssdDZ(s)} :
0—
O

6.A.4 Proof of Theorem (Value function under advanced solvency con-
straints)

Proof of Theorem[6.3.1. Using (6.3.7)) and (6.3.9) we get:

Co = —Chag ™%, (6.A.33)
such that
Vi o(a1,22;8) = Cra$ial ™4 — Cragh—Sea el ¢,

Condition (6.3.11]) states that

1-G 1-¢2 B 1-C1 B 1-C2
aq aq aq Qg

This is a binding condition for either C, or Cy, whereas the other parameter can vary freely. That
is, we choose to represent C as

1—C1 1-(2 ~ 1_C2
Craft (2) 7 + Ot (2) 7 - Conf (2)

1-¢
4 (&)

et 2\ Gt (6.A.34)
— O+ O () T Gy (2
aq 1
= C1 + C2a§? ™% — Coa?™
Using 1) (6.A.34) and (6.A.33]), we get that ng has the representation
Via(z1,20;8) = <C'1 — Crag® @y 7 — éza1€2_<1) 2§y CorPay . (6.A.35)

That is, we have the representations for VXQ and Vj o given in the theorem but we still need to

determine C; and Cy. The partial derivative of ng with respect to 9 in the point %1 is given

by

9 B B B B x -G
7‘/&,2(961,962;@\9@2:% =(1-¢) (Cl — C1apt a7 — Chay© Cl) o <1>

8x2 6
B —C2
+ (1 = () Coxy® (?)

—(1-¢) (01 — Chagt e, @G @2a1<2—<;1> 54
+ (1= ¢) C28%.
This means, we get the following equation by using condition (6.3.12]):
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From this it follows that
Cy ((1 —(2) B — (1-¢) OK%*QIBQ) +(1 =) (Cl _ Cla0C1—C2a1§2—C1) B = 1,

such that Cy is given by

11 _ G—C2p,62—C1) g&1
¢, — 1-(1-G)(Cr—Ciag CO_‘lc )8 _ (6.A.36)
(1 B <2) BCQ _ (1 _ Cl) 0412 1/3(1

We can represent V3 , <x1, = ﬁ) by

1 1 1-a 71 1-¢2
V£72 <l'1, —] B) = 01;1311 <> _ 01040@_{21'%2 ()
0(2 a2 052

(6.A.37)
- (“) o) (a2<1 _ aoclf@azcg) 7
)
and Vj’z (ml, (‘%; ,6) by
+
el 5:) = G- a) e vie (o (i) )
+
N R (Cl  Claght—Ca, @6 @2a1<2—<1> min (4, ) !
B a
+ Cymin (B, 02) " >7
(6.A.38)

where we have used (6.A.35)). By condition ((6.3.10)), we have that (6.A.37)) equals (6.A.38]). Using

this and rearranging the terms give us that

C4 (0424171 — apS a2 (a0<17<2a1@*<1 — 1) min (5, az)Crl)

1 1\t (6.A.39)
= ( - ) — Oy a1~ min (ﬁ,a2)<1_1 — min (6,042)@_1 )
B az
Inserting Cy given by (6.A.36) in (6.A.39) leads to the equation
C1 (agcrl — g T2 4 (g 2278 — 1) min (B, ag)ﬁ_l)
1_1\" G—Cay C2—C1) ¢
=|\5z—-— +§<—1—(1—C1)<Cl—01a01 2oy o2 1)51>7
B a
where
¢ = min (3, @) — a1~ min (8, ag)* (6.A.40)

(1-G)f% — (1 - G)ag 0 pa
Solving with respect to C gives us that

()
Ch = b o
L T ap0— 2921+ (17201 €261 —1) min(B,02) 1 +£((1—¢1) (1—a01~ 621 $27¢1) 31

This concludes the proof. O
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6.A.5 Proof of Lemma (Existence of optimal barrier with capital injec-
tions)

Proof of Lemma[6.4.3. The problem is to show that the equation (6.4.11]) has a unique root. We
denote by ¥ the function

\Ij(/@) =@ (5(171—@,{@ _ l@(l,yl—@H@ + 741—(254-2 _ 51—42-&{1(1 _ ,YC1—C26 + 61—C2+C1) )
We want to prove that sgn (V(7y)) # sgn (limg_,oc ¥(53)), and that

sgn (\Il’(x)) = sgn (\Ifl(y))

for z,y > ~.
1.
U(y) =Gy 2t (kG — kG — G+ G) > 0.
2.
Jim W) = lim G (797200 —975) = —oc.
3.

‘I’,(B) =—Q ( _ 541—1@2,71—(2,{ + BCI_ICYYI_Q’@@ + ﬁC1—C2<12 _ 5(1—C2<1C2
+ 541*@(2 _ 7C1*C2C2 _ BCI*CQ + 7(1(2).

We want to show that the inner part of the delimiters is negative. It is given by

RETIYTE (G GG) BT (GP - G+ 1) — TR (G- 1) (6.A41)
To get that (6.A.41]) is negative, we need the two following conditions to be fulfilled:

Ba1a -G > ga=G g 400 > gh-G, (6.A.42)

) 1-C2 C1—C2 ) o
Since (%) > 1 and (%) > 1, both inequalities holds and ¥’(5) < 0.

That is, the optimal barrier exists and is unique. ]
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6.B Parameter values

No. | p Y pa | prL | oa | oL 0| o | oo k | Ao | Lo
1]105]0.055|0.05|0.04]|0.03]0.01 1113135105 1.2 1
2105 |0.055 | 0.05|0.04 | 0.02 | 0.01 1 - -11.05|1.2 1
3105005 005|004 03] 0.01 1 - -11.05|1.2 1
4 10.5 0.05 | 0.04 | 0.02 | 0.25 0.1 1 2 4 11.05 - -
510.5 0.05 | 0.04 | 0.02 | 0.01 0.1 1 2 4 11.05 - -
6 | 0.5 0.055 | 0.05 | 0.03 | 0.03 | 0.01 1|13 1.5 1.05 | 1.2 1
7105 0.055 | 0.05|0.04 | 0.06 | 0.01 1113135105 1.2 1
&8 1 0.5 0.055 | 0.05 | 0.04 0.2 | 0.01 1113135105 1.2 1
910.5|0.055 | 0.05 1| 0.04 -10.01 1113135 1.05 1 1

10 | 0.5 | 0.055 | 0.05 | 0.04 | 0.03 | 0.01 114 -11.051.2 1

Table 6.1: Parameter values for numerical illustrations.
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