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This text constitute my Ph.D. thesis in mathematics from the University
of Copenhagen submitted to the Faculty of Science. It consists of the
following two bulleted segments:

• A elaborated synopsis of my work, titled Cohen-Macaulay local
ring and Gorenstein Differential Graded Algebras (63 pages). It
is divide into two parts:

◦ The first part bears the title Hyperhomological Algebra, and
consists of four sections. The first is a brief recap on notation.
The following three sections describe [1], [2], and [3] (see
below).

◦ The second part bears the title Differential Graded Algebras,
and consists of eight sections. Again, the first is a brief recap
on notation. The following seven describe [4], [5], [6], [7],
[8], [9], and [10] (see below).

• A collection of the 10 articles:

[1] Quasi Cohen-Macaulay properties of local homomorphisms, J. Al-
gebra 235 (2001), 214–242.

[2] (with L. W. Christensen and H.-B. Foxby), Restricted Homologi-
cal Dimensions and Cohen-Macaulayness, J. Algebra 251 (2002),
479–502.

[3] Vanishing of local homology, preprint, to appear in Math. Z..

[4] (with P. Jørgensen), Foxby equivalence, complete modules, and
torsion modules, J. of Pure and Applied Algebra 174 (2002), 135–
147.

[5] (with P. Jørgensen), Affine equivalence and Gorensteinness, pre-
print, to appear in Math. Scand.

[6] (with P. Jørgensen), Gorenstein Differential Graded Algebras,
preprint, to appear in Israel J. of Math.

[7] (with P. Jørgensen), Dualizing DG-modules for Differential Gra-
ded Algebras, preprint (2001).

[8] (with S. Iyengar and P. Jørgensen), Dualizing DG modules and
Gorenstein DG Algebras, preprint (2002), to appear in J. of the
London Math. Soc.

[9] (with P. Jørgensen), Homological Identities for Differential Gra-
ded Algebras, to appear in J. Algebra.

[10] (with P. Jørgensen), Homological Identities for Differential Gra-
ded Algebras, II, preprint (2002).
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Throughout this text, bold faced references will refer to my work only.
Other references may be found on page 62.
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PART I – HYPERHOMOLOGICAL ALGEBRA
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A. Notation

(A.1) Our universe. Throughout the next three sections, we will work
within the derived category of the category of modules over a noetherian
commutative ring R.

(A.2) The derived category. AnR-complex is a sequence ofR-modules
{Xn}n∈Z equipped with an R-linear differential ∂Xn : Xn −→ Xn−1, that
is, ∂Xn ∂

X
n+1 = 0.

A morphism of complexes is a sequence of R-linear maps {αn}n∈Z

which commute with the involved differentials. A morphism X
α−→ Y is

called a quasi-isomorphism if the induced homomorphism in homology

H(X)
H(α)−→ H(Y ) is an isomorphism; this is denoted X

�−→ Y .
If we take the abelian category of R-complexes and formally invert all

quasi-isomorphisms, we get the derived category, D(R), of the category

of R-modules (see [40, chap. 10.]). A morphism X
α−→ Y of complexes

is an isomorphism in D(R) if only if it is quasi-isomorphism. We use the
symbol ∼= to denote isomorphisms in D(R).

(A.3) Subcategories. For an R-complex X the supremum, supX and
the infimum inf X of X ∈ D(R) are the (possibly infinite) numbers
sup{ i | Hi(X) �= 0 } and inf{ i | Hi(X) �= 0 }, respectively. (Here we op-
erate with the convention sup ∅ = −∞ and inf ∅ =∞.) The amplitude
ampX is defined as ampX = supX − inf X.

The full subcategories D−(R) and D+(R) consist of complexes X for
which, respectively, supX < ∞ and inf X > −∞, and we let Db(R) =
D−(R)∩D+(R). The full subcategory D0(R) of Db(R) consists of X with
Hi(X) = 0 for i �= 0. As each R-module M may be viewed (in a canonical
way) as a complex concentrated in degree 0 (that is, M ∈ D0(R) ), and
since each X ∈ D0(R) is isomorphic (in D(R) ) to the homology module
H0(X), we may, and will, identify D0(R) with the category of R-modules.
The full subcategory Df(R) of D(R) consists of complexes X for which
all homology modules Hi(X) are finitely generated. The superscript f is
also used in association with the full subcategories; for instance, Df

b(R)
consists of complexes X for which H(X) is bounded and finitely generated
finite in every degree.

(A.4) Homological dimensions. As for modules, we may consider the
projective, injective, and flat dimensions abbreviated pd, id, and fd, re-
spectively, for any X in D(R). The full subcategories P(R), I(R), and
F(R) of Db(R) consist of complexes of finite, respectively, projective, in-
jective, and flat dimension (see [17, 1.4]). For instance, a complex sits in-
side P(R) precisely when it is isomorphic (in D(R)) to a bounded complex
of projectives. Again, we use the superscript f to denote finitely gener-
ated homology and the subscript 0 to denote modules; for instance, the
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full subcategory Ff
0(R) denotes the category of finitely generated modules

of finite flat dimension.

(A.5) Derived functors. On the abelian category of R-complexes the
homomorphism functor, Hom, and the tensor product functor, ⊗, are
defined in the usual way. On D(R) we may define the right-derived

Hom, denoted RHom, and left-derived ⊗, denoted
L⊗; this is done via

appropriate resolutions.
Let P , I, and F be R-complexes. We call P K-projective, I K-

injective, and F K-flat, if HomR(P,−), HomR(−, I), and F ⊗R − send
quasi-isomorphisms to quasi-isomorphisms.

We call P a K-projective resolution of the complex X, if P
�−→ X. In

a similar way we define K-injective and K-flat resolutions. These types
of resolution always exist (see [38]). Moreover, any complex P which
is bounded to the right and consists of projectives is K-projective, as
any complex I which is bounded to the left and consists of injectives is
K-injective, as any complex F bounded to the right and consists of flats
is K-flat.

We define RHomR(X, Y ) as HomR(P, Y ) where P is a K-projective
resolution of X, which is isomorphic to HomR(X, I) where I is a K-

injective resolution of Y . We define X
L⊗R Y as F ⊗R Y where F is

a K-flat resolution of X, which is isomorphic to X ⊗R G where G is a
K-flat resolution of Y .
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1. Quasi Cohen-Macaulay Properties of Local

Homomorphisms

(1.1) Infrastructure. This paper is connected to the following papers:

Primary

• None.

Secondary

• [2] Restricted Homological Dimensions and Cohen-Macaulayness.
• [4] Foxby equivalence, torsion modules, and complete modules.

(1.2) Setup. Throughout this section, R and S will denote noetherian
local commutative rings; m will denote the maximal ideal in R, while
n will denote the maximal ideal in S. The m-adic completion of R is

denoted R̂, while the n-adic completion of S is denoted Ŝ. By ϕ : R −→ S
we denote a local ring homomorphism; local meaning ϕ(m) ⊆ n. The

completion of ϕ is the induced local ring homomorphisms ϕ̂ : R̂ −→ Ŝ.
If p is a prime ideal in R, then the field Rp/pp is denoted k(p). If q is a
prime ideal in S, then q ∩ R will denote the contraction of q through ϕ.

We say that ϕ : R −→ S is of finite flat dimension, when the R-module
S is of finite flat dimension.

(1.3) The Cohen-Macaulay defect of a ring. Suppose R is local.
The depth of R is defined as the unique maximal length of a regular
sequence in R, and may be computed as,

depthR = − sup(RHomR(k,R)).

The (Krull) dimension of R is defined as the supremum of lengths taken
over all strictly decreasing chains p0 ⊃ p1 ⊃ · · · ⊃ pn of prime ideals of
R, and may be computed as,

dimR = sup{ dim(R/p) | p ∈ Spec(R) }.
The Cohen-Macaulay defect of R is defined as the non-negative integer

cmd R = dimR− depthR.

For a noetherian commutative ring R the Cohen-Macaulay defect is de-
fined as,

cmd R = sup{ dimRp− depthRp | p ∈ Spec(R) }.

(1.4) Dualizing complexes. A complex D is called a dualizing complex
for R if:

• D ∈ Df
b(R).

• The morphism R −→ RHomR(D,D) is an isomorphism in D(R).
• D ∈ I (R).
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Recall that a complete local ring admits a dualizing complex (see [9,
thm. V.10.4]). When R admits a dualizing complex, DR will denote a
normalized dualizing complex, meaning infDR = depthR.

(1.5) Auslander and Bass classes. Let D be a dualizing complex for
R, and consider the the pair of adjoint derived functors

(D
L⊗R −,RHomR(D,−)).

Let η denote the unit and ε the counit of the adjoint functors.
The Auslander and Bass classes are full triangulated subcategories of

the derived category D(R). The Auslander class is defined as:

AD(R) =

X

∣∣∣∣∣∣ ηX : X −→ RHomR(D,D
L⊗R X)

is an isomorphism, and D
L⊗R X ∈ Db(R).

 ,

and the Bass class is defined as:

BD(R) =

{
Y

∣∣∣∣∣ εY : D
L⊗R RHomR(D, Y ) −→ Y

is an isomorphism, and RHomR(D, Y ) ∈ Db(R).

}
.

These classes were introduced in [9, sec. 3]. It is a central feature of the
Auslander and Bass classes that we have the following full imbeddings of
subcategories

F(R) ⊆ AD(R) and I(R) ⊆ BD(R).

In the next chapters we will study more abstract versions of Auslander
and Bass classes associated to any pair of adjoint functors (see [4], [5],
[6], and [7]). In particular, we will omit the above boundedness condi-
tions imposed on AD(R) and BD(R).

(1.6) Factorizations. Consider a local homomorphism ϕ : R −→ S.
Suppose one can find a commutative diagram consisting of local homo-
morphisms

R′
ϕ′

���
��

��
��

�

R

ϕ̇
����������

ϕ
�� S

where ϕ̇ : R −→ R′ is flat and ϕ′ : R′ −→ S is surjective. Such a diagram
is called a factorization of ϕ.

We will call a factorization of ϕ regular, if R′/mR′ is regular; Goren-
stein if R′/mR′ is Gorenstein.

A factorization is called a Cohen factorization if it is regular and R′ is
complete.

Given any local homomorphism ϕ : R −→ S, the composite ϕ̀ : R
ϕ−→

S −→ Ŝ admits a Cohen factorization (see [11, thm. (1.1)]).
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(1.7) Homomorphisms of finite G-dimension. Suppose ϕ : R −→ S
is a local homomorphism. The homomorphism ϕ is of finite flat dimension

(S ∈ F(R)) if and only if Ŝ ∈ F(R̂).
We say that ϕ is of finite G-dimension (and we write G-dimϕ < ∞)

if Ŝ ∈ A
DR̂

(R̂) (see [9, sec. 4]).
If ϕ is of finite flat dimension, it is of finite G-dimension; the class

of local homomorphisms of finite G-dimension encompasses that of local
homomorphisms of finite flat dimension.

(1.8) Definition. Let ϕ : R −→ S be a local homomorphism. A complex
C ∈ D(S) is called dualizing for ϕ (see [9, sec. 5]), if

• C ∈ Df
b(S).

• The morphism S −→ RHomS(C,C) is an isomorphism in D(S).

• DR̂
L⊗R̂ (C ⊗S Ŝ) ∈ I (Ŝ).

(1.9) Definition ([1, def. (4.2)]). Let ϕ : R −→ S be a local homo-
morphism. If DR and DS exist, we use the symbol Dϕ to denote the
following S–complex

D ϕ = RHomR(DR, DS).

By convention the symbol D ϕ is only used when DR and DS exist.
If ϕ : R −→ S is of finite G-dimension, and D ϕ exist, then D ϕ is

dualizing for ϕ (see [9, thm. (5.3)]).

(1.10) An analogy. Consider a local ring R. Recall that the completed

local ring R̂ admits a dualizing complex DR̂. Moreover, R is Cohen-

Macaulay if and only if R̂ is Cohen-Macaulay which is tantamount to

ampDR̂ = 0.
In essence: the Cohen-Macaulay property of R is completely encoded

in the homological size (the amplitude) of the dualizing complex of its
completion.

Next, consider a local homomorphism ϕ : R −→ S. A priori we do not
know if ϕ admits a dualizing complex. However, the completion of ϕ do
admit such a complex, namely

D ϕ̂ = RHomR̂(DR̂, DŜ).

It is therefore natural to make the following definition.

(1.11) Definition ([1, def. (5.1)]). Let ϕ be a local homomorphism
of finite G-dimension. The quasi dimension of ϕ, denoted qdim ϕ, is
defined as

qdim ϕ = supD ϕ̂,
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and the quasi Cohen–Macaulay defect of ϕ, denoted qcmd ϕ, is defined
as

qcmd ϕ = ampD ϕ̂.

The depth of ϕ was introduced by Avramov, Foxby, and B. Herzog by
means of Cohen factorizations (see [11, (2.2)]), and it can also be detected
by Dϕ̂ since

depthϕ = inf D ϕ̂ = depthS − depthR,

see [1, def. (5.2) , (5.2), and lem. (4.5)].

(1.12) The numerical theory of D ϕ. Next, we must investigate the
numerical (homological) invariants attached toD ϕ. Some of these results
are presented in the following.

(1.13) Definition ([1, def. 4.8]). Let R be local and let p ∈ Spec(R).
We use the abbreviation

nR(p) = dim(R/p),

and the symbol mR(p) is defined as

mR(p) = depthRp + dim(R/p)− depthR

= depthRp + nR(p)− depthR.

In particular, mR(p) ≥ 0.

(1.14) Theorem ([1, thm. 4.10]). Let ϕ be local and assume that
G-dimϕ is finite. If Dϕ exists, then for q ∈ Spec(S) one has the identity

mS(q)−mR(q ∩R) = inf (D ϕ)q− inf D ϕ.

In particular, mS(q) ≥ mR(q ∩ R).

(1.15) Theorem ([1, thm. 4.12]). If G-dimϕ is finite and D ϕ exists,
then the following identity holds

ampD ϕ = sup{mS(q)−mR(q ∩ R) | q ∈ Spec(S) }.

(1.16) The behavior of qcmd on compositions. Next, we study how
the quasi Cohen-Macaulay defect behaves under compositions of local
homomorphisms. With theorem (1.15) this turns out to be a very easy
task.

Note, that the composition of two local homomorphisms of finite flat
dimension again yield a local homomorphism of finite flat dimension.

This, however, is still an open problem when we consider local homo-
morphisms of finite G-dimension.

Returning to the study on how the quasi Cohen-Macaulay defect be-
haves under composition, we will ultimately see how it yields a theorem
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stating how the Cohen-Macaulay property ascents and descents along a
local homomorphism of finite G-dimension (see theorem (1.21)).

(1.17) Theorem ([1, thm. (5.13)]). Assume that ψ and ϕ are of fi-
nite G-dimension such that ϕψ also is of finite G-dimension. Then the
following hold

qdim ϕψ ≤ qdim ϕ+ qdim ψ, (1)

qcmd ϕψ ≤ qcmd ϕ + qcmd ψ. (2)

(1.18) Theorem ([1, thm. (5.15)]). Assume that ψ and ϕ are of finite
G-dimension such that ϕψ is of finite G-dimension. Then the following
hold

depthψ + qdim ϕ ≤ qdim ϕψ, (1)

qcmd ϕ ≤ qcmd ϕψ. (2)

(1.19) Theorem ([1, thm. (5.16)]). Assume that ψ and ϕ are of finite
G-dimension such that ϕψ also is finite G-dimension, and assume that

Spec(Ŝ) −→ Spec(R̂) is surjective. Then the following hold

depthϕ+ qdim ψ ≤ qdim ϕψ, (1)

qcmd ψ ≤ qcmd ϕψ. (2)

(1.20) Definition ([1, def. (6.2)]). A local homomorphism ϕ is called
quasi Cohen–Macaulay if G-dimϕ is finite and qcmd ϕ = 0.

(1.21) Ascent–Descent Theorem ([1, (6.7)]). Let ϕ : R −→ S be a
local homomorphism. Then the following hold

(A) If R is Cohen–Macaulay and ϕ is quasi Cohen–Macaulay, then S
is Cohen–Macaulay.

(D) If S is Cohen–Macaulay and G-dimϕ is finite, then ϕ is quasi
Cohen–Macaulay.

If, furthermore, the map of spectra Spec(Ŝ) −→ Spec(R̂) is surjective
one also has

(D′) If S is Cohen–Macaulay and G-dimϕ is finite, then ϕ is quasi
Cohen–Macaulay, and R is Cohen–Macaulay.

(1.22) The Cohen-Macaulay defect of a homomorphism. By means
of Cohen factorizations Avramov, Foxby and Herzog introduced the di-
mension (dim), depth (depth) and Cohen-Macaulay defect (cmd ) of a
local homomorphism (see [11] and [9, sec. 5]).

Let us briefly review the connection between the Cohen-Macaulay de-
fect and the quasi Cohen-Macaulay defect of a local homomorphism.
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If ϕ : R −→ S is of finite G-dimension, then

cmd ϕ ≤ qcmd ϕ,

with equality if ϕ is of finite flat dimension or if R is Cohen-Macaulay
(see [9, thm. (5.5)]).

(1.23) Grothendieck’s Localization problem. In [28, (7.5.4)] Gro-
thendieck posed the following localization problem for the Cohen-Macau-
lay property:

Let ϕ : R −→ S be a flat homomorphism of local rings, and assume that for each
p ∈ Spec(R) the formal fiber k(p)⊗R R̂ is Cohen–Macaulay. If the closed fiber S/mS

of ϕ at the maximal ideal m of R is Cohen–Macaulay, then does each fiber k(p)⊗R S

of ϕ have the same property?

Recall that when ϕ : R −→ S is flat, we have

qcmd ϕ = cmd ϕ = cmd (S/mS),

by [1, prop. (7.5)]. In 1994 Avramov and Foxby solved the problem;
the answer is positive. Later, in 1998, they came up with an extremely
elegant solution to the problem. They showed that for ϕ : R −→ S of
finite flat dimension, q ∈ Spec(S) and p = q ∩R ∈ Spec(R), one has the
beautiful inequality

cmd ϕq + cmd (k(q)⊗S Ŝ) ≤ cmd ϕ+ cmd (k(p)⊗R R̂),

see [7, thm. (5.3)]. Let us end this section by stating a theorem, which
shows that this solution can be lifted to the realm of local homomor-
phisms locally of finite G-dimension, that is, local homomorphisms ϕ :
R −→ S for which all the localized (local) homomorphisms ϕq : Rq∩R −→
Sq are of finite G-dimension.

(1.24) Theorem ([1, thm. (8.5)]). Let ϕ : R −→ S be a local homo-
morphism locally of finite G-dimension. If q ∈ Spec(S) and p = q ∩ R ∈
Spec(R), then there is an inequality

qcmd ϕq + cmd (k(q)⊗S Ŝ) ≤ qcmd ϕ+ cmd (k(p)⊗R R̂).
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2. Restricted Homological Dimensions and

Cohen-Macaulayness

(2.1) Infrastructure. This paper is connected to the following papers:

Primary

• [3] Vanishing of local Homology.

Secondary

• [1] Quasi Cohen-Macaulay Properties of Local homomorphisms.

(2.2) Setup. Throughout this section, R will denote a noetherian com-
mutative ring. When R, in addition, is local m will denote its maximal
ideal, and k = R/m the residue class field.

For an ideal a in R the set of prime ideals containing a is denoted V(a).
If aaa = a1, . . . , an is a sequence of elements in R, then K(aaa) denotes the
Koszul complex on aaa. It is a bounded complex of finitely generated free

R-modules (see [14, chp. 5]); thus, the functors −⊗RK(aaa) and− L⊗R K(aaa)
are naturally isomorphic, and we will henceforth not distinguish between
them.

(2.3) Restricted homological dimensions. The restricted flat dimen-
sion and the small restricted flat dimension of X ∈ D+(R) are defined
respectively as:

RfdRX = sup{ sup(T
L⊗R X) | T ∈ F0(R) },

rfdRX = sup{ sup(T
L⊗R X) | T ∈ P f

0(R) },
see [2, def. (2.1) and (2.9)].

The restricted injective dimension and the small restricted injective
dimension of Y ∈ D−(R) are defined respectively as:

RidR Y = sup{− inf(RHomR(T, Y ) | T ∈ P0(R) },
ridR Y = sup{− inf(RHomR(T, Y ) | T ∈ P f

0(R) },
see [2, def. (5.10) and (5.1)].

The restricted projective dimension and the small restricted projective
dimension of X ∈ D+(R) are defined respectively as:

RpdRX = sup{− inf(RHomR(X, T ) | T ∈ I0(R) },
rpdRX = sup{ inf U − inf(RHomR(X,U) |U ∈ I f(R) ∧ H(U) �= 0 },

see [2, def. (5.14) and (5.20)]. Since a non-Cohen-Macaulay ring do
not allow finitely generated modules of finite injective dimension, we use
complexes from I f(R) (they always exist) as test objects. If R is of finite
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(Krull) dimension the above restricted homological dimensions are always
finite for bounded complexes (see [2]).

(2.4) Depth. Suppose R is local. The local depth of Y ∈ D−(R) is
defined as

depthR Y = − sup(RHomR(k, Y ).

When Y is just a finitely generated R-module depthR Y is the maximal
length of a Y -regular sequence in m. For an ideal a in R the non-local
depth of Y ∈ D−(R) is defined as

depthR(a, Y ) = − sup(RHomR(K(aaa), Y )),

for any generating sequence aaa for a (see [31, sec. 2]). Again, when Y is
just a finitely generated R-module depthR(a, Y ) is the maximal length
of a Y -regular sequence in a.

When R is local and a = m, then

depthR(m, Y ) = depthR Y,

for any Y ∈ D−(R) (see [31, sec. 2]).

(2.5) Width. Suppose R is local. The local width of X ∈ D+(R) is
defined as

widthRX = inf(k
L⊗R X),

see [43, def. 2.1]. For an ideal a in R the non-local width of X ∈ D+(R)
is defined as

widthR(a, X) = inf(K(aaa)⊗R X),

for any sequence of generators aaa of a (see [2, sec. 4]).
When R is local and a = m, then

widthR(m, X) = widthRX,

for any Y ∈ D+(R) (see [2, cor. (4.11)]).

(2.6) Chouinard-like formulae. In [15] it is shown that in case a mod-
ule, M , over a ring, R, is of finite flat dimension, one can compute it as
follows:

fdRM = sup{ depthRp− depthRp
Mp | p ∈ Spec(R) }.

The restricted flat dimension displays the same feature: For any R-
module:

RfdRM = sup{ depthRp− depthRp
Mp | p ∈ Spec(R) },

see [2, thm. (2.4)]. Dually, in [15] it is also shown that in case M is of
finite injective dimension, one can compute it as follows:

idRM = sup{ depthRp− widthRp Mp | p ∈ Spec(R) }.
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The small restricted flat dimension and the small restricted injective
dimension displays a similar behavior. But instead of taking a certain
difference of local depths or depths and widths, we must take a certain
difference of non-local depths or depths and widths. The results are listed
below.

(2.7) Theorem ([2, thm. (2.11)]). If X ∈ Db(R), then there are the
next two equalities.

rfdRX = sup{ sup(U
L⊗R X)− supU |U ∈ P f(R) ∧ H(U) �= 0 },

rfdRX = sup{ depthR(p, R)− depthR(p, X) | p ∈ Spec(R) }.

(2.8) Theorem ([2, thm. (5.3)]). If Y ∈ Db(R), then there are the
next two equalities.

ridRX = sup{− supU − inf(RHomR(U, Y ) |U ∈ P f(R) ∧ H(U) �= 0 },
ridRX = sup{ depthR(p, R)− widthR(p, X) | p ∈ Spec(R) }.

(2.9) Generalizing the Bass Formula. Suppose R is a local ring. Re-
call that R is Cohen-Macaulay if and only if it admits a non-trivial finitely
generated module of finite injective dimension.

How is the small restricted injective dimension connected to the injec-
tive dimension? Here is a result (see [2, prop. (5.8)]):

For every complex Y ∈ D−(R) there is an inequality

ridR Y ≤ idR Y,

and equality holds if idR Y <∞ and cmd R ≤ 1.

Thus, the next corollary yields a generalization of the celebrated Bass
Formula, which states, that over a local ring R, all non-trivial modules
of finite injective dimension have the same injective dimension; namely
depthR.

(2.10) Corollary ([2, cor. (5.5)]). If R is local, Y ∈ D f
−(R), and N �= 0

is an R-module, then

ridR Y = depthR − inf Y,

ridRN = depthR.

(2.11) Comment. The next result shows that the local width behaves
as expected when we consider widthR RHomR(X, Y ) for Y ∈ D+(R) and
X ∈ P(R).
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(2.12) Theorem ([2, thm. (4.14)]). Let R be local and Y ∈ D+(R).
If X ∈ P(R), then

widthR(RHomR(X, Y )) = widthR Y − sup(X
L⊗R k).

In particular: if X ∈ P f(R), then

widthR(RHomR(X, Y )) = widthR Y − pdRX.

(2.13) Recognizing Cohen-Macaulay rings. The restricted homolog-
ical dimensions display a remarkable ability to detect rings which are very
close to be Cohen-Macaulay, that is to say, rings for which the Cohen-
Macaulay defect is at most one.

Therefore, one may think of these restricted dimensions as a moral
Cohen-Macaulay dimension.

Recall, that A. Gerko in [26] defined the Cohen-Macaulay-dimension,
CM-dimRM , for every finitely generated module over a local ring. This
homological dimension displays the following feature: the ringR is Cohen-
Macaulay when and only when CM-dimR k is finite, which is tantamount
to CM-dimRM being finite for all finite modules M .

The CM-dimension is connected to the restricted homological dimen-
sions. Let us record the following result (see [2, thm. (2.8)]):

If R is local and M is a finitely generated R-module, then RfdRM ≤
CM-dimRM with equality if CM-dimRM is finite.

Two natural questions need to be answered:

• When does a restricted homological dimension and its small coun-
terpart coincide?

This property turns out to characterize almost Cohen-Macaulay
rings.
• When does the (small) restricted flat and (small) projective di-

mension satisfy the Auslander-Buchsbaum formula (here R is lo-
cal)?

This property turns out to characterize Cohen-Macaulay rings.

We end this paragraph by listing the results dealing with the above ques-
tions.

(2.14) Almost Cohen-Macaulay rings. The next two results charac-
terize almost Cohen-Macaulay rings.

(2.15) Theorem ([2, thm. (3.2)]). If R is local, then the following are
equivalent.

(i) cmd R ≤ 1.
(ii) rfdRX = RfdRX for all complexes X ∈ D+(R).

(iii) rfdRM = RfdRM for all R-modules M .
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(2.16) Theorem ([2, cor. (5.9)]). If R is local, then the following are
equivalent.

(i) cmd R ≤ 1.
(ii) ridR Y = idR Y for all complexes Y ∈ I(R).

(iii) ridRM = idRM for all R-modules of finite injective dimension.

(2.17) Local Cohen-Macaulay rings. The next two results character-
ize local Cohen-Macaulay rings.

(2.18) Theorem ([2, thm. (3.4)]). If R is local, then the following are
equivalent.

(i) R is Cohen-Macaulay.
(ii) RfdRX = depthR − depthRX for all complexes X ∈ Df

b(R).
(iii) rfdRM = depthR−depthRM for all finitely generated R-modules.

(2.19) Theorem ([2, thm. (5.22)]). If R is local, then the following
are equivalent.

(i) R is Cohen-Macaulay.
(ii) RpdRX = depthR− depthRX for all complexes X ∈ Df

b(R).
(iii) rpdRM = depthR−depthRM for all finitely generated R-modules.
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3. Vanishing of Local Homology

(3.1) Infrastructure. This paper is connected to the following papers:

Primary

• [2] Restricted Homological Dimensions and Cohen-Macaulayness.

Secondary

• [5] Affine equivalence and Gorensteinness.

(3.2) Setup. Throughout this section, R will denote a noetherian com-
mutative ring. When R, in addition, is local, m will denote its maximal
ideal.

For an ideal a in R, the Čech complex, also known as the stable Koszul
complex, is denoted C(a) (see [14, chp. 5]).

(3.3) Grothendieck’s vanishing results. Let us here review the im-
portant vanishing results for the famous local cohomology functors, in-
troduced by Grothendieck.

Suppose a is an ideal in R. We may consider the section functor with
support in V(a), which is defined on modules as

Γa(M) = lim−→HomR(R/an,M).

This functor is left exact. Right deriving Γa(−) we get the local coho-
mology functors. As usual we denote them Hi

a(−).
Next, suppose X is an object in D(R). By RΓa(−) we denoted the right

derived local cohomology functor. This functor is obtained as follows: to

any X ∈ D(R) one takes a K-injective resolution X
�−→ I and define

RΓa(X) = Γa(I).

When X is just an ordinary R-module we have Hi RΓa(X) = Hi
a(X). The

local cohomology functors may be computed via the Čech complex on
a, as one has the following isomorphism in D(R) (see [1, thm. 1.1(iv)]),
namely

RΓa(X) ∼= C(a)⊗R X ∼= C(a)
L⊗R X,

where the second isomorphism follows since C(a) is a bounded complex
consisting of flat modules.

Next, one may like to study vanishing properties of RΓa(−). The
theorems concerning vanishing properties of RΓa(−) are know as Gro-
thendieck’s vanishing results.

Assume Y ∈ D−(R). The first vanishing result reads:

− sup RΓa(Y ) = depthR(a, Y ).
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When Y ∈ Db(R) the second vanishing result reads:

− inf RΓa(Y ) ≤ dimR Y,

and equality is converted into an equality when R is local, a = m, and
Y ∈ Df

b(X) (see [22, prop. 7.10, thm. 7.8. and cor. 8.29], [31, thm. 6.1],
and [14, chap. 6]) Here the Krull dimension of any Y is defined as,

dimR Y = sup{ dim(R/p)− inf Yp | p ∈ Spec(R) },
see [23, (16.3)].

(3.4) Derived completion. Suppose a is an ideal in R. We may con-
sider the completion functor with respect to a, which is defined on mod-
ules as

Λa(M) = lim←−(R/an ⊗R M).

Left deriving Λa(−) we get the so-called local homology functors. We
denote them Ha

i (−). These was first studied by Matlis, when a was
generated by a regular sequence [34] and [35]. Then came the the work
of Greenlees and May, settling the general case for modules [27], and
finally Lipman, Lòpez, and Tarŕıo gave an exposition on local homology
(and cohomology) on quasi compact separated schemes, in the context
of derived categories [1].

Again, suppose X is an object in D(R). By LΛa(−) we denoted the left
derived local homology functor. This functor is obtained as follows: to

any X ∈ D(R) one takes a K-projective resolution P
�−→ X and define

LΛa(X) = Λa(P ),

and we have Hi LΛa(X) = Ha
i (X). The local cohomology functors may

also be computed via the Čech complex on a, as one has the following
isomorphism in D(R), ([1, (0.3)aff , p. 4], and [18]) namely

LΛa(X) ∼= RHomR(C(a), X).

Note, that in order to compute LΛa(−) via the Čech complex C(a), it is
imperative to work in D(R).

(3.5) The pair (RΓa(−),LΛa(−)). It follows from the above that

(RΓa(−),LΛa(−))

is an adjoint pair of functors.
Since there are results on the vanishing of local cohomology, it seems

natural to study vanishing properties for local homology. The next van-
ishing result on local homology is completely analogous to the first of
Grothendieck’s vanishing result on local cohomology.
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(3.6) Theorem ([3, thm. (2.12)]). Let a be an ideal in R and X ∈
D+(R). Then there is an equality

inf LΛa(X) = widthR(a, X).

(3.7) Bounds on sup LΛa(−) ([3, (2.13)]). Suppose X ∈ Db(R), then
one has the bound

sup LΛa(X) ≤ dimR− depthR(a, X).

(3.8) Complete and derived complete objects. Suppose a is an ideal
in R. An R-module M is called a-complete if the canonical homomor-
phism M −→ Λa(M) is an isomorphism. We say that X ∈ D(R) is
derived a-complete if the canonical morphism

X −→ LΛa(X),

is an isomorphism. If M is an R-module which is a-complete, then M is
derived a-complete when viewed as an object in D(R).

(3.9) Torsion and derived torsion objects. Suppose a is an ideal in
R. An R-module M is called a-torsion if the canonical homomorphism
Γa(M) −→ M is an isomorphism. We say that X ∈ D(R) is derived
a-torsion if the canonical morphism

RΓa(X) −→ X,

is an isomorphism. If M is an R-module which is a-torsion, then M is
derived a-torsion when viewed as an object in D(R).

(3.10) Vanishing results for Ext and Tor. Suppose R is local, T
a finitely generated R-module of finite projective dimension. By the
Auslander-Buchsbaum Formula we know that the projective dimension
of T equals the difference between depth of the ring and the depth of M ;
in symbols

pdRM = depthR− depthRM.

On the other hand, we may also capture the projective dimension of M
as the least integer i such that ExtiR(T,M) �= 0. To recapitulate; for T
we have

ExtiR(T,M) = 0 for i > depthR− depthR T, and

ExtiR(T,M) �= 0 for i = depthR− depthR T.

Suppose we drop the assumption of finite generation of T . We can still
consider the difference depthR−depthRM , but does this number contain
any information on T ?

Combining the vanishing results for local cohomology and homology
with the restricted homological dimensions, we obtain results that indi-
cate that this seems to be the case.



22 ANDERS FRANKILD

(3.11) Theorem ([3, thm. (3.6)]). Let R be a local ring, and let X ∈
Db(R) be a non-trivial derived m-complete complex. Then

depthR− infX = ridRX = RidRX.

(3.12) Corollary ([3, cor. (3.7)]). Let R be a local ring. If M is a
non-trivial R-module such that Λm(M) ∼= M and T is an R-module of
finite projective dimension, then

ExtiR(T,M) = 0 for i > depthR− depthR T, and

ExtiR(T,M) �= 0 for i = depthR− depthR T.

(3.13) Corollary ([3, cor. (3.8)]). Let R be a complete local ring. If
M is a non-trivial finitely generated R-module and T is an R-module of
finite projective dimension, then

ExtiR(T,M) = 0 for i > depthR− depthR T, and

ExtiR(T,M) �= 0 for i = depthR− depthR T.

(3.14) Theorem ([3, thm. (3.9)]). Let R be a local ring, and let X ∈
Db(R) be a non-trivial derived m-torsion complex. Then

depthR + supX = rfdRX = RfdRX.

(3.15) Corollary ([3, cor. (3.10)]). Let R be a local ring. If M is a
non-trivial R-module such that Γm(M) ∼= M and T is an R-module of
finite flat dimension, then

TorRi (T,M) = 0 for i > depthR− depthR T, and

TorRi (T,M) �= 0 for i = depthR− depthR T.

(3.16) Theorem ([3, thm. (3.12)]). Let R be a local ring, and let
X ∈ Db(R) be a non-trivial derived m-torsion complex. Then

depthR + supX = rpdRX = RpdRX.

(3.17) Corollary ([3, cor. (3.13)]). Let R be a local ring. If M is a
non-trivial R-module such that Γm(M) ∼= M and T is an R-module of
finite injective dimension, then

ExtiR(M,T ) = 0 for i > depthR− widthR T, and

ExtiR(M,T ) �= 0 for i = depthR− widthR T.
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PART II – DIFFERENTIAL GRADED ALGEBRAS
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B. Notation

(B.1) Our universe. Throughout the next seven sections, we will work
within the derived category of Differential Graded modules over a Dif-
ferential Graded Algebra R.

(B.2) Differential Graded Algebras. Consider a graded algebra R =
{Rn}n∈Z over some commutative ring k. Suppose R comes with a k-linear
differential ∂Rn : Rn −→ Rn−1, that is, ∂Rn ∂

R
n+1 = 0, and that it satisfy

the Leibnitz rule

∂R(rs) = ∂R(r)s+ (−1)|r|r∂R(s),

where r is an element of degree |r|. In this case we call R a Differential
Graded Algebra, henceforth abbreviated DGA. The opposite DGA of R
is denoted Ropp and is simply R equipped with the multiplication

r
opp· s = (−1)|r||s|sr

for all elements r and s. A DGA R is called commutative if for all
r, s ∈ R we have rs = (−1)|r||s|sr. Note, that we operate with Koszul’s
sign convention, that is, whenever two graded objects of degrees m and
n are interchanged the sign (−1)mn will appear.

A morphism of DGAs over k is a morphism of graded algebras which
is compatible with the involved differentials.

When R is a DGA the underlying graded algebra is denoted R�.

(B.3) Differential Graded modules. Consider a graded left-module
M = {Mn}n∈Z over the graded algebra R. Suppose M comes with a
k-linear differential ∂Mn : Mn −→Mn−1, that is, ∂Mn ∂

M
n+1 = 0, and that it

satisfy the Leibnitz rule

∂M(rm) = ∂R(r)m+ (−1)|r|r∂M (m),

where r is a element of degree |r|. In this case we call M a Differential
Graded R-left-module, henceforth abbreviated DG-R-left-module. A DG-
R-right-module can be identified with a DG-Ropp-left-module

When M is a DG-module the underlying graded module is denoted
M �.

We may also consider DG-modules having more than one structure.
Suppose R and S are DGAs and that M is a DG-R-left-S-right-module,
in which case we indicate the structures as RMS. Always, when M has
more than one structure we will assume they are compatible: for RMS

this amounts to r(ms) = (rm)s.
A morphism of DG-modules (for instance DG-R-left-S-modules) is a

morphism of graded modules which is compatible with the involved dif-
ferentials.

For a DG-R-left-module M we define the i’th suspension as, (ΣiMj) =

Mj−i and ∂ΣiM
j = (−1)i∂Mj−i. The action of R on ΣiM is defined by
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rΣi(m) = (−1)|r|iΣi(rm) for r ∈ R and m ∈ M . If M
α−→ N is a

morphism of DG-R-left-module, say, then so is ΣiM
Σiα−→ ΣiN .

(B.4) The center of a graded algebra. A element c in a graded al-
gebra R is said to be central if rc = (−1)|r||c|cr for all elements r ∈ R.
The center of R is the set of all its central elements. Note, that R is
commutative if all its elements are central.

(B.5) Morphisms with central image. Suppose that Q
ϕ−→ T is a

morphism of DAGs, that Q is commutative, and that ϕ(Q) is central in
T . The morphism ϕ turns T into a DG-Q-left-Q-right-module and its
Q-structures is compatible with its T -structure (as a DG-T -left-T -right-
module). To recapitulate: Having ϕ we may, and will, turn T into a
DG-module with structures as indicated Q,TTQ,T . Observe that the Q-
structures on T are “balanced” in the sense qt = (−1)|q||t|tq for elements
q ∈ Q and t ∈ T .

(B.6) Homology. Suppose M is a DG-module. Since M comes with a k-
linear differential it has homology, which is denoted H(M). The product
on R induce a product in H(R) making it a graded algebra; it also induce
an action of H(R) on H(M) making it a graded H(R)-module.

If a morphism of DG-modules M −→ N induce a isomorphisms in

homology H(M)
∼=−→ H(N) we call it a quasi-isomorphism; this is denoted

M
�−→ N .

(B.7) The derived category of DG-modules. The category of DG-
R-left-modules is an abelian category. As in (A.2) we can formally invert
all quasi-isomorphisms of DG-R-left-modules and thus obtain the derived
category of DG-R-left-modules, denoted D(R). Of course, we could do
the same for the abelian category of DG-R-right-modules, thus obtaining
D(Ropp).

Note, that the forgetful functor (−)� from D(R) to the category of
graded R�-left-modules, is additive, exact, faithful, and commutes with
suspension.

(B.8) Derived functors. On D(R) we may also define the right-derived
homomorphism functor, denoted RHom, and the left-derived tensor prod-

uct functor, denoted
L⊗. As in paragraph (A.5) we do this via K-

projective, K-injective, and K-flat resolutions of DG-modules; they exist
see [33, secs. 3.1 and 3.2]. For instance, we say that a DG-module I is

a K-injective resolution of a DG-module M if M
�−→ I and HomR(−, I)

sends quasi-isomorphisms to quasi-isomorphisms.
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(B.9) DG-modules over a ring. Any ordinary ring, A, may be viewed
as a DGA concentrated in degree zero, and when viewed as such, a DG-
module module over A is simply an ordinary complex over A (viewed as
a ring).

The various derived categories of A viewed as a DGA is the same as
the various derived categories of A when viewed as a ring, and the have
the same derived functors.
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4. Foxby equivalence, complete modules, and torsion

modules

(4.1) Infrastructure. This paper is connected to the following papers:

Primary

• [5] Affine equivalence and Gorensteinness.
• [6] Gorenstein Differential Graded Algebras.
• [7] Dualizing DG-modules for Differential Graded Algebras.
• [8] Dualizing DG modules and Gorenstein DG Algebras.

Secondary

• [1] Quasi Cohen-Macaulay Properties of Local Homomorphisms.

(4.2) Setup. Throughout this section, we investigate the following sim-
ple situation:

Consider two categories C,D and an adjoint pair of functors (F,G),

C
F ��

D,
G

��

that is, there are natural transformations

η : 1C −→ GF and ε : FG −→ 1D.

Here η is called the unit and ε the counit of the adjunction. Moreover,
the compositions

1D : G
η G−→ GFG

Gε−→ G,

and

1C : F
F η−→ FGF

ε F−→ F,

are natural transformations of the identities, and for each c ∈ C and
d ∈ D there is a bijection

HomD(F c, d)
ϕ−→ HomC(c, Gd),

where

ϕ f = Gf ◦ ηc and ϕ−1g = εd ◦ Fg.
Next, define full subcategories of C and D as,

A = {a ∈ C | ηa is an isomorphism},
B = {b ∈ D | εb is an isomorphism}.

It follows that the functors F and G restrict to a pair of quasi-inverse
equivalences of categories,

A
F �� B,
G

��
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see [4, thm (1.1)].

(4.3) Blanket assumption. In the rest of this section, R and S will
denote DGAs, and R,SM will denote a DG-R-left-S-left-module.

(4.4) A certain pair of adjoint functors. Let R, S and R,SM be as
in (4.3). Then

(− L⊗R M,RHomS(M,−))

is an adjoint pair of derived functors between derived categories

D(Ropp)
−L⊗RM ��

D(S).
RHomS(M,−)
��

Whenever, we, from now on, consider adjoint derived functors they will
be of this form.

(4.5) Generalized Foxby equivalence. When R, S, and M are as in
(4.3) we consider “our generic” pair of adjoint functors between derived
categories of DG-modules,

D(Ropp)
−L⊗RM ��

D(S),
RHomR(M,−)
��

and by (4.2) we know that the above derived functors, − L⊗R M and
RHomR(M,−), restrict to a pair of quasi-inverse equivalences of certain
full subcategories, namely,

AM(Ropp)
−L⊗RM �� BM (S).

RHomR(M,−)
��

We name these quasi-inverse equivalence generalized Foxby equivalence.
As we will see, this simple functorial setup has some remarkable conse-
quences.

(4.6) The endomorphism DGA. Suppose S is a ring, viewed a DGA
concentrated in degree zero. Let M be a complex of S-left-modules.
Define

R = HomS(M,M).

A priori, R is just a complex of S-modules. Nevertheless, we may endow
R with a multiplication. Suppose ri is an element in Ri, that is, an
S-linear map M

ri−→ Σ−iM . If rj is an element in Rj , then we define
the product ri rj as the composite Σ−j(ri) ◦ rj which is an S-linear map

M
ri rj−→ Σ−(i+j)M ; an element in Ri+j. One may check that with this
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multiplication R becomes a DGA. The complex M acquires the structure
of a DG-R-left-module with scalar multiplication rm = r(m), and this
structure is compatible with its S-structure. Thus, M becomes a DG-R-
left-S-left-module R,SM . Moreover, the identification map,

RRR

∼=−→ HomS(M,M),

is an isomorphism of DG-R-left-R-right-modules. This observation is key
in what follows.

(4.7) Imposed conditions on M . We will consider the following con-
ditions imposed on M :

(1) We can resolve M by a DG-R-left-S-left-module which is K-
projective over S, and the canonical morphism,

R
ρ−→ RHomS(M,M),

is an isomorphism.
(2) We can resolve M by a DG-R-left-S-left-module which is K-

projective over R, and the canonical morphism,

S
σ−→ RHomR(M,M),

is an isomorphism.

(4.8) Size of Auslander and Bass classes. The next two corollar-
ies investigate the size of the Auslander and Bass classes. But first a
definition.

(4.9) Definition. If Q is a DGA, then we define two classes of DG-Q-
left-modules by

F(Q) =

{
L ∈ D(Q)

∣∣∣∣ L is isomorphic in D(Q) to a
K-flat left-bounded DG-module

}
and

I(Q) =

{
N ∈ D(Q)

∣∣∣∣ N is isomorphic in D(Q) to a
K-injective right-bounded DG-module

}
.

(4.10) Corollary ([4, cor. (5.5)]).

(1) Suppose that M satisfies condition (4.7)(1). Suppose moreover
that when we forget the R-structure on M , we can resolve M
by a K-projective DG-S-left-module, A, so that (SA)� is a direct
summand in a finite coproduct of shifts of S�.

Then the Auslander class AM(Ropp) is all of D(Ropp).
(2) Suppose that M satisfies condition (4.7)(2). Suppose moreover

that when we forget the S-structure on M , we can resolve M by
a K-projective DG-R-left-module, B, so that (RB)� is a direct
summand in a finite coproduct of shifts of R�.
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Then the Bass class BM (S) is all of D(S).

(4.11) Corollary ([4, cor. (2.7)]).

(1) Suppose that M satisfies condition (4.7)(1). Suppose moreover
the following:
• R and S are non-negatively graded.
• H0(S) is left-noetherian, and each Hi(S) is finitely generated

from the left over H0(S).
• H(M) is bounded, and each Hi(M) is finitely generated over

H0(S).
Then

F(Ropp) ⊆ AM(Ropp).

(2) Suppose that M satisfies condition (4.7)(2). Suppose moreover
the following:
• R and S are non-negatively graded.
• H0(R) is left-noetherian, and each Hi(R) is finitely generated

from the left over H0(R).
• H(M) is bounded, and each Hi(M) is finitely generated over

H0(R).
Then

I(S) ⊆ BM (S).

(4.12) Classical Foxby equivalence. Suppose R is a noetherian com-
mutative ring, viewed as a DGA concentrated in degree zero. Set S = R
and let M be a dualizing complex for R, that is, M is a bounded complex
of R-modules, its homology modules are finitely generated, its injective
dimension is finite, and the endomorphism DGA RHomR(M,M) is par-

ticularly simple, in that the canonical morphism R
ρ−→ RHomR(M,M)

is an isomorphism in D(R).
Since R = Ropp the adjoint pair pair of derived functors is,

D(R)
−L⊗RM ��

D(R),
RHomR(M,−)
��

which is the functors known from classical Foxby equivalence. The Aus-
lander and Bass classes AM(R) and BM(R) are simply the classes A(R)
and B(R) of [9, def. (3.1)] (and paragraph (1.5)), except that we have
avoided the (unnecessary) boundedness conditions imposed in [9]. The
equivalence result in (4.2) essentially specializes to the equivalence theo-
rem [9, thm. (3.2)].

Next, since R is commutative and R equals S, we may resolve M
by a DG-R-left-S-module which is K-projective over S, namely, pick
a K-projective resolution of M viewed as an R-complex. Since M is
a dualizing complex for R we have R ∼= RHomS(M,M). Moreover, by
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assumptions on R, S, and M we see that the three conditions in corollary
(4.11)(1) are met. Consequently, AM(R) contains F(R). In particular,
AM(R) contains all complexes of finite flat dimension.

Symmetrically, by (4.11)(2) we see that BM (R) contains I(R). In
particular, BM (R) contains all complexes of finite injective dimension.

(4.13) Dwyer and Greenlees equivalence. Suppose S is a ring, viewed
as a DGA concentrated in degree zero. Let M be a bounded complex
consisting of finitely generated projective S-left-modules, that is, M is a
perfect complex.

DefineR to be the endomorphism DGA ofM , that is, R = HomS(M,M).
By (4.6) M becomes a DG-R-left-S-left-module, and we get a pair of
quasi-inverse equivalences between the Auslander and Bass classes,

AM(Ropp)
−L⊗RM �� BM (S).

RHomS(M,−)
��

Next, since R,SM is perfect it is a K-projective resolution of itself when

viewed as a complex over S. Moreover, by definition R
ρ−→ HomS(M,M)

is an isomorphism, and forgetting the R-structure on M we see that
(SM)� is a direct summand in a finite coproduct of S�.

Consequently, AM(Ropp) = D(Ropp) by corollary (4.10)(1), and the
above diagram takes on the form,

D(Ropp)
−L⊗RM �� BM(S).

RHomS(M,−)
��

which is identical to the right half of the diagram from Dwyer and Green-
lees’ Morita theorem [18, thm. 2.1]:

Acomp

E ��
mod-E

C
��

T ��
Ators

E
��

(Note that Dwyer and Greenlees denote R by E , and D(Ropp) by mod-E).
To see this, just check that:

• The functors − L⊗R M and RHomS(M,−) are identical with the
functors T and E from [18].
• The Bass class BM (S) equals Ators (see [18, thm. 2.1]).

Replacing M by HomS(M,S), generalized Foxby equivalence specialize
to the other half of the diagram from [18, thm. 2.1].

(4.14) Matlis equivalence. Suppose R is a noetherian local commuta-
tive ring, with maximal ideal m and residue class field k = R/m. Let
E(k) denote the injective hull of k.
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One may ask what happens if we consider generalized Foxby equiva-
lence with respect to the injective hull of k. As the functor HomR(−,E(k)),
which provides a duality between artinian and noetherian R-modules over
a complete ring, is called Matlis duality, we suggest that this instance of
generalized Foxby equivalence should be named Matlis equivalence.

It turns out that this particular instance of generalized Foxby equiv-
alence can tell if R is a Gorenstein ring or not. To be precise: R is
Gorenstein, if and only if the Auslander class AE(k)(R) contains k, which
is tantamount to the Bass class BE(k)(R) contains k.

Recall, if R admits a dualizing complex D, then classical Foxby equiv-
alence displays the same feature, that is, R is Gorenstein, if and only if
the Auslander class AD(R) contains k, which is tantamount to the Bass
class BD(R) contains k (see [16, (3.1.12) and (3.2.10)]).

However, R does not always admit a dualizing complex.

(4.15) Gorenstein sensitivity ([4, thm. (3.5)]). Let R be as in (4.14).
Then the following statements are equivalent:

(i) R is Gorenstein.
(ii) k ∈ AE(k)(R).

(iii) k ∈ BE(k)(R).

(4.16) Comment. In the next section we will encounter corollary (5.10)
which is strongly connected to the Gorenstein sensitivity theorem.
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5. Affine equivalence and Gorensteinness

(5.1) Infrastructure. This paper is connected to the following papers:

Primary

• None.

Secondary

• [6] Gorenstein Differential Graded Algebras.
• [7] Dualizing DG-modules for Differential Graded Algebras.
• [3] Vanishing of Local Homology.

(5.2) Setup. Throughout this section, R is a noetherian local commu-
tative ring with maximal ideal m and residue class field k = R/m. By a
we denote an ideal in R. The a-adic completion of R is denoted Râ.

(5.3) Essential images for derived section and completion. The
essential image of a functor is the closure of its range under isomor-
phisms. Let a be an ideal in R. The essential image of the derived
section functor, RΓa(−), is denoted Ators

a (R), while the essential image
of the derived completion functor, LΛa(−), is denoted Aa

comp(R) (see [18],
and paragraphs (3.8) and (3.9)).

(5.4) Affine equivalence. Suppose that R admits a dualizing complex
D. Consider the adjoint pair of functors

D(R)
RΓa(D)

L⊗R− ��
D(R),

RHomR(RΓa(D),−)
��

the corresponding Auslander and Bass class, that is, ARΓa(D)(R) and
BRΓa(D)(R), and the quasi-inverse equivalences of categories

ARΓa(D)(R)
RΓa(D)

L⊗R− �� BRΓa(D)(R).
RHomR(RΓa(D),−)

��

We may also consider the adjoint pair of functors

D(R)
C(a)

L⊗R− ��
D(R),

RHomR(C(a),−)
��
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see paragraph (3.5). From the beautiful work [18] it follows that the
corresponding Auslander and Bass classes is Aa

comp(R) and Ators
a (R) re-

spectively, and that we have quasi-inverse equivalences of categories

Aa
comp(R)

RΓa(−)�C(a)
L⊗R− ��

Ators
a (R).

LΛa(−)�RHomR(C(a),−)
��

In essence; in this paragraph we actually have two distinct instances of
generalized Foxby equivalence, namely one which yields the Auslander
and Bass classes ARΓa(D)(R) and BRΓa(D)(R), while the other yields the
Auslander and Bass classes Aa

comp(R) and Ators
a (R).

In [29] Hartshorne consider the functor RHomR(−,RΓa(R)) over a
regular complete local ring and produce a duality between finite objects
(complexes in Df

b(R)), and what he calls co-finite objects (the essential
image of RHomR(−,RΓa(R))). He name this duality affine duality. Thus,
is we suggest that the instance of generalized Foxby equivalence built

on the adjoint functors (RΓa(D)
L⊗R −,RHomR(RΓa(D),−)) should be

named affine equivalence.

(5.5) Maximality. It turns out that Aa
comp(R) and ARΓa(D)(R), and

Ators
a (R) and BRΓa(D)(R) are related in the sense that are inclusions

• ARΓa(D)(R) ⊆ Aa
comp(R)

• BRΓa(D)(R) ⊆ Ators
a (R),

see [5, prop. (1.6)]. In other words: the maximal size of ARΓa(D)(R) is
Aa

comp(R), while the maximal size of BRΓa(D)(R) is Ators
a (R). The main

theorem of [5] shows that Gorenstein rings are exactly the rings for which
these maximal sizes are attained.

This feature, that a certain maximal size of the Auslander and Bass
classes characterize the Gorenstein property, will appear later (see (7.17)).

(5.6) The square root of completion. Let us consider complexes X
in D(R) for which the standard morphism

X
L⊗R RHomR(C(a),C(a)) −→ RHomR(RHomR(X,C(a)),C(a))

is an isomorphism.
Now, the object RHomR(C(a),C(a)) in D(R) turns out to be very nice,

in the sense that we have the following isomorphism in D(R),

RHomR(C(a),C(a)) ∼= Râ,

which is a flat R-module, see [5, lem. (1.9)].
Consequently, we see that X has the property that the standard mor-

phism

X ⊗R Râ −→ RHomR(RHomR(X,C(a)),C(a)),
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is an isomorphism.
Recall, that if X is a complex in D(R) which is bounded to the right

with finitely generated homology, then

LΛa(X) ∼= X ⊗R Râ,

see [3, prop. (2.8)]. Thus, the composed morphism

LΛa(X) −→ RHomR(RHomR(X,C(a)),C(a)),

is an isomorphism.
The main theorem of [5] shows that Gorenstein rings are exactly the

rings for which the functor RHomR(−,C(a)) is the “square root” of
LΛa(−), when restricted to the full subcategory Df

b(R).
Let us end this paragraph by stating the theorem.

(5.7) The parameterized Gorenstein theorem ([5, thm. (2.2)]).
Let R, k, a and C(a) be as above. Now the following conditions are
equivalent:

(i) R is Gorenstein.
(ii) The standard morphism

X ⊗R Râ −→ RHomR(RHomR(X,C(a)),C(a))

is an isomorphism for X ∈ Df
b(R).

If R has a dualizing complex D, then the above conditions are also equiv-
alent to the following

(iii) k ∈ ARΓa(D)(R).
(iv) ARΓa(D)(R) = Aa

comp(R).
(v) k ∈ BRΓa(D)(R).

(vi) BRΓa(D)(R) = Ators
a (R).

(5.8) Two corollaries. Specializing the parameterized Gorenstein the-
orem to its two extremal instances, namely a = 0 or a = m, we obtain
the following two corollaries.

(5.9) The parameterized Gorenstein theorem for a = 0 ([5, cor. (2.4)]).
Let R and k be as above. Now the following conditions are equivalent:

(i) R is Gorenstein.
(ii) The standard morphism

X −→ RHomR(RHomR(X,R), R)

is an isomorphism for X ∈ Df
b(R).

If R has a dualizing complex D, then the above conditions are also equiv-
alent to the following

(iii) k ∈ AD(R).
(iv) AD(R) = D(R).
(v) k ∈ BD(R).
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(vi) BD(R) = D(R).

(5.10) The parameterized Gorenstein theorem for a = m ([5, cor. (2.6)]).
Let R, k and E(k) be as in (5.2). Now the following conditions are equiv-
alent:

(i) R is Gorenstein.
(ii) The standard morphism

X ⊗R R̂ −→ RHomR(RHomR(X,C(m)),C(m))

is an isomorphism for X ∈ Df
b(R).

If R has a dualizing complex D, then the above conditions are also equiv-
alent to the following

(iii) k ∈ AE(k)(R).
(iv) AE(k)(R) = Am

comp(R).
(v) k ∈ BE(k)(R).

(vi) BE(k)(R) = Ators
m (R).
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6. Gorenstein Differential Graded Algebras

(6.1) Infrastructure. This paper is connected to the following papers:

Primary

• [7] Dualizing DG-modules for Differential Graded Algebras.
• [8] Dualizing DG modules and Gorenstein DG Algebras.

Secondary

• [9] Homological Identities for Differential Graded Algebras.
• [10] Homological Identities for Differential Graded Algebras, II.

(6.2) Setup. Throughout this section, R and S will denote DGAs for
which H0(R) and H0(S) are noetherian rings.

(6.3) How to detect a Gorenstein ring. Suppose A is a noetherian
local commutative ring. How do we detect when A is a Gorenstein ring?

One (functorial) way to characterize them is the following: A is a
Gorenstein ring exactly when the contravariant functor RHomA(−, A)
gives a duality (that is, a pair of quasi-inverse contravariant equivalences
of categories),

Df
b(A)

RHomA(−,A)
��
Df

b(A),
RHomA(−,A)
��

where Df
b(A) is the derived category of bounded complexes of with finitely

generated homology (see [16, thm. (2.3.14)] and [5, cor. (2.4)]). This
functorial characterization, however, is equivalent to the following two
conditions:

• There is a natural isomorphism

M −→ RHomA(RHomA(M,A), A)

for M in Df
b(A).

• RHomA(−, A) sends Df
b(A) to Df

b(A).

This way of characterizing Gorenstein rings will be the cornerstone in
our definition of a Gorenstein DGA.

But first we need a DG-analogue of Df
b(R).

(6.4) The category fin ([6, def. (0.8)]). By fin(R) we denote the
full subcategory of D(R) consisting of DG-modules M so that H(M)
is bounded, and so that each Hi(M) is finitely generated over H0(R).

(6.5) Gorenstein DGAs ([6, def. (1.1)]). We call R a Gorenstein
DGA if it satisfies:
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[G1] There is a quasi-isomorphism of DG-R-left-R-right-modules

RRR
�−→ RIR where RI and IR are K-injective.

[G2] For M ∈ fin(R) and N ∈ fin(Ropp) the following standard mor-
phisms are isomorphisms:

RHomRopp(R,R)
L⊗R M −→ RHomRopp(RHomR(M,R), R),

N
L⊗R RHomR(R,R) −→ RHomR(RHomRopp(N,R), R)

[G3] The functor RHomR(−, R) maps objects from fin(R) to fin(Ropp),
and the functor RHomRopp(−, R) maps objects from fin(Ropp) to
fin(R).

(6.6) Gorenstein ring and conditions [G1]–[G3]. Let us briefly com-
ment on the three conditions:

Condition [G1] is purely technical: The existence of I allows the for-
mation of derived functors; the existence of I is (automatically) satisfied
in all cases in which we are interested.

Condition [G2] singles out the duality property of Gorenstein rings:
To us a Gorenstein DGA must be a sensible dualizing object. This is an
integral feature of our definition. Since

RHomRopp(R,R) ∼= R ∼= RHomR(R,R),

as a DG-R-left-R-right module, the left-hand sides of the two morphisms
in condition [G2] are isomorphic to M and N themselves. To phrase
condition [G2] differently: If one takes an object in fin and dualize it twice
with respect to R, the object will reappear up to natural isomorphism.

Condition [G3] supplements condition [G2]: It requires the operation
of dualizing with respect to R to send fin to fin. So, when both conditions
[G2] and [G3] are in force, dualization with respect to R is a duality (a
contravariant equivalence of categories) between fin(R) and fin(Ropp), a
feature displayed by an ordinary Gorenstein ring.

A moral comment: When both conditions [G2] and [G3] are in force
one may think of this as a (moral) way of saying that R “is of finite
injective dimension”. This statement is not well-defined!

(6.7) Gorenstein morphisms of DGAs. Suppose that

A
ϕ−→ B

is a local homomorphism between noetherian local commutative rings
such that B viewed as a A module is finitely generated and of finite flat
dimension. Let m and n be the maximal ideals for A and B respectively.
From [9, lem. (6.5), (7.7.1), and thm. (7.8)] we may conclude that ϕ is
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“Gorenstein at n” in the sense of [9] if and only if

ΣmB ∼= RHomA(B,A),

for some m ∈ Z. This purely functorial characterization of Gorenstein
homomorphisms of (noetherian local commutative) rings suggests that
this notion may be lifted to the realm of DGAs.

Suppose that

R
ρ−→ S

is a “finite” morphism of DGAs. A priori, R and S may be non-commu-
tative so the structures on

RHomR(RSS, RRR) and RHomRopp(SSR, RRR)

may be different. The first has the structure of a DG-S-left-R-right mod-
ule while the second has the structure of a DG-S-right-R-left module. So
as a first approximation to a definition of a “finite” Gorenstein morphism
of DGAs one would (at least) have to consider the case

Σm(SSR) ∼= RHomR(RSS, RRR) and Σm(RSS) ∼= RHomRopp(SSR, RRR),

for some m ∈ Z.
The above observation on Gorenstein homomorphisms will be key in

our definition of what we call finite Gorenstein morphisms of DGAs.
However, when dealing with non-commutative objects, one needs defini-
tions which are “structure sensitive” (a fact already seen in [32]).

Let us review the definition of a finite Gorenstein morphism of DGAs.

(6.8) Finite morphisms ([6. def. (2.1)]). Suppose that

R
ρ−→ S

is a morphism of DGAs. We call ρ a finite morphism if it satisfies:

• The functor SSR
L⊗R − : D(R) −→ D(S) sends fin(R) to fin(S).

• The functor − L⊗R RSS : D(Ropp) −→ D(Sopp) sends fin(Ropp) to
fin(Sopp).
• The functor ρ∗ : D(S) −→ D(R), restricting scalars from S to R,

satisfies

M ∈ fin(S)⇔ ρ∗M ∈ fin(R).

• The functor ρ∗ : D(Sopp) −→ D(Ropp), restricting scalars from S
to R, satisfies

M ∈ fin(Sopp)⇔ ρ∗M ∈ fin(Ropp).

(Note the slight abuse of notation in that ρ∗ is used to denote the functor
which restricts scalars from S to R both on DG-S-left-modules and on
DG-S-right-modules.)
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(6.9) Induced morphisms. Suppose that

R
ρ−→ S

is a morphism of DGAs, and that R satisfies condition [G1].
Assume that we have a morphism

SSR
α−→ RHomR(RSS,Σ

n(RRR))

and a DG-S-left-module M . Then there is an induced morphism

ρ∗RHomS(M, SSS) −→ RHomR(ρ∗M,Σn(RRR)),

which is an isomorphism if α is an isomorphism.
Similarly, assume that we have have a morphism

RSS
β−→ RHomRopp(SSR,Σ

n(RRR))

and a DG-S-right-module N . Then there is a morphism

ρ∗RHomSopp(N, SSS) −→ RHomRopp(ρ∗N,Σn(RRR)),

which is an isomorphism if β is an isomorphism.

(6.10) Gorenstein morphisms ([6, def. (2.4)]). Suppose that R sat-

isfies condition [G1], and let R
ρ−→ S be a finite morphism of DGAs. We

call ρ a Gorenstein morphism if it satisfies:

(1) There are isomorphisms

(a) SSR
α−→ RHomR(RSS,Σ

n(RRR)).

(b) RSS
β−→ RHomRopp(SSR,Σ

n(RRR)).
(2) The isomorphisms α and β are compatible in the following sense:

(a) For each DG-S-left-module M the following diagram is com-
mutative,

ρ∗M ρ∗	
∼=

��

k ∼=
��

ρ∗(RHomSopp(SSS ,SSS)
L⊗SM)

ρ∗(t)
��

RHomRopp (Σn(RRR),Σn(RRR))
L⊗Rρ∗M

s

��

ρ∗ RHomSopp(RHomS(M,SSS),SSS)

b∼=
��

RHomRopp (RHomR(ρ∗M,Σn(RRR)),Σn(RRR)) a

∼= �� RHomRopp (ρ∗ RHomS(M,SSS),Σn(RRR)),

where k and 	 are the canonical identifications, s and t are
standard morphisms like the ones in condition [G2], and a
and b are induced by α and β as explained in (6.9).

(b) For each DG-S-right-module N there is a commutative dia-
gram constructed like the one above.
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(6.11) Gorenstein transfer. Finite Gorenstein morphisms of DGAs as-
cent the Gorenstein property. We conjecture that they also descent the
Gorenstein property, but are unable to prove this. Here is the ascent-
result.

(6.12) Theorem (Ascent ([6, thm. (2.6)])). Suppose that R and S

satisfy condition [G1], and let R
ρ−→ S be a finite morphism of DGAs.

Suppose that ρ is a Gorenstein morphism. Then

R is Gorenstein ⇒ S is Gorenstein.

(6.13) Gorenstein morphisms exits. It turns out that interesting fi-
nite Gorenstein morphisms actually exist in nature. Let us review two
important examples (which will play a central role in the rest of this
thesis).

• Suppose A is a noetherian local commutative ring with maximal
ideal m. Let aaa = (a1, . . . , an) be a sequence of elements from m.

The Koszul complex K(aaa) is a commutative DGA (see [40, exer.
4.5.1]), and H0(K(aaa)) is a noetherian (local) commutative ring
since it is isomorphic to A modulo the ideal generated by aaa.

By definition, the zero component of K(aaa) is A. Thus, there is
a canonical morphism of DGAs

A
θ−→ K(aaa),

where A is viewed as a DGA concentrated in degree zero. By
[6, lem. (3.3)] it is a finite Gorenstein morphism.
• Suppose A is a noetherian local commutative ring. Let L be a

bounded complex of finite generated projective A-modules.
As noted in (4.6) L becomes a DG-E-left-A-module, where E =

HomA(L,L) is the endomorphism DGA of L. Moreover, the next
canonical morphism is an isomorphism

EEE
∼=−→ HomA(A,EL, A,EL).

Note that H0(E) is a noetherian ring since it is a finitely generated
A-module.

The endomorphism DGA E and its homology H(E) are usually
highly non-commutative. If, for instance, L is a projective res-
olution of a finitely generated A-module M of finite projective
dimension, then H0(E) = EndA(M). Moreover, E usually has
non-zero homology in both positive and negative degrees.

For any a ∈ A we have a chain map L
a·−→ L which is just

multiplication by a, and as such it is an element in the zero com-
ponent of E , that is, an element in E0 = HomA(L,L)0. Thus,
there is a canonical morphism of DGAs

A
ψ−→ E , a �−→ (L

a·−→ L),
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where A is viewed as a DGA concentrated in degree zero. By
[6, lem. (3.8)] it is a finite Gorenstein morphism

(6.14) Ascent-Descent theorems. Now a natural question presents
itself: How does the Gorenstein property for a noetherian local commu-
tative ring A effect the Gorenstein property for the Koszul complex K(aaa)
and the endomorphism DGA E?

The answer is very simple and beautiful, and provided in the next two
theorems.

(6.15) Ascent-Descent: Koszul complex ([6, thm. (3.4)]). Let A be
a noetherian commutative local ring, let aaa = (a1, . . . , an) be a sequence
of elements in A’s maximal ideal, and let K(aaa) be the Koszul complex on
aaa. Then

A is a Gorenstein ring ⇔ K(aaa) is a Gorenstein DGA.

(6.16) Ascent-Descent: Endomorphism DGA ([6, thm. (3.9)]).
Let A be a noetherian commutative local ring, let L be a bounded com-
plex of finitely generated projective A-modules with H(L) �= 0, and let
E = HomA(L,L) be the endomorphism DGA of L. Then

A is a Gorenstein ring ⇔ E is a Gorenstein DGA.
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7. Dualizing DG-modules for Differential Graded

Algebras

(7.1) Infrastructure. This paper is connected to the following papers:

Primary

• [6] Gorenstein Differential Graded Algebras.
• [8] Dualizing DG modules and Gorenstein DG Algebras.

Secondary

• [9] Homological Identities for Differential Graded Algebras.
• [10] Homological Identities for Differential Graded Algebras, II.

(7.2) Setup. Throughout this section, R will denote a DGA for which
H0(R) is a noetherian ring.

(7.3) When R is not a Gorenstein DGA. Recall from section 6 that
when R is Gorenstein, R itself is a good dualizing object meaning that
there are quasi-inverse contravariant equivalences of categories,

fin(R)
RHomR(−,R)

��
fin(Ropp).

RHomRopp (−,R)
��

Now a natural question presents itself: what if R is not Gorenstein?
In this case we may ask for something weaker: a DG-R-left-R-right-

module D with duality properties resembling the ones of a Gorenstein
DGA.

We call such modules D for dualizing DG-modules; they are defined in
definition (7.5).

(7.4) Generalized Foxby equivalence. A priori, a dualizing DG-module
D must yield quasi-inverse contravariant equivalences of categories,

fin(R)
RHomR(−,D)

��
fin(Ropp).

RHomRopp (−,D)
��

But this is not all.
Recall the generalized Foxby equivalence from section 4; having D we

also have quasi-inverse covariant equivalences of categories,

AD(R)
D

L⊗R− �� BD(R).
RHomR(D,−)

��

In order to get a good definition of dualizing DG-modules, we will place
further conditions on D ensuring that its corresponding Foxby equiva-
lence is rigid (this statement will be made precise in what follows).
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Let us end this paragraph and review the definition of a dualizing
DG-module.

(7.5) Dualizing DG-modules ([7, def. (1.1)]). Let RDR be a DG-R-
left-R-right-module. We call RDR a weak dualizing DG-module for R if
it satisfies:

[D1] There are quasi-isomorphisms of DG-R-left-R-right-modules

P
�−→ D and D

�−→ I such that RP and PR are K-projective
and RI and IR are K-injective.

[D2] The following canonical morphisms in the derived category of
DG-R-left-R-right-modules are isomorphisms,

R
ρ−→ RHomR(D,D),

R
ρopp−→ RHomRopp(D,D).

[D3] For M ∈ fin(R) and N ∈ fin(Ropp) and RLR equal to either RRR

or RDR, the following evaluation morphisms are isomorphisms:

RHomRopp(L,D)
L⊗R M −→ RHomRopp(RHomR(M,L), D),

N
L⊗R RHomR(L,D) −→ RHomR(RHomRopp(N,L), D).

We call D a dualizing DG-module for R if it also satisfies:
[D4] The functor RHomR(−, D) maps fin(R) to fin(Ropp), and the func-

tor RHomRopp(−, D) maps fin(Ropp) to fin(R).

(7.6) Finite injective dimension. Again (as in (6.6)), conditions [D3]
and [D4] is a (moral) way of saying thatD “is of finite injective dimension
over R”. This statement is still not well-defined!

(7.7) Dualizing DG-modules and Gorensteinness. Note that R is
a Gorenstein DGA when and only when RRR is a dualizing DG-module
for R; completely analogous to classical ring theory.

(7.8) Weak dualizing complexes. Suppose A is a noetherian local
commutative ring admitting a dualizing complex D. If a is an ideal in
A, then RΓa(D) is a weak dualizing DG-module for A viewed as a DGA
concentrated in degree zero. These objects was key in section 5.

(7.9) Dualizing complexes and dualizing DG-modules. Suppose A
is a noetherian ring. Over such one may speak of dualizing complexes,
see [45, def. 1.1].

If one should take our definition of dualizing DG-modules seriously, we
must show that D is a dualizing DG-module for A when viewed a DGA
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concentrated in degree zero if and only if D is a dualizing complex for
the ring A. Here are two such results.

(7.10) Theorem ([7, thm. (1.7)]). Let A be a noetherian commutative
ring of finite finitistic flat dimension (or equivalently finite finitistic in-
jective dimension), and let D ∈ D(A). Then D is a dualizing DG-module
for A, viewed as a DGA concentrated in degree zero, if and only if D is
a dualizing complex for the ring A.

(7.11) Theorem ([7, thm. (1.9)]). Let A be a noetherian semi-local PI
algebra over the field k, and let D be an object in D(A⊗k Aopp). Then
D is a dualizing DG-module for A, viewed as a DGA concentrated in
degree zero, if and only if D is a dualizing complex for the algebra A.

(7.12) A rigid Foxby equivalence. Let us now return to the general-
ized Foxby equivalence one may consider when having a dualizing DG-
module. It turns out that this instance of generalized Foxby equivalence
displays additional rigidity. In order to qualify this statement we will
need some notation.

(7.13) A hierarchy of Auslander and Bass classes ([7, def. (2.3)]).
Suppose D is a weak dualizing DG-module for R, and consider the cor-
responding Auslander and Bass classes AD(R) and BD(R).

We will cut these full triangulated subcategories of D(R) appropriately
down. Define the finite Auslander and Bass classes as

Af
D(R) =

{
X ∈ A(R)

∣∣∣∣∣ X ∈ fin(R) and

D
L⊗R X ∈ fin(R)

}
and

Bf
D(R) =

{
Y ∈ B(R)

∣∣∣∣ Y ∈ fin(R) and
RHomR(D, Y ) ∈ fin(R)

}
.

There are of course corresponding definitions for (finite) Auslander and
Bass classes of DG-R-right-modules, denoted AD(Ropp) and Af

D(Ropp),
and BD(Ropp) and Bf

D(Ropp).
We can now formulate our first rigidity result.

(7.14) (Finite) Foxby equivalence part I ([7, thm. (2.4)]). Let D
be a weak dualizing DG-module for R. Then there are the following
quasi-inverse equivalences,

Af
D(R)

D
L⊗R− �� Bf

D(R).
RHomR(D,−)

��

There are of course corresponding quasi-inverse equivalences between
Af
D(Ropp) and Bf

D(Ropp).
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(7.15) The condition [Grade] ([7, def. (2.5)]). Suppose that D is a

dualizing DG-module for R, and that M
µ−→ N is a morphism in fin(R).

What condition imposed on R will ensure that

D
L⊗R µ is an isomorphism or

RHomR(D,µ) is an isomorphism

}
⇒ µ is an isomorphism?

Of course we could ask the same question for a morphisms in fin(Ropp).
It turns out that the following condition imposed on R will do the

trick.
We say that R satisfies [Grade] if the following hold:

• M ∈ fin(R) and H(M) �= 0 =⇒ H(RHomR(M,R)) �= 0 and
• N ∈ fin(Ropp) and H(N) �= 0 =⇒ H(RHomRopp(N,R)) �= 0.

The reason why we call this condition [Grade] comes from the following
fact: if R is just a ring satisfying [Grade], then for M ∈ fin(R), the
number

− sup{ i | Hi(RHomR(M,R)) �= 0 },
also known as the gradeR(M), is not ∞, provided H(M) �= 0.

Next, let us list DGAs which satisfy [Grade].
Let A be a noetherian local commutative ring and let B be a non-

commutative noetherian local PI algebra over a field (see [39]). The
following DGAs satisfy [Grade]:

• The ring A viewed as a DGA concentrated in degree zero.

• The algebra B viewed as a DGA concentrated in degree zero.

• The Koszul complex K(aaa) on a sequence aaa = (a1, . . . , an) of ele-
ments in the maximal ideal of A.

• The endomorphism DGA E = HomA(L,L), where L is a bounded
complex of finitely generated projective A-modules which is not
exact.

The functors D
L⊗R − and RHomR(D,−) ability to detect isomor-

phisms in fin is central in the proof of our second rigidity result.

(7.16) (Finite) Foxby equivalence part II ([7, thm. (2.8)]). Let R
satisfy [Grade] and let D be a dualizing DG-module for R. Then

• X ∈ fin(R) and

D
L⊗R X ∈ Bf(R)

}
⇒ X ∈ Af(R).

• Y ∈ fin(R) and
RHomR(D, Y ) ∈ Af(R)

}
⇒ Y ∈ Bf(R).

There are of course corresponding results for DG-R-right-modules.
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(7.17) Maximality. Suppose A is a noetherian local commutative ring
admitting a dualizing complex.

In [16], (see also The parameterized Gorenstein theorem (5.7)) one can
find theorems characterizing Gorenstein rings in terms of the maximal
size for the Auslander and Bass classes.

In the presence of a dualizing DG-module, generalized Foxby equiva-
lence displays the same feature; it can detect Gorenstein DGAs in terms
of the maximality of AD(R) and BD(R).

Note, from (7.13) that we have full embeddings of categories

•
{
Af
D(R) ⊆ fin(R) and

Af
D(Ropp) ⊆ fin(Ropp).

•
{
Bf
D(R) ⊆ fin(R) and

Bf
D(Ropp) ⊆ fin(Ropp),

showing that the maximal possible size of either of the classes Af
D, and

Bf
D is fin. We end this section by stating a theorem which characterizes

the DGAs for which this maximal size is attained.

(7.18) Gorenstein Theorem ([7, thm. (2.9)]). Let R be a DGA sat-
isfying [Grade] and [G1]. Moreover, let D be a dualizing DG-module for
R. The following conditions are equivalent:

(i) R is a Gorenstein DGA (i.e., [G2] and [G3] hold).

(ii)

{
Af
D(R) = fin(R) and

Af
D(Ropp) = fin(Ropp).

(iii)

{
Bf
D(R) = fin(R) and

Bf
D(Ropp) = fin(Ropp).
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8. Dualizing DG modules and Gorenstein DG Algebras

(8.1) Infrastructure. This paper is connected to the following papers:

Primary

• [6] Gorenstein Differential Graded Algebras.
• [7] Dualizing DG-modules for Differential Graded Algebras.

Secondary

• [9] Homological Identities for Differential Graded Algebras.
• [10]Homological Identities for Differential Graded Algebras, II.

(8.2) Setup. Throughout this section, A denotes a noetherian commu-
tative ring, and R a DGA.

(8.3) Existence of dualizing DG-modules. In section 7 we defined
dualizing DG-modules (see definition (7.5)). However, we did not address
the following obvious question: When do dualizing DG-modules exist?

In this section we will make up for this. We will provide examples of
DGAs which admit dualizing DG-modules. In search of these examples
the following trick is paramount.

(8.4) Coinduction. Suppose we have the following data:

• C ∈ D(A) is a dualizing complex for A

• A ϕ−→ R is a morphism of DGAs which has image inside the
center of R (see paragraph (B.5)).
• As an A-complex R is bounded with finitely generated homology

(that is, R ∈ fin(A)).

Define D to be the coinduced object of C over R, that is, let

RDR = HomA(A,RRR, AC) ∼= RHomA(A,RRR, AC).

(8.5) Proposition ([8, prop. 2.5]). Let A, R and C be as above. Sup-
pose the following conditions hold for the coinduced object

D = RHomA(R,C).

(1) The following canonical morphism is an isomorphism in the de-
rived category of DG-R-left-R-right-modules,

RHomA(C,C)
L⊗A R −→ RHomA(RHomA(R,C), C).



COHEN-MACAULAY LOCAL RINGS AND GORENSTEIN DGAs 49

(2) For M ∈ fin(R) and N ∈ fin(Ropp), the following evaluation mor-
phisms are isomorphisms in D(R) and D(Ropp),

RHomA(C,C)
L⊗A (D

L⊗R M) −→ RHomA(RHomA(D
L⊗R M,C), C),

(N
L⊗R D)

L⊗A RHomA(C,C) −→ RHomA(RHomA(N
L⊗R D,C), C).

(3) There is a quasi-isomorphism of DG-R-left-R-right modules P
�−→

D where RP and PR are K-projective.

Then D is a dualizing DG-module for R.

(8.6) DGAs admitting dualizing modules. With this result we can
prove the following collection of theorems and one proposition.

(8.7) Theorem. Let A be a noetherian commutative ring admitting a
dualizing complex. The the following statements hold:

(1) The Koszul complex K(aaa) on each finite set of elements aaa in A
admits a dualizing DG-module ([8, thm. 2.1]).

(2) For each bounded complex of finitely generated projectives, P ,
with H(P ) �= 0, the endomorphism DGA E = HomA(P, P ) admits
a dualizing DG-module ([8, thm. 2.3]).

(3) Suppose that A is local and that ϕ : A′ −→ A is a local homo-
morphism of finite flat dimension. The DG-fibre of ϕ (see [12,
(3.7)]) admits a dualizing DG-module ([8, thm. 2.2]).

(4) Let G be a topological monoid. Suppose that the singular ho-
mology of G with coefficients in A is finitely generated over A.
Then the chain DGA C∗(G;A) admits a dualizing DG-module
([8, thm. 2.4]).

(5) Let X be simply connected topological space. Suppose the co-
homology of X with coefficients in a field k is finitely generated
over k. Then the cochain DGA C∗(X; k) admits a dualizing DG-
module ([8, prop. 5.2]).

(8.8) Local DGAs. Suppose R is a commutative DGA (see paragraph
(B.5)). We call it local if it also satisfy the following conditions:

• Ri = 0 for i < 0 (that is, R is a chain DGA).
• R0 is noetherian.
• H0(R) is local with residue class field k and each Hi(R) is finitely

generated over H0(R).

Note that k may be viewed as an DG-R-left-R-right-module.
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A DG-R-left-R-right-moduleM is called balanced if rm = (−1)|r||m|mr
for elements r ∈ R and m ∈ M , that is, its left and right structures
determine each other.

We can now formulate an existence result which is a DG-analogue of
[30, V.3.4].

(8.9) Theorem ([8, thm. 3.1]). Let R ∈ fin(R) be a commutative local
DGA, let D be a balanced DG-R-module, and let n ∈ Z. The following
conditions are equivalent.

(i) D is a dualizing DG-module for R.
(ii) D ∈ fin(R) and RHomR(k,D) ∼= Σnk.

(8.10) Uniqueness. When A is a noetherian local commutative ring any
pair of balanced dualizing complexes are isomorphic up to suspension (see
[30, chap. 5]). Here is a DG-analogue of this result (which contains the
previous theorem, if R admits a balanced dualizing DG-module).

(8.11) Theorem ([8, thm. 3.2]). Let R ∈ fin(R) be a commutative
local DGA, let D and E be balanced dualizing DG-R-modules, and let
n, r ∈ Z. The following conditions are equivalent.

(i) E ∼= ΣnDr.
(ii) RHomR(k, E) ∼= Σnkr.

In particular, if E is a balanced dualizing DG-module, then it is isomor-
phic to an appropriate suspension of D.

(8.12) Gorenstein DGAs. Again, when R is a commutative local DGA
(not necessarily with the property R ∈ fin(R)) we have

RHomR(k,R) ∼= Σnk

for some n ∈ Z if it is Gorenstein (see [8, prop. 3.3.(a)]).
For a commutative local DGA with R ∈ fin(R), Avramov and Foxby

defined it to be Gorenstein if

RHomR(k,R) ∼= Σnk

for some n ∈ Z (see [6]).
Thus, when restricting to commutative local DGAs for which R ∈

fin(R), the class of Gorenstein DGAs (in the sense of definition (6.5))
could be smaller than the class of Gorenstein DGAs (in the sense of
Avramov and Foxby). However, the two a priori different Gorenstein
notions turn out to be equivalent on the above class. Here is the result.

(8.13) Theorem ([8, thm. 4.3]). Let R a commutative local DGA for
which R ∈ fin(R), and let n ∈ Z. The following conditions are equivalent.

(i) R is Gorenstein.
(ii) RHomR(k,R) ∼= Σnk.
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(8.14) Cochain DGAs. Suppose R is a DGA and let k be a field. We
call R a cochain DGA if it satisfy the following conditions:

• Ri = 0 for i < 0 (that is, R is a cochain DGA).
• R0 = k and R1 = 0.
• dimk H(R) <∞.

Note, that k can be viewed in a canonical way as a DG-R-left-R-right-
module concentrated in degree zero. Next, we presents two results inves-
tigating the Gorenstein property of such DGAs.

(8.15) Dualizing DG-module. It turns out that our cochain DGAs
always admits a dualizing DG-module.

(8.16) Proposition ([8, prop. 5.2]). Let R be a cochain DGA. Then

D = Homk(R, k) = RHomk(R, k)

is a dualizing DG-module for R.

(8.17) Theorem ([8, thm. 5.3]). Let R be a cochain DGA such that
H(R) is commutative. If

RHomR(k,R) ∼= Σnk

for some n ∈ Z, then R is Gorenstein.

(8.18) Theorem ([8, thm. 5.4]). Let R be a commutative cochain
DGA. If R is Gorenstein, then

RHomR(k,R) ∼= Σnk

for some n ∈ Z.

(8.19) Gorenstein topological spaces. Suppose X is a topological
space and let k be a field. By C∗(X, k) we denote the complex of cochains
on X with coefficients in k. This complex is equipped with a multiplica-
tion which is defined by the so-called Alexander-Whitney map making it
into a cochain DGA (see [12]). Félix, Halperin, and Thomas defines the
topological space X to be Gorenstein at k if

RHomC∗(X;k)(k,C
∗(X; k)) ∼= Σnk,

for some n ∈ Z (see [19]). Applying theorems (8.17) and (8.18) we get
a result which ties the notion of Gorenstein topological spaces together
with Gorenstein DGAs (in the sense of (6.5)).

(8.20) Theorem ([8, thm. 5.6]). Suppose X is a simply connected
topological space such that H∗(X; k) is finitely generated over k. If X
is Gorenstein at k, then the DGA C∗(X; k) is Gorenstein. The converse
holds if the characteristic of k is zero.
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9. Homological Identities for Differential Graded

Algebras

(9.1) Infrastructure. This paper is connected to the following papers:

Primary

• [10] Homological Identities for Differential Graded Algebras, II.
• [7] Dualizing DG-modules for Differential Graded Algebras.
• [8] Dualizing DG modules and Gorenstein DG Algebras.

Secondary

• [2] Restricted Homological Dimensions and Cohen-Macaulayness.

(9.2) Setup. Throughout this section, R will denote a DGA satisfying:

• Ri = 0 for i < 0 (that is, R is a chain DGA).
• H0(R) is a noetherian ring which is local in the sense that it has

a unique maximal two sided ideal J such that H0(R)/J is a skew
field.
• RR ∈ fin(R) and RR ∈ fin(Ropp).

We denote the skew field H0(R)/J by k.
Note that k can be viewed in a canonical way as a DG-R-left-R-right-

module concentrated in degree zero.

(9.3) Imposed conditions on the dualizing DG-module. In section
7 we encountered dualizing DG-modules.

Throughout, we will assume that R admits a dualizing DG-module D
with the property

RHomR(Rk, RDR) ∼= kR and RHomRopp(kR, RDR) ∼= Rk.

When R is just a noetherian local commutative ring admitting a dualizing
complex D, then by [7, thm. (1.7)] D is a dualizing DG-module for R
viewed as a DGA concentrated in degree zero, and as such it (or an
appropriate suspension of D) meets the above requirements (see [30,
prop. V.3.4]).

But there are other natural DGAs which satisfy the requirements in
question. Let us end this paragraph by listing the ones we know:

• The DG-fibre F (α′), where A′ α′−→ A is a local ring homomor-
phism of finite flat dimension between noetherian local commu-
tative rings A′ and A, and where A admits a dualizing complex.

• The Koszul complex K(aaa), where aaa = (a1, . . . , an) is a sequence
of elements in the maximal ideal of the noetherian local commu-
tative ring A, and where A again admits dualizing complex.
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• The chain DGA C∗(G; k) where k is a field and G is a path
connected topological monoid with dimk H∗(G; k) < ∞ (see [20,
chap. 8]).

(9.4) Dualizing complexes and homological identities. It is well-
documented that the theory of dualizing complexes in ring theory pro-
vides very slick proofs for (at least) the following important results from
homological algebra:

• The Auslander-Buchsbaum Formula.
• The Bass Formula.
• The No Holes theorem.

See [4, thm. 3.7], [13, lem. (3.3)], [21, thm. (1.1)], [25], [37, thm. 2]), [41,
thm. 0.3], and [42, thm. 1.1].

It is therefore natural to suspect that dualizing DG-modules ultimately
will provide means which will enable us to generalize the above results
to the realm of DGAs. That this is indeed the case will be demonstrated
in this and the next section.

(9.5) Dagger Duality ([9, (0.3)]). Let us here introduce some new
notation. Suppose D is a dualizing DG-module for R.

For any DG-R-left-module M and any DG-R-right-module N we may
define the dagger duals (with respect to D) as,

M † = RHomR(M,D) and N † = RHomRopp(N,D).

Since we only consider one particular D, we will henceforth suppress it
from our notation.

Dagger duality will denote the pair of quasi-inverse contravariant equiv-
alences of categories between fin(R) and fin(Ropp),

fin(R)
(−)†

��
fin(Ropp),

(−)†
��

see also paragraph (7.4). Note the slight abuse of notation in that (−)†

denotes two different functors.
The duality displays the following feature: for M,N ∈ fin(R) we have

RHomRopp(N †,M †) = RHomR(M,N)

The name “dagger duality” is due to Foxby; it plays a central role in the
proofs of the results presented here.

(9.6) Semi-free resolutions. The semi-free resolutions also act as a
central ingredient in [9].

Let us here review some important facts:
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• Suppose M is a DG-R-left-module with H(M) bounded to the
right and each Hi(M) finitely generated as an H0(R)-module. Set
v = inf{i | Hi(M) �= 0}.
• We can construct a minimal semi-free resolution F

�−→M which
has a semi-free filtration with quotients as indicated,

Σv+1Rγ0 Σv+2Rγ1 · · ·

0

��
��

�� �������

⊆ F (0)

������� ��
��

��
�

⊆ L(0)

��
��

��
� �������

⊆ F (1)

������� ��
��

��
�

⊆ L(1) ⊆ · · · ⊆ F

ΣvRδ0 Σv+1Rδ1 · · · ,
where all γj and δj are finite. We choose to present the above
diagram in order to emphasize the analogy to semi-free resolutions
considered in the next section (see paragraph (10.6)).
• We can write F � as

F � ∼=
∐
v≤j

Σj(R�)βj .

where each βj is finite.

Minimality of F means that the differential ∂F maps into mF , where
m is the DG-ideal

· · · −→ R2 −→ R1 −→ J −→ 0 −→ · · · .
As consequence, HomR(F, k) and k⊗RF have vanishing differentials. See
[3, prop. 2], [10], and [19, lem. (A.3)(iii)].

(9.7) Definition ([9, def. (1.1)]). For a DG-R-left-module M , we de-
fine the k-projective dimension, the k-injective dimension, and the depth
as

k.pdRM = − inf{ i | Hi(RHomR(M, k)) �= 0 },
k.idRM = − inf{ i | Hi(RHomR(k,M)) �= 0 },

depthRM = − sup{ i | Hi(RHomR(k,M)) �= 0 }.

(9.8) Observation ([9, (1.2)]). When M ∈ fin(R) and employing min-
imal resolutions we see that

k.pdRM = sup{ i | Hi(k
L⊗R M) �= 0 }.

(9.9) Definition. For a DG-R-left-module M , we define the j’th Bass
number as

µjR(M) = dimk H−j(RHomR(k,M)).

(Note that µjR(M) may well equal +∞.)
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(9.10) A pivot result. In order to prove the three main result of this
section we need the following central result.

(9.11) Proposition ([9, prop. (1.8)]). Let M and N be DG-R-left-
modules with H(M) and H(N) bounded to the right, and each Hi(M)
and each Hi(N) finitely generated as an H0(R)-module. Suppose that
k.pdRM is finite. Then

inf{ i | Hi(RHomR(M,N)) �= 0 } = −k.pdRM + inf{ i | Hi(N) �= 0 }.

(9.12) Homological identities for chain DGAs. Let us now list our
three main results. As stated in paragraph (9.10) their proofs hinge on
proposition (9.11).

It should be noted that when specializing the DGA R to an ordinary
noetherian local commutative ring, the classical Auslander-Buchsbaum
Formula, the classical Bass Formula, and the classical No-Holes Theorem
reemerge (see [9, (3.3)]).

(9.13) The Auslander-Buchsbaum Formula ([9, thm. (2.3)]). Let
M be in fin(R) and suppose that k.pdRM is finite. Then

k.pdRM + depthRM = depthRR.

(9.14) The Bass Formula ([9, thm. (2.4)]). Let N be in fin(R) and
suppose that k.idRN is finite. Then

k.idRN + inf{ i | Hi(N) �= 0 } = depthRR.

(9.15) Chain Gorenstein DGAs. Suppose M ∈ fin(R) have finite k-
projective and k-injective dimension. It is reasonable to conjecture that
R in this case must be a Gorenstein DGA.

(9.16) Gap Theorem ([9, thm. (2.5)]). Let M be in fin(R) and let
g ∈ Z satisfy g > ampR. Assume that the sequence of Bass numbers of
M has a gap of length g, in the sense that there exists 	 ∈ Z such that

• µ	R(M) �= 0.

• µ	+1
R (M) = · · · = µ	+gR (M) = 0.

• µ	+g+1
R (M) �= 0.

Then we have

ampM ≥ g + 1.

(9.17) Gaps in Bass series of DGAs. As indicated in the above the-
orem we say that the sequence of Bass numbers of a DG-R-left-module
M has a gap of length g if there exists an 	 with

• µ	R(M) �= 0,

• µ	+1
R (M) = · · · = µ	+gR (M) = 0,
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• µ	+g+1
R (M) �= 0.

Avramov and Foxby defines the Bass series of M as

IM(t) =
∑
n

µnR(M)tn,

and defines the gap of IM(t) by

gap IM (t) = sup

{
g

∣∣∣∣ the sequence of Bass numbers
of M has a gap of length g

}
.

(see [6, sec. 3]). Avramov and Foxby now pose the following question
(see [6, question (3.10)]): is the gap in the Bass series for R always less
or equal the amplitude of R?

We see that the above theorem answers this in the affirmative (see
[9, (3.1)]).

(9.18) A topological application. Since the chain DGA C∗(G; k) of a
path connected topological monoid G taking coefficients in a field k is
an example of the DGAs we consider in this section, it would not be a
complete surprise if our general homological results on these DGAs could
provide information on topological setups. Here is one such result.

(9.19) G-Serre-fibrations ([9, (3.2)]). Let G and k be as above, and
let

G −→ P
p−→ X

be a G-Serre-fibration (see [20, chap. 2]). Suppose that the homology of
G, P , and X (with coefficients in k) are finitely dimensional over k.

It follows that C∗(P ; k) sits inside fin(C∗(G; k)), and it turns out that
the k-projective dimension of C∗(P ; k) equals sup{ i | Hi(X; k) �= 0 }
which is finite by assumption.

Evoking the Auslander-Buchsbaum Formula (9.13) we get

sup{ i | Hi(P ; k) �= 0 } = sup{ i | Hi(G; k) �= 0 }+ sup{ i | Hi(X; k) �= 0 },
yielding that the homological dimension is additive onG-Serre-fibrations;
this results is usually obtained using the Serre spectral sequence associ-
ated to the fibration in question.
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10. Homological Identities for Differential Graded

Algebras, II

(10.1) Infrastructure. This paper is connected to the following papers:

Primary

• [9] Homological Identities for Differential Graded Algebras.
• [7] Dualizing DG-modules for Differential Graded Algebras.
• [8] Dualizing DG modules and Gorenstein DG Algebras.

Secondary

• [2] Restricted Homological Dimensions and Cohen-Macaulayness.

(10.2) Setup. Throughout this section, k will denote a field and R a
DGA over k satisfying:

• Ri = 0 for i < 0 (that is, R is a cochain DGA).
• R0 = k and R1 = 0.
• dimk H(R) <∞.

Note that k can be viewed in a canonical way as a DG-R-left-R-right-
module concentrated in degree zero.

(10.3) Comment. This section is a direct counterpart to the previous
one (see also paragraph (10.9)) .

(10.4) A particular simple dualizing DG-module. From section 8
we know that

D = RHomk(R, k) ∼= Homk(R, k)

is a dualizing DG-module for R. Thus, reading paragraph (9.5) we see,
using adjointness, that dagger duality simply implodes into dualization
with respect to the field k.

(10.5) Duality. For any DG-R-left-module M and any DG-R-right-mo-
dule N we may define the k-duals

M ′ = RHomk(R,kMk, k) and N ′ = RHomk(kNR,k, k).

There is now a pair of quasi-inverse contravariant equivalences of cate-
gories between G(R) and G(Ropp), where G(R) denotes the category of
DG-R-left-modules for which H(M) is finite dimensional over k,

G(R)
(−)′

��
G(Ropp).

(−)′
��
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Note that when M and N are DG-R-left-modules with H(M) and H(N)
finite dimensional over k we have

RHomRopp(N ′,M ′) ∼= RHomR(M,N),

see also paragraph (9.5). Moreover, the following feature is also handy,

inf{ i | Hi(M ′) �= 0 } = − sup{ i | Hi(M) �= 0 }.

(10.6) Semi-free resolutions ([10, thm. (A.2)]). Again, semi-free
resolutions act as a central ingredient in [10].

Let us here review some important facts:

• SupposeM is a DG-R-left-module with H(M) non-zero and bounded
to the left, and each Hi(M) finite dimensional over k. Set u =
inf{ i | Hi(M) �= 0 }.
• We can construct a minimal semi-free resolution F

�−→M which
has a semi-free filtration with quotients as indicated,

Σ−u−1Rδ1 Σ−u−2Rδ2 · · ·

0

��
��

�� �������

⊆ F (0)

������� ��
��

��
�

⊆ L(0)

��
��

�� �������

⊆ F (1)

������� ��
��

��
�

⊆ L(1) ⊆ · · · ⊆ F

Σ−uRγ0 Σ−uRγ1 · · · ,
where γj and δj are finite.
• We can write F � as

F � ∼=
∐
j≤−u

Σj(R�)βj ,

where each βj is finite .
• If the filtration terminates, then there exists a semi-split (that

is, the sequence is split after applying (−)�) exact sequence of
DG-R-left-modules

0→ P −→ F −→ ΣwRα → 0

with α �= 0, with P being K-projective, and with

P � ∼=
∐
w≤j

Σj(R�)εj .

(10.7) Definition ([10, def. (1.1)]). For a DG-R-left-module M , we
define width and depth by

widthRM = − sup{ i | Hi(k
L⊗R M) �= 0 },

depthRM = inf{ i | Hi(RHomR(k,M)) �= 0 }.
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(10.8) Definition. For a DG-R-left-module M , we define the j’th Bass
number as

µj(M) = dimk Hj(RHomR(k,M)).

(Note that µj(M) may well equal +∞.)

(10.9) A dictionary between invariants. The so-called looking glass
principle formulated by Avramov and Halperin (see [12]) tells us that
there exists a deep symmetry between chain and cochain DGAs. Morally
speaking, it tells us that a result in the world of chain DGAs should
have a mirror version in the world of cochain DGAs. Indeed, the results
presented here on cochain DGAs are a direct consequence of the looking
glass principle; they all are mirror versions of the results from the previous
section. However, the symmetry is not automatic, that is, symmetric
statements need not have symmetric proofs.

This “defect” is very distinct in the two non-symmetric proofs of the
two symmetric propositions (9.11) and (10.11).

As a chain DGA, S, may be visualized as

· · · −→ Sn −→ · · · −→ S1 −→ S0 −→ 0 −→ · · · −→ 0 −→ · · ·
and a cochain DGA, R, as

· · · −→ 0 −→ · · · −→ 0 −→ k −→ 0 −→ R2 −→ R3 −→ · · ·
we can formulate the following dictionary between invariants for chain
and cochain DGAs.

Homological invariants Cohomological invariants

inf{ i | Hi(M) �= 0 } inf{ i | Hi(N) �= 0 }
ampM ampN

k.pdSM −widthRN

k.idSM − depthRN

depthSM − sup{ i | Hi(N) �= 0 }

(10.10) A pivot result. As in (9.10), we need the following proposition
in order to prove the three main result of this section.

(10.11) Proposition ([10, prop. (1.6)]). Let M and N be DG-R-left-
modules with H(M) and H(N) bounded to the left. Suppose that each
Hi(M) is finite dimensional over k, and that widthRM is finite. Then

inf{ i | Hi(RHomR(M,N)) �= 0 } = widthRM + inf{ i | Hi(N) �= 0 }.
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(10.12) Homological identities for cochain DGAs. Let us now list
our three main results.

(10.13) Cochain Auslander-Buchsbaum Formula ([10, thm. (2.1)]).
Let M be a DG-R-left-module with H(M) finite dimensional over k, and
suppose that widthRM is finite. Then

widthRM + sup{ i | Hi(M) �= 0 } = sup{ i | Hi(R) �= 0 }.

(10.14) Cochain Bass Formula ([10, thm. (2.2)]). Let N be a DG-
R-left-module with H(N) finite dimensional over k, and suppose that
depthRN is finite. Then

depthRN − inf{ i | Hi(N) �= 0 } = sup{ i | Hi(R) �= 0 }.

(10.15) Cochain Gorenstein DGAs. Suppose M is a DG-R-left-mo-
dule with H(M) finitely generated over k with finite depth and width.
It is reasonable to conjecture that R in this case must be a Gorenstein
DGA (see paragraph (9.15)).

(10.16) Cochain Gap Theorem ([10, thm. (2.3)]). Let M be a DG-
R-left-module with H(M) finite dimensional over k, and let g be an
integer satisfying g > sup{ i | Hi(R) �= 0 }. Assume that the sequence of
Bass numbers of M has a gap of length g, in the sense that there exists
an integer 	 such that

• µ	(M) �= 0.
• µ	+1(M) = · · · = µ	+g(M) = 0.
• µ	+g+1(M) �= 0.

Then we have

ampM ≥ g + 1.

(10.17) A topological application. Here is a result which is parallel
to the application in paragraph (9.19). We consider the cochain DGA
C∗(Y ; k) of a simply connected topological space Y taking coefficients in
a field k.

(10.18) Fibrations of topological spaces ([10, (3.2)]). Let Y and k
be as above, and let

F −→ X
p−→ Y

be a fibration (see [20, chap. 2]). Suppose that the cohomology of F , X,
and Y (with coefficients in k) are finite dimensional over k.

As Y is simply connected and its cohomology is finite dimensional over
k, we may, and will, interchange C∗(Y ; k) with an equivalent cochain
DGA, R, which satisfies the condition from setup (10.2).
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Note that H(C∗(X; k)) = H∗(X; k) which is finite dimensional by as-
sumption, and it turns out that the width of the DG-C∗(Y ; k)-left-module
C∗(X, k) equals − sup{ i | Hi(F ; k) �= 0 } which is finite (again by as-
sumption).

Evoking the Cochain Auslander-Buchsbaum Formula (10.13) we get

sup{ i | Hi(X; k) �= 0 } = sup{ i | Hi(F ; k) �= 0 }+ sup{ i | Hi(Y ; k) �= 0 },
yielding that the cohomological dimension is additive on fibrations; this
results is usually obtained using the Eilenberg-Moore spectral sequence
associated to the fibration in question.
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Bold faced references. Recall, that references [1],...,[10] correspond
to the articles on page 2.
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QUASI COHEN–MACAULAY PROPERTIES OF LOCAL
HOMOMORPHISMS

ANDERS FRANKILD

Abstract. For a large class of local homomorphisms ϕ : R→ S,
including those of finite G–dimension studied by Avramov and
Foxby in [8], we assign a new numerical invariant called the quasi
Cohen–Macaulay defect of ϕ, and a local homomorphism is called
quasi Cohen–Macaulay if it is of finite G–dimension and has trivial
quasi Cohen–Macaulay defect. We show among other things the
following

Ascent–Descent Theorem. Let ϕ : R → S be a local homo-
morphism.

(A) If R is Cohen–Macaulay and ϕ is quasi Cohen–Macaulay,
then S is Cohen–Macaulay.

(D) If S is Cohen–Macaulay and G–dim ϕ is finite, then ϕ is
quasi Cohen–Macaulay.

If furthermore the map of spectra Spec Ŝ → Spec R̂ is surjective
one also has

(D′) If S is Cohen–Macaulay and G–dim ϕ is finite, then ϕ is
quasi Cohen–Macaulay, and R is Cohen–Macaulay.

1. Introduction

One aspect of Grothendieck’s approach to algebraic geometry and
commutative algebra is an extensive study of morphisms instead of
just objects. In EGA IV, [19], Grothendieck develops in great detail
the theory of local properties of locally Noetherian schemes and their
morphisms. Using Grothendieck’s terminology, a morphism is said to
have a given property (e.g. Cohen–Macaulay), if the morphism is flat
and its non–trivial fibers have the geometric form of the corresponding
property.

Over the last years L. L. Avramov and H.–B. Foxby have carried out
extensive studies on the ability of a local homomorphism ϕ : (R,m)→
(S, n) of finite flat dimension, to ascent a given (homological) property
of the source to that of the target, and vice versa. A crucial aspect in
their investigation is the extensive use of numerical invariants attached
to a given local homomorphism, cf. [4, 5, 8]. These invariants (e.g.
depth and dimension) measure the “size” of a local homomorphism

1991 Mathematics Subject Classification. Primary 13H10, 13D25, 14E40; Sec-
ondary 13C15.
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exactly as their ring theoretical counterparts measure the “size” of a
local ring.

In 1992 Avramov, Foxby, and B. Herzog assigned to every local ho-
momorphism ϕ : R → S an integer called the Cohen–Macaulay defect
of the homomorphism, denoted cmd ϕ, and a local homomorphism is
thus called Cohen–Macaulay if it has trivial Cohen–Macaulay defect
and is of finite flat dimension, cf. [11].

In [8] Avramov and Foxby expand their study of local homomor-
phisms by weakening the homological assumption on the maps by in-
troducing the class of local homomorphisms of finite Gorenstein di-
mension or G–dimension (if ϕ is of finite G–dimensions we use the
abbreviation G–dim ϕ <∞), which is based on M. Auslander’s theory
of G–dimension of finite modules. A key ingredient in their study is the
notion of a dualizing complex for a local homomorphism. With this new
object, they give a beautiful description of the so–called quasi Goren-
stein homomorphisms. The theory of Gorenstein homomorphisms has
been developed to a non–commutative setting by P. Jørgensen in [21];
and it should be possible to do the same with the results presented in
this text.

Inspired by the work in [8] we assign to every local homomorphism
ϕ : R → S of finite G–dimension a new numerical invariant called
the quasi Cohen–Macaulay defect of ϕ, denoted qcmd ϕ, and a local
homomorphism is said to be quasi Cohen–Macaulay if it is of finite
G–dimension and has trivial quasi Cohen–Macaulay defect. With this
new invariant we show the Ascent Theorem: If R is Cohen–Macaulay
and ϕ is quasi Cohen–Macaulay, then S is Cohen–Macaulay. Also
we show the Descent Theorem: If S is Cohen–Macaulay and ϕ is of
finite G–dimension, then ϕ is quasi Cohen–Macaulay; if a certain extra
condition is met, then R is Cohen–Macaulay too.

This paper is organized as follows: Section 3 serves as a brief in-
troduction to hyperhomological algebra. In section 4 we define the
so–called Auslander and Bass categories and some extra terminology is
introduced. Section 5 investigates how a dualizing complex for a local
homomorphism of finite G–dimension behaves under localization. The
section ends with a key technical result which is a generalized version of
a theorem due to Avramov and Foxby characterizing the (homological)
amplitude of the dualizing complex for a local homomorphism of finite
flat dimension (between rings admitting dualizing complexes). Under
the above assumptions we show that if C is the dualizing complex for
a homomorphism of finite G–dimension, one has the following

ampC = sup{mS(q)−mR(q ∩R) | q ∈ Spec S },
where mS(q) = depth Sq + dimR(S/q)− depth S for q ∈ Spec S.
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With this result we study the new invariant qcmd ϕ in section 6.
We show that for the local structure homomorphism η : Z(p) → S,
where p = char(S/n), one has qcmd η = cmd S, and that qcmd ϕ =
cmd(S/mS) when ϕ is flat. Employing a result due to Avramov and
Foxby, we show that the new invariant is identical to cmd ϕ when fd ϕ
is finite or R is Cohen–Macaulay. In general when G–dim ϕ is finite it
is shown that qcmd ϕ ≥ cmd ϕ.

Furthermore, the behavior of qcmd under composition of local ho-
momorphisms is studied: If G–dim ψ, G–dim ϕ and G–dim ϕψ1 are
finite, then

qcmd ϕ ≤ qcmd ϕψ ≤ qcmd ϕ+qcmd ψ .

In particular

qcmd ϕ ≤ cmd S ≤ qcmd ϕ+ cmdR,

and the Ascent and Descent Theorems (A) and (D) follows. It is
known, cf. [4], that R is Cohen–Macaulay, when S is Cohen–Macaulay
and ϕ is of finite flat dimension; (D′) is a partial result in this direction.

In section 7 we introduce and study the quasi Cohen–Macaulay ho-
momorphisms, and show that this class of homomorphisms is remark-
able rigid under composition and decomposition. Section 8 contains
some results on how qcmd behaves under composition when ψ : Q→ R
is of finite G–dimension and ϕ : R → S is flat. These results are im-
portant for the closing section. Section 9 is devoted to Grothendieck’s
Localization Problem for the Cohen–Macaulay property, [19, (7.5.4)]:

Let ϕ : R→ S be a flat homomorphism of local rings, and assume that for each
p ∈ Spec R the formal fiber k(p)⊗R R̂ is Cohen–Macaulay. If the closed fiber S/mS

of ϕ at the maximal ideal m of R is Cohen–Macaulay, then does each fiber k(p)⊗RS

of ϕ have the same property?

A positive answer was provided in 1994 by Avramov and Foxby, cf.
[7], and in 1998 they showed, cf. [4], that for a local homomorphism
ϕ of finite flat dimension, q ∈ Spec S and p = q ∩ R, one has the
inequality

cmd ϕq + cmd(k(q)⊗S Ŝ) ≤ cmd ϕ+ cmd(k(p)⊗R R̂),

where ϕq : Rp→ Sq is the induced local homomorphism, thereby giving
an elegant solution to the Localization Problem. We generalize this
result to homomorphisms locally of finite G–dimension, that is, ϕq is
of finite G–dimension for all q ∈ Spec S by proving

qcmd ϕq + cmd(k(q)⊗S Ŝ) ≤ qcmd ϕ+ cmd(k(p)⊗R R̂),

for q and p as above.

1It is still not known whether or not the G–dimension is transitive, cf. [8,
Remrk. (4.8)]
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3. Hyperhomological Algebra

(3.1) Comment. All results in this text are formulated and proved
within the derived category of the category of R–modules. This section
serves as a brief re cap on the vocabulary and some basic but important
results concerning this category.

(3.2) Conventions. In this text all rings are commutative, Noether-
ian and non–trivial. The symbol (R,m, k) denotes a local ring, that
is, m is the unique maximal ideal of R and k denotes the residue class
field R/m. The completion of R with respect to the m–adic topology

is denoted R̂. A ring homomorphism ϕ : R → S is said to be local if
R and S are local and ϕ(m) ⊆ n, where n denotes the maximal ideal

of S. When we consider the completion of ϕ, that is, ϕ̂ : R̂ → Ŝ, we
always think of S completed in the n–adic topology.

(3.3) Complexes. An R–complex is a sequence of R–modules Xi and
R–linear maps, called differentials, ∂Xi : Xi → Xi−1 for i ∈ Z such that
∂i−1∂i = 0. The module Xi is the module in degree i. If Xi = 0 for
i �= 0 we identify X with the module in degree 0 and a module M is
thought of as the complex 0→M → 0 concentrated in degree 0.

If m is an integer, the symbol ΣmX denotes the complex X shifted
m degrees (to the left). It is given by (ΣmX)i = Xi−m and ∂ΣmX

i =
(−1)m∂Xi−m.

To capture the position of a given complex R–complex X we in-
troduce the numbers supremum, infimum and amplitude. These are
defined by

supX = sup { i ∈ Z | Hi(X) �= 0 },
inf X = inf { i ∈ Z | Hi(X) �= 0 },

ampX = supX − infX.

By convention supX = −∞ and infX =∞ if X is homological trivial,
that is, if H(X) = 0.

A morphism α : X → Y of R–complexes is a sequence of R–linear
maps (αi : Xi → Yi)i∈Z such that ∂Yi αi − αi−1∂

X
i = 0 for i ∈ Z. A

morphism is called a quasi–isomorphism if it induces an isomorphism
in homology, that is, H(αi) : Hi(X)→ Hi(Y ) is an isomorphism for all
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i ∈ Z. We use the symbol � to indicate quasi–isomorphisms, while ∼=
is used to indicate isomorphisms of complexes (and hence modules).

(3.4) Derived Category. The derived category of R–modules is the
category of R–complexes localized with respect to the class of all quasi–
isomorphisms and is denoted D(R), cf. [27, Chap. 10]. We use the
symbol � to denote isomorphisms in D(R) and ∼ is used to denote iso-
morphisms up to shift. The first notation corresponds to the fact that
a morphism in the category of R–complexes is a quasi–isomorphism if
and only if it represents an isomorphism in the derived category.

The full subcategories D+(R),D−(R),Db(R) and D0(R) consists of
complexes X with Hi(X) = 0 for respectively i � 0, i � 0, |i| � 0
and i �= 0. The symbol Df(R) denotes the full subcategory of D(R)
consisting of complexes with Hi(X) finitely generated for every i ∈ Z.
In general we define S f(R) = S(R)∩Df(R) and S0(R) = S(R)∩D0(R)
if S(R) is a subcategory of D(R).

(3.5) Functors. The left derived functor of the tensor product functor
is denoted −⊗L

R−, and the right derived functor of the homomorphism
functor is denoted RHomR(−,−). By [26] and [3] no boundedness con-
dition are imposed on the arguments, and X ⊗L

R Y and RHomR(X, Y )
for X, Y ∈ D(R) are uniquely determined up to isomorphism in D(R)
and enjoy the usual functorial properties.

(3.6) Notation. Let X, Y ∈ D(R). For i ∈ Z we define

TorRi (X, Y ) = Hi(X ⊗L
R Y )

and

ExtiR(X, Y ) = H−i(RHomR(X, Y )).

These symbols are called the hyper Tor module, respectively, the hy-
per Ext module of the complexes X and Y . Caution: When M is a
module and Y is a complex TorRi (M,Y ) does not denote the additive
functor TorRi (M,−) applied to the complex Y ; the latter is a complex,
not necessarily a module. But for modules X and Y these definitions
coincide with the ones from classical homological algebra.

(3.7) Localization. Let p be a prime ideal of R. When X, Y ∈ D(R)
there is an isomorphism of Rp–complexes

(X ⊗L
R Y )p � Xp⊗L

Rp
Yp.

If Y ∈ D−(R) and Z ∈ Df
+(R) then one has the isomorphism of Rp–

complexes

RHomR(Z, Y )p � RHomRp(Zp, Yp).

See [3, Lem. 5.2].
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(3.8) Bounds. Let R → S be a ring homomorphism. Then the fol-
lowing hold

(a) If X ∈ Df
+(R) and X ′ ∈ Df

+(S), then X ⊗L
R X

′ ∈ Df
+(S).

Moreover, for R–complexes X ∈ D+(R) and Y ∈ D+(R) one has

(b) inf (X ⊗L
R Y ) ≥ inf X + inf Y .

If X, Y ∈ D+(R) then the last inequality is actually an equality if
and only if Hi(X) ⊗R Hj(Y ) �= 0 where i = infX and j = inf Y .
In particular, if R is local and X, Y ∈ Df

+(R), equation holds and is
known as Nakayama’s Lemma for complexes, cf. [16, Lem. 2.1(2)].

(3.9) Homological Dimensions. For X ∈ D(R) the projective,
injective and flat dimension of X is defined by, respectively,

pdRX = sup{− inf(RHomR(X,N)) |N ∈ D0(R)},
idRX = sup{− inf(RHomR(N,X)) |N ∈ D0(R)},
fdRX = sup{sup(N ⊗L

R X) |N ∈ D0(R)}.
These numerical invariants can also be defined by using suitable bounded
projective, injective and flat resolutions of X [3, Sec. 2.P, 2.I and 2.F].
The full subcategories consisting of complexes of finite projective, injec-
tive and flat dimension are denoted P(R), I(R) and F(R) respectively.

(3.10) Homological Dimensions and Bounds. Let (R,m, k) be a
local ring. Then Ff(R) = Pf(R) and the following holds for Z ∈ Df

−(R)

fdR Z = pdR Z = sup (Z ⊗L
R k).

See [3, Cor. 2.10.F].

(3.11) Canonical Morphisms. Let R → S be a ring homomor-
phism. When Y, Z ∈ D(R) andX ′, Y ′, Z ′ ∈ D(S), the following canon-
ical isomorphisms exist in D(S). First consider the associativity and
adjointness isomorphisms

(Z ⊗L
R Y

′)⊗L
S X

′ � Z ⊗L
R (Y ′ ⊗L

S X
′).(a)

RHomS(Z ⊗L
R X

′, Y ′) � RHomR(Z,RHomS(X
′, Y ′)).(b)

RHomR(Z ′ ⊗L
S X

′, Y ) � RHomS(Z
′,RHomR(X ′, Y )).(c)

Furthermore the derived tensor product is commutative, that is

X ⊗L
R Y � Y ⊗L

R X.(d)

We also consider the evaluation morphisms

ωZY ′X′ : RHomR(Z, Y ′)⊗L
S X

′ → RHomR(Z, Y ′ ⊗L
S X

′).(e)

θZX′Y ′ : Z ⊗L
R RHomS(X

′, Y ′)→ RHomS(RHomR(Z,X ′), Y ′).(f)
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In general the morphisms (e) and (f) are not isomorphisms. But under
certain extra conditions they turn out to be. The following hold for
Z ∈ Df

b(R)

ωZY ′X′ is an isomorphism when Y ′ ∈ D−(S), and X ′ ∈ F(S) or Z ∈ P(R).

θZX′Y ′ is an isomorphism when X ′ ∈ Db(S), and Y ′ ∈ I(S) or Z ∈ P(R).

See [3, Lem. 4.4] and [15, Chap. 9].

(3.12) Poincaré Series. Let (R,m, k) be a local ring. For X ∈
Df

+(R) we define

βRi (X) = rankk(TorRi (X, k)).

These numbers are called the Betti numbers of X. Note that βRi (X) is
finite and vanish for i� 0. The formal Laurent series defined by

PR
X(t) =

∑
i∈Z

βRi (X)ti

is the Poincaré series of X; it has non–negative coefficients and by
Nakayama’s Lemma and (3.10) we get the following equations for the
order and the degree of PR

X(t)

ordPR
X(t) = infX,

and
deg PR

X(t) = pdRX,

the latter might be infinite, cf. [15, (11.17)].

(3.13) Support. Let X be a R–complex. The usual (or large) support,
SuppRX, of the complex X consists of all p ∈ SpecR such that Xp is
not homological trivial. Thus

SuppRX = {p ∈ SpecR|H(Xp) �= 0}
=

⋃
i∈Z

SuppR Hi(X).

If X is a module, then SuppRX is precisely the classical support of X.

(3.14) Depth. Let R be local and let k be the residue class field. The
depth of a R–complex X is defined by

depthRX = − sup (RHomR(k,X)).

If M ∈ D0(R) we have

depthRM = inf{ i ∈ Z | ExtiR(k,M) �= 0 },
and when M is finite this agrees with the classical definition of the
depth of a module (the maximal length of a regular sequence). If
Y ∈ D−(R), then

− sup Y ≤ depthRp
Yp,
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where p ∈ SpecR (here R is not necessarily local). If Y is not homo-
logical trivial the above inequality turns out to be an equality precisely
when p ∈ AssR Hs(Y ) where s = supY . Moreover when Y ∈ Df

−(R)
the next inequality holds

depthR Y ≤ depthRp
Yp + dimR(R/p),

for all p ∈ SpecR. By [12, Lem. (3.1)] the inequality follows for finite
modules; for a complex version of this result consult [15, (13.35)].

(3.15) Krull Dimension. The dimension (or Krull dimension) of
X ∈ D(R) is defined by

dimRX = sup{ dim(R/p)− infXp | p ∈ SuppRX }.
When M ∈ D0(R) we have inf Mp = 0 for every p ∈ SuppRM , thus

dimRM = sup{ dim(R/p) | p ∈ SuppRM },
and when M is finite this again agrees with the classical definition of
the dimension of a module. Note that dimRX = −∞ precisely when X
is homological trivial, and that dimRX =∞ if infX = −∞. Moreover
if dimRR < ∞, X ∈ D+(R), and X is not homological trivial, then
the next inequalities hold

−∞ < − inf X ≤ dimRX ≤ dimR − inf X <∞,
and if p ∈ SpecR also

dimRX ≥ dimRp Xp + dim(R/p).

(3.16) Cohen–Macaulay Defect. Let R be local and let X ∈ Db(R)
and assume depthRX <∞, then

dimRX ≥ depthRX,

by [15, (16.31)]. If X ∈ Db(R) we define the Cohen–Macaulay defect
of X, denoted cmdRX, as

cmdRX = dimRX − depthRX.

Note that if p ∈ SuppRX and X ∈ Df
b(R), then the next inequality

holds

cmdRp Xp ≤ cmdRX.

If X ∈ Db(R) with depthRX < ∞, then cmdRX is non–negative.
In particular, cmdRX is non–negative, when X ∈ Df

b(R) and X is
not homological trivial. An R–complex is called a Cohen–Macaulay
complex if cmdRX = 0.

(3.17) Formal Identity. Let R→ S be a local ring homomorphism.
If X ∈ Df

+(R) and X ′ ∈ Df
+(S), then we have the next formula

PS
X⊗L

RX
′(t) = PR

X(t) PS
X′(t).
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See [8, Lem. (1.5.3)(a)].

(3.18) Flat Extensions. Let R→ S be a flat local homomorphism.
If X ∈ Df

b(R) the next useful equations hold

dimS(X ⊗R S) = dimRX + dimR(S/mS).(a)

depthS(X ⊗R S) = depthRX + depth(S/mS).(b)

cmdS(X ⊗R S) = cmdRX + cmd(S/mS).(c)

sup (X ⊗R S) = supX.(d)

inf (X ⊗R S) = inf X.(e)

amp(X ⊗R S) = ampX.(f)

For the statements (a), (b) and (c), cf. e.g., [4, Prop. p.60]. Using that
S is faithful flat over R (d), (e) and (f) are immediate.

4. Auslander and Bass Categories

(4.1) Comment. In this section we give a brief introduction to the
so–called Auslander and Bass categories. These categories furnishes
a natural environment for studying local homomorphisms of finite G–
dimension, cf. [8, Sec. 3] and [14, Sec. 4].

(4.2) Convention. Throughout the rest of this paper all rings will
be local.

(4.3) Definition. Let C ∈ D(R). We say that C is a semi–dualizing
complex (for R), cf. [14, Def. (2.1)] if

(a) C ∈ Df
b(R);

(b) The homothety–morphism χC
R

: R −→ RHomR(C,C) is an iso-
morphism.

(4.4) Comment. Note that the ring R is a semi–dualizing complex
for R.

(4.5) Definition. An R–complex D is called dualizing if D is semi–
dualizing and D ∈ I(R), cf. [20, Chap. V] or [15, Chap. 15].

(4.6) Existence. Any homomorphic image of a Gorenstein ring ad-
mits a dualizing complex. In particular, any complete ring admits a
dualizing complex, cf. [20, Chap. V].

(4.7) Uniqueness. Let D,D′ ∈ D(R) be dualizing complexes for R.
Then D and D′ are isomorphic up to shift in D(R). In particular the
number ampD is uniquely determined, and one has ampD = cmdR.
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A dualizing complex D for which supD = dimR is called a normalized
dualizing complex and is denotedDR. Note that infDR = depthR. See
[20, Thm. V.3.1 and Prop. V.2.1], [17, Prop. 3.14] and [15, (16.20)].

(4.8) Localization. If D is dualizing for R, then Dp is dualizing for
Rp for every p ∈ SpecR. Moreover the Rp–complex Σ− dim(R/p)(DR)p is
normalized, cf. [20, Chap. V] or [15, (15.17)].

(4.9) Biduality (Dagger Duality). Consider a semi–dualizing com-
plex C. If M ∈ Df

b(R) we define the dagger dual of M with respect to
C, denoted M †C , by letting

M †C = RHomR(M,C),

cf. [14, Def. (2.7)]. If C = DR is a normalized dualizing complex, the

symbol M †
R is often used to denote the dagger dual of M with respect

to DR. We will adopt this notation. By [20, Prop. V.2.1] see also
[15, (15.10)] we have the following useful canonical isomorphism: If

M ∈ Df
+(R), then M �M † †

RR.

(4.10) Auslander Categories. Assume that R admits a dualizing
complex D. The canonical morphisms

γDX : X → RHomR(D,D ⊗L
R X)

and

ιDY : D ⊗L
R RHomR(D, Y )→ Y

where X, Y ∈ Db(R), are defined by requiring commutativity of the
following diagrams. For γD

X
it is the diagram

X
γDX ��

�
��

RHomR(D,D ⊗L
R X)

R⊗L
R X �

η �� RHomR(D,D)⊗L
R X,

ωDDX

��

where η = χD
R
⊗L
R X. For ιD

Y
it is the diagram

D ⊗L
R RHomR(D, Y )

ιDY ��

θDDY
��

Y

RHomR(RHomR(D,D), Y ) �
ν �� RHomR(R,D),

�
��

where ν = RHomR(χD
R
, Y ). Next we introduce the full subcategories

of Db(R) called the Auslander and the Bass categories. The objects in
the Auslander category, denoted A(R), are specified by
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(a) X belongs to A(R) precisely when D ⊗L
R X ∈ Db(R) and the

canonical morphism γD
X

: X → RHomR(D,D ⊗L
R X) is an iso-

morphism.

The objects in the Bass category, denoted B(R), are specified by

(b) Y belongs to B(R) precisely when RHomR(D, Y ) ∈ Db(R) and
the canonical morphism ιD

M
: D ⊗L

R RHomR(D, Y ) → Y is an
isomorphism.

By (3.11)(e) and (f), we have the following natural embeddings, namely

F(R) ⊆ A(R) and I(R) ⊆ B(R).

(4.11) Factorizations. Let ϕ : R→ S be a local homomorphism. A
factorization of ϕ is a commutative diagram consisting of local homo-
morphisms

R′
ϕ′

���
��

��
��

�

R

·
ϕ

����������

ϕ
�� S

where
·
ϕ : R→ R′ is flat, while ϕ′ : R′ → S is surjective. A given factor-

ization is called regular or Gorenstein if the closed fiber R′/mR′ has the
corresponding property. A Cohen factorization is a regular factoriza-
tion in which R′ is a complete local ring. For any local homomorphism

ϕ : R → S, the composite ϕ̀ : R
ϕ→ S → Ŝ admits a Cohen factoriza-

tion, cf. [11, Thm. (1.1)]. Note that if R → R′ → S is a Gorenstein

factorization of ϕ, then R→ R̂′ → Ŝ is a Cohen factorization of ϕ̀ and

R̂→ R̂′ → Ŝ is one for ϕ̂.

(4.12) Definition. Let ϕ : R→ S be a local homomorphism. We say,
that ϕ is of finite flat dimension, fd ϕ < ∞, if S ∈ F(R), and this is

equivalent to Ŝ ∈ F(R̂), cf. [11, Lem. (3.2)]. The homomorphism ϕ

is of finite G–dimension, G–dim ϕ < ∞, if Ŝ ∈ A(R̂). The following
holds: If ϕ is of finite flat dimension, then ϕ is of finite G–dimension,
cf. [8, Sec. 4.] for details.

5. Dualizing Complexes for Local Homomorphisms

(5.1) Comment. In this section we review the so–called dualizing
complex for a local homomorphism. This object was first introduced in
[8], and was used to give a very beautiful description of quasi Gorenstein
homomorphisms. In this paper we use the dualizing complex for a local
homomorphism to define the quasi Cohen–Macaulay defect of it (see
section 6).
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(5.2) Definition. Let ϕ : R → S be a local homomorphism. A com-
plex C ∈ D(S) is called dualizing for ϕ, cf. [8, Sec. 5], if

(a) C ∈ Df
b(S);

(b) The homothety–morphism χC
S

: S → RHomS(C,C) is an iso-
morphism;

(c) DR̂ ⊗L
R̂

(C ⊗S Ŝ) ∈ I(Ŝ).

(5.3) Definition. Let ϕ : R→ S be a local homomorphism. If DR and
DS exist, we use the symbol Dϕ to denote the following S–complex

Dϕ = RHomR(DR, DS).

By convention the symbol Dϕ is only used when DR and DS exist.

(5.4) Lemma. Let ϕ be local and assume that Dϕ exists. Then the
following hold

Dϕ � (DR ⊗L
R S)†S and (Dϕ)†S � DR ⊗L

R S.

Proof. The first isomorphism is just the canonical isomorphism

RHomR(DR, DS) � RHomS(D
R ⊗L

R S,D
S).

Notice next that since DR ⊗L
R S ∈ Df

+(S), dagger duality yields

(Dϕ)†S � (DR ⊗L
R S)† †SS � DR ⊗L

R S.

Hence the proof is complete. �

(5.5) Lemma. If G–dim ϕ is finite and Dϕ exists, then

depthS D
ϕ = depthR.

Proof. Since ϕ : R→ S is local we conclude, using (3.8), that

inf (DR ⊗L
R S) = inf DR.

Thus, now applying (5.4), we construct the following chain

depthSD
ϕ = depthS(D

R ⊗L
R S)†S

(a)
= inf (DR ⊗L

R S)

= inf DR

= depthR.

Here (a) is due to [15, (16.20)]. This concludes the proof. �

(5.6) Lemma. If G–dim ϕ is finite and Dϕ exists, then the following
holds

infDϕ = depth S − depthR.
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Proof. As G–dim ϕ is finite [8, Lem. (6.2)(b)] informs us that DS ∈
B(R). Thus we have the isomorphism

DR ⊗L
R D

ϕ = DR ⊗L
R RHomR(DR, DS) � DS.

Consequently DR ⊗L
R D

ϕ is dualizing for S. Applying (3.17) we get

PS
DS(t) = PS

DR⊗L
RD

ϕ(t) = PR
DR(t) PS

Dϕ(t),

yielding the equation ordPS
DS(t) = ord PR

DR(t) + ordPS
Dϕ(t). As DR

and DS are normalized, we conclude from Nakayama’s Lemma that

depth S = depthR+ inf Dϕ,

proving the assertion. �

(5.7) Comment. Consider a local ring R and a finitely generated R–
module M . It is well known (see (3.14)) that for p ∈ SuppRM one has
the inequality

depthRM ≤ depthRp
Mp + dim(R/p).

Hence the integer

depthRp
Mp + dim(R/p)− depthRM

is non–negative.

(5.8) Comment. To capture the behavior of a dualizing complex for
a local homomorphism under localization, we introduce the following
definition.

(5.9) Definition. Let R be local and let p ∈ SpecR. We use the
abbreviation

nR(p) = dim(R/p),

and the symbol mR(p) is defined as

mR(p) = depthRp + dim(R/p)− depthR

= depthRp + nR(p)− depthR.

In particular, mR(p) ≥ 0.

(5.10) Lemma. Assume that Dϕ exists. Then Dϕq exists for every
q ∈ Spec S, and one has the following isomorphism over Sq

ΣnS(q)Dϕq � ΣnR(q∩R)(Dϕ)q.

Proof. The assertion follows directly from the fact that

RHomR(DR, DS)q � RHomRp ((D
R)p, (D

S)q),

where p = q ∩R, and (4.8). �
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(5.11) Theorem. Let ϕ be local and assume that G–dim ϕ is finite. If
Dϕ exists, then for q ∈ Spec S and p = q ∩ R one has the identity

mS(q)−mR(p) = inf (Dϕ)q− infDϕ.

In particular mR(p) ≤ mS(q).

Proof. By (5.10) we have the following

inf (Dϕ)q = inf (Σ− nR(p)+nS(q)Dϕq ) = inf Dϕq − nR(p) + nS(q),

where q ∈ Spec S and p = q ∩ R. Since Dϕ exists, DR exists (by con-
vention), and R has Gorenstein formal fibers, cf. [15, (22.26)]. Conse-
quently G–dim ϕq is finite by [8, Prop. (4.5)]. Hence Dϕq is dualizing
for ϕq. Applying (5.6) we get the equations

inf Dϕ = depth S − depthR,

infDϕq = depth Sq− depthRp.

Using this information we can construct the following chain

inf (Dϕ)q− inf Dϕ = infDϕq − nR(p) + nS(q)− inf Dϕ

= depth Sq− depthRp− nR(p) + nS(q)− depth S + depthR

= mS(q)−mR(p),

and we have shown the desired result. �

(5.12) Lemma. Let G–dim ϕ be finite and assume that Dϕ exists. If
n ∈ AssS Hs(D

ϕ) for s = supDϕ, then ampDϕ = 0.

Proof. If n ∈ AssS Hs(D
ϕ), then it follows from [15, (12.6)] that

− depthS D
ϕ = supDϕ.

From this we deduce the following chain

ampDϕ = supDϕ − inf Dϕ

= − depthS D
ϕ − infDϕ

(a)
= − depthR− depth S + depthR

= − depth S ≤ 0.

Here (a) follows from (5.5) and (5.6). This completes the proof. �

(5.13) Theorem. If G–dim ϕ is finite andDϕ exists, then the following
identity holds

ampDϕ = sup {mS(q)−mR(q ∩R) | q ∈ Spec S }.
Proof. We start by showing the inequality

ampDϕ ≤ sup {mS(q)−mR(q ∩R) | q ∈ Spec S }.
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Let s = supDϕ and choose q ∈ AssS Hs(D
ϕ). Applying (5.10) and

(5.12) produces the following equalities

amp(Dϕ)q = ampDϕq = 0,

and hence inf (Dϕ)q = sup (Dϕ)q which equals supDϕ by the choice of
q. Consequently the next chain is obtained using (5.11)

mS(q)−mR(q ∩ R) = inf (Dϕ)q− infDϕ

= supDϕ − infDϕ

= ampDϕ,

which establishes our assertion.

Conversely, let q ∈ Spec S be arbitrary. By (5.11) we have

mS(q)−mR(q ∩R) = inf (Dϕ)q− inf Dϕ,

which gives rise to the following chain

mS(q)−mR(q ∩ R) = inf (Dϕ)q− inf Dϕ

≤ sup (Dϕ)q− inf Dϕ

≤ supDϕ − inf Dϕ

= ampDϕ.

Hence we have shown

ampDϕ ≥ sup {mS(q)−mR(q ∩R) | q ∈ Spec S },
and the proof is complete. �

6. Quasi Cohen–Macaulay Defect of a Local

Homomorphism

(6.1) Comment. In this section we define the quasi dimesion and the
quasi Cohen–Macaulay defect of a local homomorphism of finite G–
dimension. We investigate how the the quasi Cohen–Macaulay defect
behaves under composition of local homomorphisms, and the results
obtained here will play a central role in the next section.

(6.2) Definition. Let ϕ be a local homomorphism of finite G–dimension
. The quasi dimension of ϕ, denoted qdim ϕ, is defined as

qdim ϕ = supDϕ̂,

and the quasi Cohen–Macaulay defect of ϕ, denoted qcmd ϕ, is defined
as

qcmd ϕ = ampDϕ̂.

(6.3) Depth of ϕ. The depth of a local homomorphism ϕ : R → S
was introduced in [11, Depth (2.2)] as depth ϕ = depth S − depthR.
Applying (5.6) we get, assuming G–dim ϕ is finite

inf Dϕ̂ = depth Ŝ − depth R̂ = depth S − depthR = depth ϕ.
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Thus when G–dim ϕ is finite we have the following useful formula

qcmd ϕ = qdim ϕ− depth ϕ.

This is the reason for not introducing the quasi depth of a local homo-
morphism.

(6.4) Observation. Let S be a local ring and consider the structure
homomorphism η : Z(p) → S. Since Z(p) is Gorenstein it follows imme-
diately that DŜ is dualizing for η̂ and thus qcmd η = cmd S. More-
over: Assume that ϕ : R → S is a local homomorphism of finite
G–dimension. By [8, Size (5.5)] we obtain the next inequality

qcmd ϕ = ampDϕ̂ ≥ cmd ϕ.

Equality holds when fd ϕ is finite or if R is Cohen–Macaulay. Finally
it is worth mentioning that in section 6 (see (8.5)) we establish the
following result: If ϕ : R→ S is flat, then qcmd ϕ = cmd(S/mS).

Informally speaking, the rest of this text investigates how much of the
theory developed in [4] one can adopt for the quasi Cohen–Macaulay de-
fect. As (hopefully) will become apparent, the quasi Cohen–Macaulay
defect enjoys most of the properties of that of the Cohen–Macaulay
defect of a local homomorphism, cf. [11, 8, 4].

(6.5) Quasi Cohen–Macaulay defect and ϕ′. Let ϕ be a local ho-

momorphism of finite G–dimension and let R → R′ ϕ′→ Ŝ be a Cohen

factorization of ϕ̀. As ϕ′ : R′ → Ŝ is surjective the Ŝ–complex

C = RHomR′(Ŝ, R′),

is dualizing for ϕ′ by [8, Lem. (6.5)]. Now Dϕ′ = Dϕ̂′ since both R′ and

Ŝ are complete, so Dϕ′ ∼ C by [8, Uniq. (5.4)], and it follows that

qcmd ϕ = ampC = ampDϕ′ = qcmd ϕ′ .

(6.6) Coding qcmd . Let ϕ be as above. Assume that C is dualizing

for ϕ. Then the complex C⊗S Ŝ is dualizing for ϕ̂ hence Dϕ̂ ∼ C⊗S Ŝ.
Thus we have, cf. (3.18)

qcmd ϕ = amp(C ⊗S Ŝ) = ampC.

In particular, when Dϕ exists we get

qcmd ϕ = ampDϕ.

(6.7) Definition. Let M be a R–module. The quasi–imperfection of
M , denoted qimpRM , is defined by letting

qimpRM = G–dimRM − gradeRM.

A proper ideal a of R is called quasi–perfect if R/a is a quasi–perfect
module i.e. qimpR (R/a) = 0, cf. [18].
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(6.8) Lemma. Let ϕ : R→ S be of finite G–dimension . If ϕ is finite,
then

qcmd ϕ = qimpR S.

Proof. Assume that ϕ : R → S is finite and let C = RHomR(S,R).
By [8, Lem. (6.5)] this S–complex is dualizing for ϕ and by (6.6) we
get qcmd ϕ = ampC. By [8, Gor. dim. (4.1.3)] we are informed that
− inf C = G–dimR S, and using the homological characterization of
grade, we moreover obtain supC = − gradeR S. Whence

qcmd ϕ = supC − inf C = − gradeR S + G–dimR S = qimpR S,

thereby concluding the proof. �

(6.9) Proposition. Let R
·
ϕ→ R′ ϕ′→ Ŝ be Cohen factorization of ϕ̀ and

assume that G–dim ϕ is finite. Then the following holds

qcmd ϕ = qimpR′ Ŝ.

Proof. As ϕ′ : R′ → Ŝ is surjective and of finite G–dimension, the
assertion is immediate by (6.8) and (6.6). �

(6.10) Invariant of a Cohen factorization. Let ϕ : R → S be of

finite G–dimension. If R
·
ϕ→ R′ ϕ′→ Ŝ is a Cohen factorization of ϕ̀, then

the Ŝ–complex

C = RHomR′(Ŝ, R′)

is dualizing for ϕ̀ and ϕ̂. This is the conclusion of [8, Lem. (6.5) and

Lem. (6.7)]. Moreover since
·
ϕ is flat and R′/mR′ is regular, hence

Cohen–Macaulay, the following hold

dimR′ − dimR = dim(R′/mR′)

= depth(R′/mR′)

= depthR′ − depthR,

and this number is denoted d.

(6.11) Lemma. If ϕ : R→ S is of finite G–dimension and R
·
ϕ→ R′ ϕ′→

Ŝ is a Cohen factorization of ϕ̀, then

ΣdC � Dϕ̂,

where C and d are as above.

Proof. As G–dim ϕ is finite, we are informed by [8, Thm. (4.3)] that

G–dimR′ Ŝ is finite. Using [8, Gor. dim. (4.1.2)] and the fact that Ŝ is
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finite over R′, we may compute as follows

G–dimR′ Ŝ = depthR′ − depthR′ Ŝ

= depthR′ − depth Ŝ

= depthR′ − depth S.

Then apply [8, Gor. dim. (4.1.3)] to establish

G–dimR′ Ŝ = − inf (RHomR′(Ŝ, R′)) = − inf C.

Thus we have seen

inf C = depth S − depthR′.

As (5.6) yields the equation

infDϕ̂ = depth S − depthR,

we get

infDϕ̂ − inf C = depthR′ − depthR = d.

Therefore we conclude by [8, Uniq. (5.4)] that ΣdC � Dϕ̂ and the proof
is complete. �

(6.12) Theorem. If ϕ : R→ S is local and G–dim ϕ is finite, then

qdim ϕ ≤ dim(S/mS).

Proof. Let R
·
ϕ→ R′ ϕ′→ Ŝ be a Cohen factorization of ϕ̀. From (6.11)

we get the isomorphism ΣdC � Dϕ̂. Using the homological character-
ization of grade we obtain

supDϕ̂ = sup ΣdC

= supC + d

= − gradeR′ Ŝ + dim(R′/mR′)

Let a denote the kernel of ϕ′ and let a denote the kernel of the induced
surjective homomorphism R′/mR′ → Ŝ/mŜ. Since R′/mR′ is regu-
lar and hence Cohen–Macaulay, we may choose a (R′/mR′)–regular
sequence in a of the form b1 + mR′, . . . , bh + mR′, where h = ht a,
cf. [22, Thm. 17.4]. As a = a(R′/mR′) we may assume that bi ∈ a for

i = 1, . . . , h. Since
·
ϕ : R→ R′ is flat, we conclude, using [22, Cor. 22.5]

(see also [11, Lem. (1.3)]), that b1, . . . , bh is actually R′–regular. As
gradeR′ (R′/a) is the maximal length of a R′–regular sequence from a,
we have shown

gradeR′ Ŝ = gradeR′ (R′/a) ≥ ht a.

Again using the Cohen–Macaulayness of R′/mR′ we are informed by
[22, Thm. 17.4] that

dim(Ŝ/mŜ)− dim(R′/mR′) = − ht a,
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and bearing in mind the isomorphism Ŝ/mŜ ∼= Ŝ/mS we finally obtain
the next chain

dim(S/mS)− qdim ϕ = dim(Ŝ/mS)− supDϕ̂

= dim(Ŝ/mŜ)− dim(R′/mR′) + gradeR′ Ŝ

= − ht a + gradeR′ Ŝ

≥ 0.

This completes the proof. �

(6.13) Comment. Let ψ : Q→ R and ϕ : R→ S be local homomor-
phisms of finite flat dimension. Then it is easy to see that the composite
ϕψ : Q → S is of finite flat dimension. Since a local homomorphism
of finite flat dimension has finite G–dimension, it is natural to ask the
following question: Is the G–dimension transitive? This is still an open
problem, cf. [8, Remrk. (4.8) and Cor. (7.10)]. One could argue that
this problem corresponds to the fact that we do not have a functor
which measures G–dimension a priori. At this moment, it is only pos-
sible to measure G–dimension with a functor, namely RHomR(−, R),
when G–dimRM is finite, cf. [8, Gor. dim. (4.1.3)]. Here M denotes a
finitely generated R–module.

(6.14) Theorem. Assume that ψ and ϕ are of finite G–dimension such
that ϕψ also is of finite G–dimension . Then the following hold

qdim ϕψ ≤ qdim ϕ+qdim ψ,(1)

qcmd ϕψ ≤ qcmd ϕ+qcmd ψ .(2)

Proof. By (5.13) there exists a q∗ ∈ Spec Ŝ such that

qcmd ϕψ = ampDϕ̂ψ = mŜ(q
∗)−mQ̂(q∗ ∩ Q̂).

Rewriting this integer as

mŜ(q
∗)−mQ̂(q∗∩Q̂) = (mŜ(q

∗)−mR̂(q
∗∩R̂))+(mR̂(q∗∩R̂)−mQ̂(q∗∩Q̂)),

and using (5.13) we obtain the following inequality

mŜ(q
∗)−mQ̂(q∗ ∩ Q̂) ≤ qcmd ϕ+qcmd ψ,

establishing (2). Using (6.3) the statement under (1) is now immediate.
�

(6.15) Comment. It is still not known if there exists local homo-
morphisms ψ and ϕ both of finite flat dimension, for which the strict
inequalities of (6.14) holds, cf. [4, Sec. 4]. As a partial answer to this
question, we prove the following two theorems.
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(6.16) Theorem. Assume that ψ and ϕ are of finite G–dimension such
that ϕψ is of finite G–dimension . Then the following hold

depth ψ + qdim ϕ ≤ qdim ϕψ,(1)

qcmd ϕ ≤ qcmd ϕψ .(2)

Proof. Again (5.13) guarantees the existence of a q∗ ∈ Spec Ŝ realizing
the equation

qcmd ϕ = mŜ(q
∗)−mR̂(q

∗ ∩ R̂).

From (5.11) we have the inequality

mR̂(q
∗ ∩ R̂)−mQ̂(q∗ ∩ Q̂) ≥ 0.

Consequently we have shown

mŜ(q
∗)−mR̂(q

∗∩R̂) ≤ (mŜ(q
∗)−mR̂(q∗∩R̂))+(mR̂(q∗∩R̂)−mQ̂(q∗∩Q̂)),

and therefore we obtain the following chain

qcmd ϕ ≤ (mŜ(q
∗)−mR̂(q

∗ ∩ R̂)) + (mR̂(q
∗ ∩ R̂)−mQ̂(q∗ ∩ Q̂))

= mŜ(q
∗)−mQ̂(q∗ ∩ Q̂)

≤ qcmd ϕψ,

thus establishing (2). Again (1) is immediate by (6.3). This completes
the proof. �

(6.17) Theorem. Assume that ψ and ϕ are of finite G–dimension such

that ϕψ also is finite G–dimension, and assume that Spec Ŝ → Spec R̂
is surjective. Then the following hold

depth ϕ+ qdim ψ ≤ qdim ϕψ,(1)

qcmd ψ ≤ qcmd ϕψ .(2)

Proof. By (5.13) the existence of a p∗ ∈ Spec R̂ such that

qcmd ψ = mR̂(p
∗)−mQ̂(p∗ ∩ Q̂),

is guaranteed. On the other hand the surjectivity of the spectra map

Spec Ŝ → Spec R̂ establishes the existence of a q∗ ∈ Spec Ŝ realizing

the equation q∗ ∩ R̂ = p∗, and (5.11) yields mŜ(q
∗) ≥ mR̂(p

∗) which
makes it clear

mR̂(p
∗)−mQ̂(p∗ ∩ Q̂) ≤ mŜ(q

∗)−mQ̂(p∗ ∩ Q̂).

Hence by (5.13) we conclude

mŜ(q
∗)−mQ̂(p∗ ∩ Q̂) ≤ qcmd ϕψ,

and therefore
qcmd ψ ≤ qcmd ϕψ,

proving (2). As before (1) is immediate using (6.3). The proof is now
complete. �
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(6.18) Observation. Applying the preceding results on the structure
homomorphism η : Z(p) → R, where p = char(R/m), we get the follow-
ing corollary, cf. [4, Cor. (4.3)].

(6.19) Corollary. If G–dim ϕ is finite, then

depthR + qdim ϕ ≤ dim S ≤ dimR+ qdim ϕ
qcmd ϕ ≤ cmd S ≤ cmdR+ qcmd ϕ

If furthermore Spec Ŝ → Spec R̂ is surjective, then

dimR+ depth ϕ ≤ dim S ≤ dimR+ qdim ϕ
cmdR ≤ cmd S

(6.20) Comment. We close this section with a version of the well–
known relation, that for a local homomorphism ϕ : R → S one has
dim S−dimR ≤ dim(S/mS), cf. [22, Thm. 15.1.i] and [11, Thm. (2.4)
and Thm. (2.7)].

(6.21) Corollary. If ϕ : R→ S is of finite G–dimension , then

dim S − dimR ≤ qdim ϕ ≤ dimR(S/mS).

7. Quasi Cohen–Macaulay Homomorphisms

(7.1) Comment. In this section we investigate the class of local homo-
morphisms of finite G–dimension with trivial quasi Cohen–Macaulay
defect, called quasi Cohen–Macaulay homomorphisms. As will become
clear, this class of homomorphisms displays a remarkable rigidity with
respect to composition and decomposition. Moreover we formulate
some results on the ability of a local homomorphism to ascent and
descent the Cohen–Macaulay property from the source to that of the
target and vice versa.

(7.2) Definition. A local homomorphism ϕ is called quasi Cohen–
Macaulay if G–dim ϕ is finite and qcmd ϕ = 0.

(7.3) Proposition. Let ϕ : R → S be a surjective homomorphism of
finite G–dimension . Then ϕ is quasi Cohen–Macaulay if and only if
kerϕ is quasi–perfect.

Proof. By (6.8) we have qcmd ϕ = qimpR S, thereby concluding the
proof. �

(7.4) Theorem. If ψ and ϕ are quasi Cohen–Macaulay homomor-
phisms such that ϕψ also is of finite G–dimension , then ϕψ is quasi
Cohen–Macaulay.

Proof. Immediate from (6.14). �
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(7.5) Theorem. Assume that G–dim ϕ is finite. If ψ is quasi Cohen–
Macaulay such that G–dim ϕψ is finite, then the following formula
holds

qcmd ϕ = qcmd ϕψ .

In particular: If ψ and ϕψ is quasi Cohen–Macaulay, then ϕ quasi
Cohen–Macaulay.

Proof. A consequence of (6.14) in conjunction with (6.16). �

(7.6) Theorem. Assume that G–dim ψ is finite. If ϕ is quasi Cohen–

Macaulay such that G–dim ϕψ is finite, and Spec Ŝ → Spec R̂ is sur-
jective, then the following formula holds

qcmd ψ = qcmd ϕψ .

In particular: If ϕ and ϕψ is quasi Cohen–Macaulay and Spec Ŝ →
Spec R̂ is surjective, then ψ is quasi Cohen–Macaulay.

Proof. The conclusion follows from (6.14) in conjunction with (6.17).
�

(7.7) Ascent–Descent Theorem. Let ϕ : R → S be a local homo-
morphism. Then the following hold

(A) If R is Cohen–Macaulay and ϕ is quasi Cohen–Macaulay, then
S is Cohen–Macaulay.

(D) If S is Cohen–Macaulay and G–dim ϕ is finite, then ϕ is quasi
Cohen–Macaulay.

If furthermore the spectra map Spec Ŝ → Spec R̂ is surjective one also
has

(D′) If S is Cohen–Macaulay and G–dim ϕ is finite, then ϕ is quasi
Cohen–Macaulay, and R is Cohen–Macaulay.

Proof. Follows directly from (6.19). �

(7.8) Theorem. Assume that ψ : Q → R and ϕ : R → S are of
finite G–dimension such that ϕψ also is of finite G–dimension . If R is
Cohen–Macaulay, then the following formula holds

qcmd ϕψ = cmd S.

Proof. As R is Cohen–Macaulay we are informed by (7.7) that ψ is
quasi Cohen–Macaulay hence qcmd ϕψ = qcmd ϕ by (7.5). Now apply
(6.19) to arrive at the conclusion qcmd ϕ = cmd S completing the
proof. �
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8. Compositions when ϕ is flat

(8.1) Comment. In this section we gather some results which will be
used to prove the main theorem of the next section. The first result
informs us, that whenever ϕ : R → S is of finite G–dimension and
R admits a dualizing complex the quasi Cohen–Macaulay defect of ϕ
is simply the Cohen–Macaulay defect of the base–changed dualizing
complex. We also show, that when ψ : Q→ R is of finite G–dimension
and ϕ : R→ S is flat, then the quasi Cohen–Macaulay defect is additive
on the composite ϕψ : Q→ S.

(8.2) Proposition. If G–dim ϕ is finite and D′ is a dualizing complex

for R̂, then

qcmd ϕ = cmdŜ(D
′ ⊗L

R̂
Ŝ).

Proof. Using D′ ∼ DR̂ we can without loss of generality assume that
D′ = DR̂. As G–dim ϕ is finite, the complex Dϕ̂ is dualizing for ϕ̂ and

Dϕ̂ � (DR̂ ⊗L
R̂
Ŝ)†

Ŝ
.

Hence we may compute as follows

qcmd ϕ = ampDϕ̂ = amp(DR̂ ⊗L
R̂
Ŝ)†

Ŝ
= cmdŜ(D

R̂ ⊗L
R̂
Ŝ),

where the last equation is due to [15, (16.20)(c)], thus proving the
proposition. �

(8.3) Lemma. Let ϕ be a local homomorphism. Then

qcmd ϕ = qcmd ϕ̀ .(a)

If furthermore G–dim ϕ is finite and D is a dualizing complex for R,
then

cmdS(D ⊗L
R S) = cmdŜ(D ⊗L

R Ŝ).(b)

Proof. The statement under (a) is clear from the definition. To prove
(b) we proceed as follows. Let D be dualizing for R and note that we

without loss of generality may assume D = DR. As the functors −⊗L
S Ŝ

and −⊗S Ŝ are naturally isomorphic we may compute as follows

cmdŜ(D
R ⊗L

R Ŝ) = cmdŜ((D
R ⊗L

R S)⊗S Ŝ)

= cmdS(D
R ⊗L

R S) + cmd(Ŝ/nŜ)

= cmdS(D
R ⊗L

R S).

Here the second equality is by (3.18)(c). The proof is now complete. �

(8.4) Proposition. If G–dim ϕ is finite and D is dualizing for R, then

qcmd ϕ = cmdS(D ⊗L
R S).
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Proof. Again we may assume D = DR. By (8.3) we can reduce to the
case of S being complete. Hence S admits a dualizing complex. Thus
Dϕ exists and is dualizing for ϕ. Therefore we have the following chain

qcmd ϕ = ampDϕ = amp(DR ⊗L
R S)†S = cmdS(D

R ⊗L
R S).

Here we have used (5.4) and [15, (16.20)]. This proves the assertion. �

(8.5) Proposition. If ϕ is flat, then

qcmd ϕ = cmd(S/mS) = cmd S − cmdR.

Proof. As ϕ is flat the equation cmd(S/mS) = cmd S− cmdR is well–
known, cf. (3.18). The closed fiber of ϕ̂ is isomorphic to the completion
of that of ϕ, therefore they have the same Cohen–Macaulay defect.
Thus we have reduced the problem in question to the case where R
and S are complete. In particular DR exists and using the fact that
the functors − ⊗L

R S and − ⊗R S are naturally isomorphic, we may
compute as follows

qcmd ϕ = cmdS(D
R ⊗L

R S)

= cmdS(D
R ⊗R S)

(a)
= cmdRD

R + cmd(S/mS)

= ampR+ cmd(S/mS)

= cmd(S/mS).

Here (a) is due to (4.7). The proof is now complete. �

(8.6) Theorem. Assume that ψ : Q → R and ϕ : R → S are local
homomorphisms such that G–dim ψ is finite and ϕ is flat. Then the
following holds

qdim ϕψ = qdim ϕ+qdim ψ,(1)

qcmd ϕψ = qcmd ϕ+qcmd ψ .(2)

Proof. Using [8, Prop. (4.7)] we have G–dim ϕψ is finite. As ϕ is flat,

it follows that the completion ϕ̂ : R̂→ Ŝ is flat too. Since we have the
following isomorphisms

Dϕ̂ψ � (DQ̂ ⊗L
Q̂
Ŝ)†

Ŝ
,

Dψ̂ � (DQ̂ ⊗L
Q̂
R̂)†

R̂
,
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we obtain the following sequence

qcmd ϕψ = cmdŜ(D
Q̂ ⊗L

Q̂
Ŝ)

= cmdŜ((D
Q̂ ⊗L

Q̂
R̂)⊗R̂ Ŝ)

= cmdR̂(DQ̂ ⊗L
Q̂
R̂) + cmd(S/mS)

= qcmd ψ+qcmd ϕ .

Hence (2) is proven. The statement under (1) is now immediate, and
the proof is complete. �

9. Localization and Formal Fibers

(9.1) Comment. Let ϕ : R → S be a local homomorphism of finite
flat dimension. This property localizes: If q is a prime ideal of S,
then the induced homomorphism ϕq : Rq∩R → Sq is again of finite
flat dimension. Turning to Gorenstein dimension, it is still not known
whether the finiteness of G–dim ϕ implies the finiteness of G–dim ϕq;
the best result is due to Avramov and Foxby, cf. [8, Prop. (4.5)].

(9.2) Definition. Let ϕ : R → S be a local homomorphism. If
G–dim ϕq is finite for every prime ideal q ∈ Spec S, we say that ϕ
is locally of finite G–dimension.

(9.3) Proposition. Let ϕ : R → S be a local homomorphism. If
G–dim ϕ is finite and R admits a dualizing complex, then there is an
inequality

qcmd ϕq ≤ qcmd ϕ

for every q ∈ Spec S.

Proof. As R admits a dualizing complex, R has Gorenstein formal
fibers. Hence G–dim ϕq is finite for every q ∈ Spec S. For any p ∈
SpecR the Rp–complex (DR)p is dualizing for Rp. So applying (8.4)
we obtain

qcmd ϕ = cmdS(D
R ⊗L

R S),

but also

qcmd ϕq = cmdSq((D
R)p⊗L

Rp
Sq)

= cmdSq(D
R ⊗L

R S)q,

where p = q ∩R. The conclusion is now obvious. �

(9.4) Lemma. Let κ : R̂ → R′ be a flat local homomorphism of com-

plete rings, let p′ be a prime ideal of R′, and let p∗ = p∩R̂. If the closed
fiber of κ is regular, then the local ring (k(p∗) ⊗R̂ R′)p′ is a complete
intersection.

Proof. See [4, Lem. (5.5)]. �
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(9.5) Theorem. Let ϕ : R → S be a local homomorphism locally of
finite G–dimension. If q ∈ Spec S and p = q ∩ R, then there is an
inequality

qcmd ϕq + cmd(k(q)⊗S Ŝ) ≤ qcmd ϕ+ cmd(k(p)⊗R R̂).

Proof. Let R → R′ → Ŝ be a Cohen factorization of ϕ̀. Then R̂ →
R′ → Ŝ is a Cohen factorization of ϕ̂, and we have the following com-
mutative diagram

R
ϕ �� S

σ
��

R

ρ

��

·
ϕ �� R′ ϕ′

�� Ŝ

R̂
κ �� R′ ϕ′

�� Ŝ.

For an arbitrary q̃ ∈ Spec(k(q)⊗S Ŝ) we define

q∗ = q̃ ∩ Ŝ ∈ Spec Ŝ,
q = q∗ ∩ S ∈ Spec S,
p′ = q∗ ∩ R′ ∈ SpecR′,
p∗ = p′ ∩ R̂ ∈ Spec R̂.

Since the diagram is commutative we have σϕ = ϕ′κρ and it follows
that

σq∗ϕq = ϕ′
q∗κp′ρp∗ .

The homomorphisms ρp∗ : Rp∗∩R → R̂p∗ and σq∗ : Sq∗∩S → Ŝq∗ are flat,

and κ : R̂→ R′ (the completion of
·
ϕ) is flat too.

As ϕ is locally of finite G–dimension, we are informed by [8, Prop. (4.7)]
that G–dim σq*ϕq is finite. Hence by commutativity ϕ′κρ is locally
of finite G–dimension. Furthermore, since ϕ is locally of finite G–
dimension, it follows that the surjective homomorphism ϕ′ is locally of
finite G–dimension, cf. [8, Thm. (4.3) and Finite homs. (4.4.4)]. All in
all we may compute as follows

qcmd ϕq +qcmd σq*

(a)
= qcmd (σq*ϕq)

= qcmd (ϕ′
q*κp′ρp*)

(b)

≤ qcmd ϕ′
q* +qcmd κp′ +qcmd ρp* .

Here (a) holds by (8.6) and (b) holds by (6.14).

By (8.5) we conclude that for the flat homomorphism σq∗ we have

qcmd σq* = cmd(k(q)⊗S Ŝ)q̃,
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as (k(q) ⊗S Ŝ)q̃ is isomorphic to the closed fiber of σq∗ . The same
argument applies to the flat homomorphism ρq∗ giving

qcmd ρq* = cmd(k(p)⊗R R̂)p∗ ≤ cmd(k(p)⊗R R̂).

Since κ : R̂→ R′ is a flat homomorphism of complete rings with regular
closed fiber, we are informed by (9.4) that in this case

qcmd κp′ = cmd(k(p∗)⊗R̂ R′)p′ = 0.

Furthermore the homomorphism ϕ′ : R′ → Ŝ of complete rings has
finite G–dimension, thus (see (9.3) and (6.5))

qcmd ϕ′
q* ≤ qcmd ϕ′ = qcmd ϕ,

and we may conclude

qcmd ϕq +qcmd σq* = qcmd ϕq + cmd(k(q)⊗S Ŝ)q̃

≤ qcmd ϕ′
q* +qcmd κp′ +qcmd ρp*

≤ qcmd ϕ+ cmd(k(p)⊗R R̂).

After taking supremum over q̃ ∈ Spec(k(q) ⊗S Ŝ) we arrive at the
inequality

qcmd ϕq + cmd(k(q)⊗S Ŝ) ≤ qcmd ϕ+ cmd(k(p)⊗R R̂),

and the proof is complete. �
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RESTRICTED HOMOLOGICAL DIMENSIONS
AND

COHEN–MACAULAYNESS

LARS WINTHER CHRISTENSEN
HANS–BJØRN FOXBY

AND
ANDERS FRANKILD

Abstract. The classical homological dimensions—the projective, flat, and injective
ones—are usually defined in terms of resolutions and then proved to be computable in
terms of vanishing of appropriate derived functors. In this paper we define restricted
homological dimensions in terms of vanishing of the same derived functors but over
classes of test modules that are restricted to assure automatic finiteness over commu-
tative Noetherian rings of finite Krull dimension. When the ring is local, we use a
mixture of methods from classical commutative algebra and the theory of homological
dimensions to show that vanishing of these functors reveals that the underlying ring is
a Cohen–Macaulay ring—or at least close to be one.

Introduction

The first restricted dimension comes about like this: Let R be a commutative Noether-
ian ring; the flat dimension of an R–module M can then be computed by non-vanishing
of Tor modules,

fdRM = sup { m ∈ N0 | TorRm(T,M) �= 0 for some module T },
and hence we define a restricted flat dimension as

RfdRM = sup { m ∈ N0 | TorRm(T,M) �= 0 for some module T with fdR T <∞ }.
(The flat dimension is sometimes called the Tor–dimension and the dimension defined
above has similarly been referred to as the restricted Tor–dimension).

The restricted flat dimension is often finite: First, it follows from [5, Thm. 2.4] that
RfdRM ≤ dimR for all R–modules M . Second, by our Theorem (2.5), for all R–modules
M there is an inequality RfdRM ≤ fdRM with equality if fdRM < ∞; we say that the
restricted flat dimension is a refinement of the flat dimension.

Furthermore, the restricted flat dimension is also a refinement of other dimension
concepts: H. Holm [24] has proved that our RfdR is a refinement of Enochs’ and Jenda’s
Gorenstein flat dimension GfdR introduced in [15]. Moreover, our Theorem (2.8) shows
that for finitely generated modules RfdR is a refinement of the Cohen–Macaulay dimension
CM-dimR of A. Gerko in [23] (and thus of Auslander’s G–dimension [2], as well as the
CI–dimension by Avramov, Gasharov, and Peeva [8] and the projective dimension).

The restricted flat dimension can by our Theorem (2.4.b) always be computed by the
formula

RfdRM = sup { depthRp− depthRp
Mp | p ∈ SpecR }

where depthRp
Mp denotes the index of the first non-vanishing ExtmRp

(Rp/pp,Mp) module.
We refer to this as the local depth of M at p. The equation above is an extension of
Chouinard’s formula [11, Cor. 1.2] where M has finite flat dimension.

Partially supported by Danish Natural Science Research Council.
1
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Moreover, Chouinard’s formula generalizes the classical Auslander–Buchsbaum for-
mula, pdRM = depthR− depthRM [4, Thm. 3.7], for finite modules of finite projective
dimension over a local ring. It is, therefore, natural to ask when the restricted flat di-
mension satisfies a formula of this type. The answer, provided in Theorem (3.4), is that
RfdRM = depthR − depthRM for every finitely generated R–module M if and only if
R is Cohen–Macaulay.

We proceed by asking the obvious question: what happens if one tests only by finitely
generated modules of finite flat (or equivalently projective) dimension? This leads to
the definition of a small restricted flat dimension, rfdRM , which turns out to satisfy a
Chouinard-like formula

rfdRM = sup { depthR(p, R)− depthR(p,M) | p ∈ SpecR },(I.1)

where depthR(p,M) is the index of the first non-vanishing ExtmR (R/p,M) module. This
is called the p–depth of M (or grade of p on M), and we refer to it as the non-local depth
of M at p. We have always depthR(p,M) ≤ depthRp

Mp.
The next question is: when do the small and large restricted flat dimensions agree?

We prove, in Theorem (3.2), that the two dimensions agree over a local ring R if and
only if it is almost Cohen–Macaulay in the sense that dimRp−depthRp ≤ 1 for all prime
ideals p. These rings are studied in detail in section 3.

Following this pattern we introduce, in section 5, four dimensions modeled on the
formulas for computing projective and injective dimension by vanishing of Ext–modules.
For a number of reasons these dimensions do not behave as nicely as those based on
vanishing of Tor–modules.

The small restricted injective dimension,

ridRN = sup { m ∈ N0 | ExtmR (T,N) �= 0 for some module T with pdR T <∞ },
is a finer invariant than the injective dimension over any commutative ring in the sense
that there is always an inequality ridRN ≤ idRN . Furthermore, by Corollary (5.9) a
local ring R is almost Cohen–Macaulay if and only if ridRN = idRN for all R–modules
of finite injective dimension, that is, if and only if ridR is a refinement of idR.

A formula dual to (I.1) is satisfied by this restricted injective dimension

ridRN = sup { depthR(p, R)− widthR(p, N) | p ∈ SpecR }.(I.2)

The p–width of N , widthR(p, N), is a notion dual to the p–depth; it is introduced and
studied in section 4. For finite non-zero modules over a local ring (I.2) reduces to

ridRN = depthR

and hence emerges as a generalization of Bass’ celebrated formula [10, Lem. (3.3)].
The small and large restricted projective dimensions (with obvious definitions) are finer

invariants than the usual projective dimension but only refinements for finitely generated
modules. Still, they detect Cohen–Macaulayness of the underlying ring as proved in
Theorem (5.22).

1. Prerequisites

Throughout this paper R is a non-trivial, commutative, and Noetherian ring. When
R is local, m denote its unique maximal ideal and k denotes its residue field R/m. For
a prime ideal p ∈ SpecR the residue field of the local ring Rp is denoted by k(p), i.e.,
k(p) = Rp/pp. As usual, the set of prime ideals containing an ideal a is written V(a).
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By xxx we denote an sequence of elements from R, e.g., xxx = x1, . . . , xn. Finitely generated
modules are called finite modules.

In this paper definitions and results are formulated within the framework of the de-
rived category D(R) of the category of R–modules, and although some arguments have
a touch of classical commutative algebra, the proofs draw heavily on the theory of homo-
logical dimensions for complexes using the derived functors RHomR(−,−) and −⊗L

R −.
Throughout we use notation and results from [13] and [7]. However, in order to make
the text readable we list the most needed facts below.

For an object X in D(R) (that is, a complex X of R–modules) the supremum
supX and the infimum inf X of X ∈ D(R) are the (possibly infinite) numbers
sup { 	 ∈ Z | H	(X) �= 0 } and inf { 	 ∈ Z | H	(X) �= 0 }, respectively. (Here sup ∅ =
−∞ and inf ∅ = ∞, as usual.) The full subcategories D−(R) and D+(R) consist of
complexes X with, respectively, supX < ∞ and inf X > −∞. We set Db(R) =
D−(R) ∩ D+(R). The full subcategory D0(R) of Db(R) consists of X with H	(X) = 0
for 	 �= 0. Since each R–module M can be considered as a complex concentrated in
degree 0 (hence M ∈ D0(R) ) and since each X ∈ D0(R) is isomorphic (in D(R) ) to the
module H0(X), we identify D0(R) with the category of R–modules. The full subcategory
Df(R) of D(R) consists of complexes X with all the modules H	(X) finite for 	 ∈ Z.
The superscript f is also used with the full subcategories; for example, Df

b(R) consists
of complexes X with H(X) finite in each degree and bounded.

(1.1)Depth. If R is local the local depth depthR Y of Y ∈ D−(R) is the (possibly infinite)
number − sup (RHomR(k, Y )), cf. [19, Sec. 3]. For finite modules this agrees with the
classical definition.

In the following, R is any (commutative Noetherian) ring and a is an ideal.
The non-local a–depth depthR(a, Y ) is the number − sup (RHomR(R/a, Y )) when Y ∈

D(R). The a–depth is an extension to complexes of a well-known invariant, the grade,
for (finite) modules. In particular, depthR(a, R) is the maximal length of an R–sequence
in a.

Let aaa = a1, . . . , at be a finite sequence of generators for a, and let K(aaa) be the Koszul
complex. When Y ∈ D−(R), by [25, 6.1] there is an equality

depthR(a, Y ) = t− sup (K(aaa)⊗R Y ) .(1.1.1)

For Y ∈ D−(R) the relation to local depth is given by [14, Prop. 4.5]

depthR(a, Y ) = inf { depthRp
Yp | p ∈ V(a) }.(1.1.2)

In particular, we have

depthR(p, Y ) ≤ depthRp
Yp .(1.1.3)

From (1.1.2) it also follows that

depthR(b, Y ) ≥ depthR(a, Y ) ≥ − supY.(1.1.4)

The Cohen–Macaulay defect cmdR of a local ring R is the (always non-negative)
difference dimR− depthR between the Krull dimension and the depth. For a non-local
ring R the Cohen–Macaulay defect is the supremum over the defects at all prime ideals
p ∈ SpecR.

(1.2) Width. If R is local, then the (local) width widthRX of X ∈ D+(R) is the number
inf (X ⊗L

R k), cf. [31, Def. 2.1], and note that if X ∈ D f
+(R), then [18, Lem. 2.1] and
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Nakayama’s lemma give

widthRX = infX(1.2.1)

For any X ∈ D+(R) [18, Lem. 2.1] give the next inequality

widthRp Xp ≥ inf Xp ≥ inf X.(1.2.2)

(1.3) Homological dimensions. The projective, injective, and flat dimensions are
abbreviated as pd, id, and fd, respectively. The full subcategories P(R), I(R), and
F(R) of Db(R) consist of complexes of finite, respectively, projective, injective, and flat
dimension, cf. [13, 1.4]. For example, a complex belongs to F(R) if and only if it is
isomorphic in D(R) to a bounded complex of flat modules. Again we use the superscript
f to denote finite homology and the subscript 0 to denote modules. For example, P f

0(R)
denotes the category of finite modules of finite projective dimension.

We close this section by summing up some results on bounds for these dimensions;
they will be used extensively in the rest of the text.

By [28, Thm. (3.2.6)] and [9, Prop. 5.4] we have

sup { pdRM |M ∈ P0(R) } = dimR .(1.3.1)

The next shrewd observation due to Auslander and Buchsbaum [5] is often handy.

(1.4) Lemma. If R is local and dimR > 0, then there exists a prime ideal p ⊂ m such
that depthRp = dimR− 1.

In particular, for any local ring we have

sup { depthRp | p ∈ SpecR } =

{
dimR if R is Cohen–Macaulay; and

dimR− 1 if R is not Cohen–Macaulay. �
By [5, Prop. 2.8] and [26, Thm. 1] this implies that,

fdRM, idRN ≤
{

dimR if R is Cohen–Macaulay, and

dimR − 1 if R is not Cohen–Macaulay
(1.4.1)

for M ∈ F0(R) and N ∈ I0(R).

The classical Auslander–Buchsbaum formula extends to complexes [20, (0.1)]

(1.5) Auslander–Buchsbaum formula. If R is local and X ∈ P f(R), then

pdRX = depthR− depthRX. �
Actually, it is a special case of the following [20, Lem. 2.1]

(1.6) Theorem. Let R be local. If X ∈ F(R) and Y ∈ Db(R), then the next three
equalities hold.

depthR(X ⊗L
R Y ) = − sup (X ⊗L

R k) + depthR Y.(a)

depthRX = − sup (X ⊗L
R k) + depthR.(b)

depthR(X ⊗L
R Y ) = depthRX + depthR Y − depthR. �(c)

In [25, Thm. 4.1] it was demonstrated that it is sufficient to take Y bounded on the left,
i.e., Y ∈ D−(R). We treat dual versions of this theorem in section 4.
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2. Tor–dimensions

This section is devoted to the Tor–dimensions: the flat dimension, the large restricted
flat dimension, and the small restricted flat dimension. The second one was introduced
in [21], and the proofs of the first four results can be found in [12, Chap. 5].

(2.1) Definition. The large restricted flat dimension, RfdRX, of X ∈ D+(R) is

RfdRX = sup { sup (T ⊗L
R X) | T ∈ F0(R) }.

For an R–module M we get

RfdRM = sup { m ∈ N0 | TorRm(T,M) �= 0 for some T ∈ F0(R) }.
The latter expression explains the name, which is justified further by Proposition (2.2)
below. The number RfdRX is sometimes referred to as the restricted Tor–dimension,
and it is denoted TdRX in [21] and [12].

(2.2) Proposition. If X ∈ D+(R), then

supX ≤ RfdRX ≤ supX + dimR .

In particular, RfdRX > −∞ if (and only if) H(X) �= 0; and if dimR is finite, then
RfdRX <∞ if (and only if) X ∈ Db(R). �

(2.3) Proposition. For every p ∈ SpecR and X ∈ D+(R) there is an inequality

RfdRp Xp ≤ RfdRX. �

The equation (b) below is the Ultimate Auslander–Buchsbaum Formula.

(2.4) Theorem. If X ∈ Db(R), then

RfdRX = sup { sup (U ⊗L
R X)− supU | U ∈ F(R) ∧ H(U) �= 0 }(a)

RfdRX = sup { depthRp− depthRp
Xp | p ∈ SpecR }. �(b)

The large restricted flat dimension is a refinement of the flat dimension, that is,

(2.5) Theorem. For every complex X ∈ D+(R) there is an inequality

RfdRX ≤ fdRX,

and equality holds if fdRX <∞. �

(2.6) Gorenstein flat dimension. E. Enochs and O. Jenda have in [15] introduced
the Gorenstein flat dimension GfdRM of any R–module M . H. Holm has studied this
concept further in [24] and proved that GfdRM is a refinement of fdRM and that RfdRM
is a refinement of GfdRM , that is, for any R–module M there is a chain of inequalities

RfdRM ≤ GfdRM ≤ fdRM

with equality to the left left of any finite number. Thus, in particular, if GfdRM < ∞
then Theorem (2.4.b) yields the formula

GfdRM = sup { depthRp− depthRp
Mp | p ∈ SpecR } .

(2.7) Cohen–Macaulay dimension. In [23] A. Gerko has defined the CM–dimension
CM-dimRM of any finite module M over a local ring R in such a way that the ring is
Cohen–Macaulay if and only if CM-dimRM < ∞ for all finite M . Furthermore, this
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dimension is a refinement of the Auslander G–dimension G-dimR , and thereby of the
projective one pdR . On the other hand, the next result shows that RfdR is a refinement
of CM-dimR .

(2.8) Theorem. If R is local and M is a finite R–module, then RfdRM ≤ CM-dimRM
with equality if CM-dimRM <∞.

Proof. It suffices to assume that CM-dimRM is finite. By [23, Thm. 3.8, Prop. 3.10] we
have then CM-dimRM = depthR− depthRM and CM-dimRp Mp ≤ CM-dimRM for all
p ∈ SpecR. These results combined with Theorem (2.4.b) yield for a suitable p that

RfdRM = depthRp− depthRp
Mp = CM-dimRp Mp

≤ CM-dimRM = depthR− depthRM ≤ RfdRM . �

When testing flat dimension by non-vanishing of Tor modules, cf. (I.1), it is sufficient
to use finite, even cyclic, test modules. It is natural to ask if something similar holds for
the large restricted flat dimension. In general the answer is negative, and (3.2) tells us
exactly when it is positive. But testing by only finite modules of finite flat dimension
gives rise to a new invariant with interesting properties of its own, e.g., see (2.11.b).

(2.9) Definition. The small restricted flat dimension, rfdRX, of X ∈ D+(R) is

rfdRX = sup { sup (T ⊗L
R X) | T ∈ P f

0(R) }.

(2.10) Observation. Let X ∈ D+(R). It is immediate from the definition that

supX = sup (R⊗L
R X) ≤ rfdRX ≤ RfdRX ≤ supX + dimR,(2.10.1)

cf. (2.2). In particular, rfdRX > −∞ if (and only if) H(X) �= 0; and if dimR is finite,
then rfdRX <∞ if (and only if) X ∈ Db(R).

By the Ultimate Auslander–Buchsbaum Formula (2.4.b) the large restricted flat di-
mension is a supremum of differences of local depths; the next result shows that the
small one is a supremum of differences of non-local depths.

(2.11) Theorem. If X ∈ Db(R), then there are the next two equalities.

rfdRX = sup { sup (U ⊗L
R X)− supU | U ∈ P f(R) ∧ H(U) �= 0 }(a)

rfdRX = sup { depthR(p, R)− depthR(p, X) | p ∈ SpecR }.(b)

Proof. As it is immediate from the definition that rfdRX is less than or equal to the first
supremum, it suffices to prove the next two inequalities

sup{U ⊗L
R X − supU } ≤ sup{ depthR(p, R)− depthR(p, X) } ≤ rfdRX

where U ∈ P f(R), H(U) �= 0, and p ∈ SpecR.
First, let U ∈ P f(R) with H(U) �= 0 be given; we then want to prove the existence of

a prime ideal p such that

sup (U ⊗L
R X)− supU ≤ depthR(p, R)− depthR(p, X).(∗)

We can assume that H(U ⊗L
R X) �= 0, otherwise (∗) holds for every p. Set s =

sup (U ⊗L
R X), choose p in AssR(Hs(U ⊗L

RX)), and choose by (1.1.2) a prime ideal q ⊇ p,
such that depthR(p, R) = depthRq. The first equality in the computation below follows
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by [18, Lem. 2.1], the second by (1.6.a) and [6, Cor. 2.10.F and Prop. 5.5], and the third
by (1.5); the last inequality is by (1.1.3) and [18, Lem. 2.1].

sup (U ⊗L
R X)− supU = − depthRp

(Up⊗L
Rp
Xp)− supU

= pdRp
Up− depthRp

Xp− supU

≤ pdRq
Uq− depthRp

Xp− supU

= depthRq− depthRq
Uq− depthRp

Xp− supU

= depthR(p, R)− depthRp
Xp− depthRq

Uq− supU

≤ depthR(p, R)− depthR(p, X).

Second, let p ∈ SpecR be given, and the task is to find a finite module T of finite
projective dimension with

depthR(p, R)− depthR(p, X) ≤ sup (T ⊗L
R X).

Set d = depthR(p, R), choose a maximal R–sequence xxx = x1, . . . , xd in p, and set T =
R/(xxx). Then T belongs to P f

0(R) and the Koszul complex K(xxx) is its minimal free
resolution. By (1.1.1) and (1.1.4) we now have the desired

sup (T ⊗L
R X) = sup (K(xxx)⊗R X) = d− depthR((xxx), X)

≥ d− depthR(p, X) = depthR(p, R)− depthR(p, X) �

(2.12) Observation. Let X ∈ Db(R). It follows from (2.11.b) that

sup { depthRm− depthRm
Xm |m ∈ MaxR } ≤ rfdRX;

and in view of (1.1.2) and (1.1.4) we also have

rfdRX ≤ sup { depthRm |m ∈ MaxRX }+ supX.

In particular: if R is local, then

depthR− depthRX ≤ rfdRX ≤ depthR+ supX.(2.12.1)

The example below shows that the two restricted flat dimensions may differ, even for
finite modules over local rings, and it shows that the small restricted flat dimension can
grow under localization. The latter, unfortunate, property is reflected in the non-local
nature of the formula given in (2.11.b).

(2.13) Example. Let R be a local ring with dimR = 2 and depthR = 0. By (1.4) choose
q ∈ SpecR with depthRq = 1, choose x ∈ q such that the fraction x/1 is Rq–regular, and
set M = R/(x). It follows by (2.12.1) that rfdRM = 0, but

RfdRM ≥ RfdRq Mq ≥ rfdRq Mq ≥ depthRq− depthRq
Mq = 1− 0 > rfdRM

by (2.3), (2.10.1), and (2.12.1).

The ring considered above is of Cohen–Macaulay defect two, so in a sense — to be
made clear by (3.2) — the example is a minimal one.

(2.14) Remark. It is straightforward to see that the restricted flat dimensions of mod-
ules can be described in terms of resolutions: If M is any R–module, then RfdRM
[ respectively, rfdRM ] is less than or equal to a non-negative integer g if and only if there
is an exact sequence of modules

0→ Tg → · · · → Tn → · · · → T0 → M → 0
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such that TorRi (T, Tn) = 0 for all i > 0, all T ∈ F0(R) [ respectively, all T ∈ P f
0(R) ], and

all n, 0 ≤ n ≤ g.

3. Almost Cohen–Macaulay Rings

In this section we characterize the rings over which the small and large restricted flat
dimensions agree for for all complexes. It is evident from (2.4.b), (2.11.b), and (1.1.2)
that the two dimensions will agree if depthR(p, R) = depthRp for all p ∈ SpecR, and
in (3.2) we show that this condition is also necessary. These rings are called almost
Cohen–Macaulay, and Lemma (3.1) explains why.

Next we consider the question: when do the restricted flat dimensions satisfy an
Auslander–Buchsbaum equality? The answer, provided by (3.4), is that it happens if
and only if the ring is Cohen–Macaulay.

(3.1) Lemma. The following are equivalent.

(i) cmdR ≤ 1.

(ii) depthR(p, R) = depthRp for all p ∈ SpecR.

(iii) p ∈ AssR
(
R/(xxx)

)
whenever p ∈ SpecR and xxx is a maximal R–sequence in p.

(iv) For every p ∈ SpecR there exists M ∈ P f
0(R) with p ∈ AssRM .

(v) For every p ∈ SpecR there exists X ∈ P f(R) with p ∈ AssR(HsupX(X)).

Proof. Conditions (i) through (iii) are the equivalent conditions (3), (4), and (5) in [17,
Prop. 3.3], and the implications (iii)⇒ (iv) and (iv)⇒ (v) are obvious.

(v) ⇒ (i): It suffices to assume that R is local. If dimR = 0 there is nothing to
prove, so we assume that dimR > 0 and choose by (1.4) a prime ideal p, such that
depthRp = dimR−1. For X ∈ P f(R) with p ∈ AssR(HsupX(X)) (1.5) and [18, Lem. 2.1]
yield

depthR = pdRX + depthRX ≥ pdRp
Xp− supX

= depthRp− depthRp
Xp− supX = dimR− 1 . �

(3.2) Theorem. If R is local, then the following are equivalent.

(i) cmdR ≤ 1.

(ii) rfdRX = RfdRX for all complexes X ∈ D+(R).

(iii) rfdRM = RfdRM for all finite R–modules M .

Proof. The second condition is, clearly, stronger than the third, so there are two impli-
cations to prove.

(i)⇒ (ii): If X is not bounded, then ∞ = rfdRX = RfdRX, cf. (2.10.1). Suppose
X ∈ Db(R); the (in)equalities in the next computation follow by, respectively, (2.11.b),
(3.1), (1.1.2), and (2.4.b).

rfdRX = sup { depthR(p, R)− depthR(p, X) | p ∈ SpecR }
= sup { depthRp− depthR(p, X) | p ∈ SpecR }
≥ sup { depthRp− depthRp

Xp | p ∈ SpecR }
= RfdRX.

The opposite inequality always holds, cf. (2.10.1), whence equality holds.
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(iii) ⇒ (i): We can assume that dimR > 0 and choose a prime ideal q such that
depthRq = dimR − 1, cf. (1.4). Set M = R/q and apply (2.12.1) and (2.4.b) to get

depthR ≥ rfdRM = RfdRM ≥ depthRq− depthRq
Mq = dimR− 1 . �

Over almost Cohen–Macaulay rings it is, actually, sufficient to use special cyclic mod-
ules for testing the restricted flat dimensions:

(3.3) Corollary. If cmdR ≤ 1 and X ∈ D+(R), then

rfdRX = RfdRX = sup { sup (R/(xxx)⊗L
R X) | xxx is an R–sequence }.

Proof. If X is not bounded, then

rfdRX = RfdRX =∞ = sup (R⊗L
R X).

For X ∈ Db(R) we have rfdRX = RfdRX by (3.2). The definition yields

sup { sup (R/(xxx)⊗L
R X) | xxx is an R–sequence } ≤ rfdRX.

By (2.4.b) it is sufficient for each p ∈ SpecR to find an R–sequence xxx such that

depthRp− depthRp
Xp ≤ sup (R/(xxx)⊗L

R X).

This is easy: let xxx be any maximal R–sequence in p, then, by (3.1), p is associated to
R/(xxx), in particular, depthRp

(R/(xxx))p = 0, so by [18, Lem. 2.1] and (1.6.c) we have

sup (R/(xxx)⊗L
R X) ≥ − depthRp

(R/(xxx)⊗L
R X)p

= depthRp− depthRp
(R/(xxx))p− depthRp

Xp

= depthRp− depthRp
Xp. �

For finite modules the large restricted flat dimension is a refinement of the projective
dimension, and over a local ring we, therefore, have RfdRM = depthR − depthRM for
M ∈ P f

0(R). Now we ask when such a formula holds for all finite modules:

(3.4) Theorem. If R is local, then the following are equivalent.

(i) R is Cohen–Macaulay.

(ii) RfdRX = depthR− depthRX for all complexes X ∈ Df
b(R).

(iii) rfdRM = depthR − depthRM for all finite R–modules M .

Proof. (i)⇒(ii): Let p be a prime ideal. It follows by a complex version of [10, Lem. (3.1)],
cf. [16, Chp. 13], that depthRX ≤ depthRp

Xp+dimR/p. Thus we get the first inequality
in the next chain.

depthRp− depthRp
Xp ≤ depthRp− (depthRX − dimR/p)

≤ dimRp + dimR/p− depthRX

≤ dimR − depthRX

= depthR− depthRX.

The desired equality now follows by (2.4.b).
(ii)⇒ (iii): Immediate as

depthR− depthRM ≤ rfdRM ≤ RfdRM

by (2.12.1) and (2.10.1).



10 LARS WINTHER CHRISTENSEN, HANS–BJØRN FOXBY, AND ANDERS FRANKILD

(iii)⇒ (i): We assume that R is not Cohen–Macaulay and seek a contradiction. Set
d = depthR and let xxx = x1, . . . , xd be a maximal R–sequence. Since R is not Cohen–
Macaulay, the ideal generated by the sequence is not m–primary; that is, there exists
a prime ideal p such that (xxx) ⊆ p ⊂ m. Set M = R/p, then depthRM > 0, but
depthR(p,M) = 0 and depthR(p, R) = d, so by (2.11.b) we have

depthR− depthRM < d = depthR(p, R)− depthR(p,M) ≤ rfdRM,

and the desired contradiction has been obtained. �

(3.5) Corollary. If R is a Cohen–Macaulay local ring and X ∈ Df
b(R), then

rfdRX = RfdRX = depthR− depthRX.

Proof. Immediate by (3.4) and (3.2). �

4. Width of Complexes

To study dual notions of the restricted flat dimensions we need to learn more about
width of complexes; in particular, we need a non-local concept of width. Inspired by
Iyengar’s [25] approach to depth, we will introduce the non-local width by way of Koszul
complexes. When xxx is a sequence of elements in R the Koszul complex K(xxx) consists of
free modules, so the functors − ⊗R K(xxx) and − ⊗L

R K(xxx) are naturally isomorphic, and
we will not distinguish between them. The next result follows from the discussion [25,
1.1–1.3].

(4.1) Lemma. Let X ∈ D(R) and let a be an ideal in R. If aaa = a1, . . . , at and xxx =
x1, . . . , xu are two finite sequences of generators for a, then

inf (X ⊗R K(aaa)) = inf (X ⊗R K(xxx)). �
The lemma shows that the next definition of a non-local width makes sense.

(4.2) Definition. Let a be an ideal in R, and let aaa = a1, . . . , at be a finite sequence of
generators for a. For X ∈ D(R) we define the a–width, widthR(a, X), as

widthR(a, X) = inf (X ⊗R K(aaa)).

(4.3) Observation. A Koszul complex has infimum at least zero, so by [18, Lem. 2.1]
there is always an inequality

widthR(a, X) ≥ inf X.(4.3.1)

If aaa = a1, . . . , at generates a proper ideal a in R, then inf K(aaa) = 0 as H0(K(aaa)) ∼= R/a.
For X ∈ D f

+(R) with H(X) �= 0 it then follows by [18, Lem. 2.1] that equality holds in
(4.3.1) if and only if SuppR(Hinf X(X)) ∩V(a) �= ∅. In particular: if R is local, then

widthR(a, X) = inf X(4.3.2)

for all X ∈ D f
+(R) and all proper ideals a.

(4.4) Observation. Let X ∈ D(R). If a and b are ideals in R and b ⊇ a, then it follows
easily by the definition that widthR(b, X) ≥ widthR(a, X).

(4.5) Matlis Duality. If E be a faithfully injective R–module and X ∈ D(R) then

sup (RHomR(X,E)) = − inf (X) and inf (RHomR(X,E)) = − sup (X) .
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Every ring R admits a faithfully injective module E, e.g., E = HomZ(R,Q/Z). For any
faithfully injective module E we use the notation −∨ = RHomR(−, E). If R is local,
then −∨ = HomR(−,ER(R/m)) is known as the Matlis duality functor. Here we tacitly
use that HomR(−, E) and RHomR(−, E) are naturally isomorphic in D(R) and we do
not distinguish between them.

The next results will spell out the expected relations between a–width and width over
local rings as well as the behavior of a-width and a-depth under duality with respect to
faithfully injective modules. But first we establish a useful lemma and a remark

(4.6) Lemma. If aaa = a1, . . . , at generates the ideal a in R and X ∈ D(R) then

widthR(a, X) = t+ inf (HomR(K(aaa), X)).

Proof. When Σ denotes the shift functor we have X ⊗R K(aaa) ∼= Σt HomR(K(aaa), X), and
the desired equality follows

widthR(a, X) = inf (Σt HomR(K(aaa), X)) = t+ inf (HomR(K(aaa), X)). �

(4.7) Remark. For Z ∈ D f
+(R) and W ∈ D(R) we have the following special case of the

Hom-evaluation morphism [1, Thm. 1, p. 27]

Z ⊗L
RW

∨ � RHomR(Z,W )∨

provided either pdR Z <∞ or W ∈ D−(R).

(4.8) Proposition. If X ∈ D+(R) and Y ∈ D−(R), then

depthR(a, X∨) = widthR(a, X) and widthR(a, Y ∨) = depthR(a, Y ) .

Proof. By (1.1.1) and (4.6), the equalities follow from (4.7) and adjointness, respectively.
�

(4.9) Proposition. If M is a finite R–module with support V(a) and X ∈ D+(R), then

widthR(a, X) = inf (X ⊗L
R R/a) = inf (X ⊗L

RM) .

Proof. By [14, Prop. 4.5] we obtain

depthR(a, X∨) = − sup (RHomR(R/a, X∨)) = − sup (RHomR(M,X∨)) .

Hence (4.8), the adjointness isomorphism, and (4.5) yield the desired assertions. �

(4.10) Corollary. If q ⊆ p are prime ideals in R and X ∈ D+(R), then

widthR (q, X) ≤ widthRp (qp, Xp) . �

(4.11) Corollary. If R is local and X ∈ D+(R), then widthR(m, X) = widthRX . �

(4.12) Corollary. For p ∈ SpecR and X ∈ D+(R) there is an inequality

widthR(p, X) ≤ widthRp Xp. �

Finally, we want to dualize (1.6). The first result in this direction is [31, Lem. 2.6]
which is stated just below (cf. also [1, Thm. 1(2), p. 27] ).
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(4.13) Theorem. If R is local, X ∈ D−(R), and Y ∈ I(R), then the following hold.

widthR(RHomR(X, Y )) = inf (RHomR(k, Y )) + depthRX.(a)

widthR Y = inf (RHomR(k, Y )) + depthR.(b)

widthR(RHomR(X, Y )) = widthR Y + depthRX − depthR. �(c)

If the hypothesis (X, Y ) ∈ D−(R)×I(R) above is replaced by the hypothesis (X, Y ) ∈
P(R)×D+(R) we get a corresponding result which is stated below. (By the Auslander–
Buchsbaum formula (1.5) part (b) below can be written exactly like (c) above.)

(4.14) Theorem. Let R be local and Y ∈ D+(R). If X ∈ P(R), then

widthR(RHomR(X, Y )) = widthR Y − sup (X ⊗L
R k).(a)

In particular: if X ∈ P f(R), then

widthR(RHomR(X, Y )) = widthR Y − pdRX.(b)

Proof. Let P be a bounded projective resolution of X, and let K be the Koszul complex
on a sequence of generators for the maximal ideal m. It is straightforward to check that

HomR(P, Y )⊗R K ∼= HomR(P, Y ⊗R K);(∗)
it uses that K is a bounded complex of finite free modules, and that tensoring by finite
modules commutes with direct products. We can assume that Y	 = 0 for 	� 0, the same
then holds for Y ⊗RK and HomR(P, Y ⊗RK). By (∗) the spectral sequence corresponding
to the double complex HomR(P, Y ⊗RK) converges to H(HomR(P, Y )⊗RK). Filtrating
by columns, cf. [30, Def. 5.6.1] we may write

E2
pq = Hp(HomR(P,Hq(Y ⊗R K))),

as P is a complex of projectives. Evoking the fact that the homology module Hq(Y ⊗RK)
is a vector space over k, we can compute E2

pq as follows

E2
pq = Hp(HomR(P,Homk(k,Hq(Y ⊗R K))))

= Hp(Homk(P ⊗R k,Hq(Y ⊗R K)))

= Homk(H−p(P ⊗R k),Hq(Y ⊗R K)).

(∗∗)

In D(R) there are isomorphisms

P ⊗R k � X ⊗L
R k and HomR(P, Y )⊗R K � RHomR(X, Y )⊗R K.(∗∗∗)

If H(P ⊗R k) = 0 or H(Y ⊗R K) = 0 (i.e., sup (X ⊗L
R k) = −∞ or widthR Y =

∞), then E2
pq = 0 for all p and q, so also H(HomR(P, Y ) ⊗R K) vanishes making

widthR(RHomR(X, Y )) =∞. Otherwise, it is easy to see from (∗∗) that

E2
pq = 0 for − p > sup (P ⊗R k) or q < inf (Y ⊗R K) ; and

E2
pq �= 0 for − p = sup (P ⊗R k) and q = inf (Y ⊗R K) .

A standard “corner” argument now shows that

inf (HomR(P, Y )⊗R K) = inf (Y ⊗R K)− sup (P ⊗R k);
and by (∗∗∗), (4.2), and (4.12) this is the desired equality (a).

Part (b) follows from (a) in view of [6, Cor. 2.10.F and Prop. 5.5]. �
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The difference between the proofs of the last two theorems is, basically, that between
k and K: In [31] Yassemi uses the k–structure of the complex RHomR(k,X), and to
get in a position to do so he needs the power of evaluation-morphisms, cf. [6, Lem. 4.4].
The same procedure could be applied to produce (4.14.b), but not part (a). The proof of
(4.14) uses only the k–structure of the homology modules H	(Y ⊗R K), where K is the
Koszul complex on a generating sequence for m, and the simple structure of the Koszul
complex allows us to avoid evaluation-morphisms, cf. (∗) in the proof.

5. Ext–dimensions

Restricted injective dimensions are analogues to the restricted flat ones. When it comes
to generalizing Bass’ formula [10, Lem. (3.3)] the small restricted injective dimension is
the more interesting, and we start with that one.

Furthermore, we study restricted projective dimensions, and for all four Ext–
dimensions we examine their ability to detect (almost) Cohen–Macaulayness of the un-
derlying ring.

(5.1) Definition. The small restricted injective dimension, ridR Y , of Y ∈ D−(R) is

ridR Y = sup { − inf (RHomR(T, Y )) | T ∈ P f
0(R) }.

For an R–module N the definition reads

ridRN = sup { m ∈ N0 | ExtmR (T,N) �= 0 for some T ∈ P f
0(R) }.

(5.2) Observation. Let Y ∈ D−(R). It is immediate from the definition that

− inf Y = − inf (RHomR(R, Y )) ≤ ridR Y ;

and for T ∈ P0(R) we have

− inf (RHomR(T, Y )) ≤ − inf Y + pdR T,

cf. [13, (1.4.3)], so by (1.3.1) there are always inequalities

− inf Y ≤ ridR Y ≤ − inf Y + dimR.(5.2.1)

In particular, ridR Y > −∞ if (and only if) H(Y ) �= 0; and if dimR is finite, then
ridR Y <∞ if (and only if) Y ∈ Db(R).

The next two results are parallel to (2.11.b) and (3.3); the key is the duality expressed
by the first equation in (5.3), and it essentially hinges on (4.7).

(5.3) Proposition. If Y ∈ Db(R), then

ridR Y = rfdR Y
∨(a)

ridR Y = sup { − supU − inf (RHomR(U, Y )) | U ∈ P f(R) ∧ H(U) �= 0 }(b)

ridR Y = sup { depthR(p, R)− widthR(p, Y ) | p ∈ SpecR }.(c)

Proof. It follows by (4.7) that

sup (T ⊗L
R Y

∨) = sup (RHomR(T, Y )∨) = − inf (RHomR(T, Y ))

for T ∈ P f
0(R), and (a) is proved. Now, (b) follows by (2.11.a), and (c) is a consequence

of (4.8) and (2.11.b). �

(5.4) Proposition. If cmdR ≤ 1 and Y ∈ Db(R), then

ridR Y = sup { − inf (RHomR(R/(xxx), Y )) | xxx is an R–sequence }.
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Proof. Use (4.7), (5.3.a), and (3.3). �

(5.5) Corollary. If R is local, Y ∈ D f
−(R), and N �= 0 is an R–modules, then

ridR Y = depthR− inf Y(a)

ridRN = depthR .(b)

Proof. Use also (5.3.c), (4.3.2), and (1.1.4). �

(5.6) Corollary. If cmdR ≤ 1 then ridRp Yp ≤ ridR Y for Y ∈ D−(R) and p ∈ SpecR.

Proof. Apply also (3.1) and (4.10). �

(5.7) Remark. Just like the small restricted flat dimension, the small restricted injective
dimension can grow under localization: Let R and q be as in (2.13); for every finite R–
module N with q ∈ SuppRN (e.g., N = R/q) we then have

ridRq Nq = depthRq = 1 > 0 = depthR = ridRN.

It is well-known that a local ring must be Cohen–Macaulay in order to allow a non-zero
finite module of finite injective dimension (this is the Bass conjecture proved by Peskine
and Szpiro [27] and Roberts [29]), so it follows by the next result that the original Bass
formula (I.4) is contained in (5.5.b).

(5.8) Proposition. For every complex Y ∈ D−(R) there is an inequality

ridR Y ≤ idR Y,

and equality holds if idR Y <∞ and cmdR ≤ 1.

Proof. Since the inequality is immediate and equality holds if Y � 0, we assume
that idR Y = n ∈ Z. By [6, Prop. 5.3.I] there exists then p ∈ SpecR such that
H−n(RHomRp (k(p), Yp)) is non-trivial. Choose next, by (3.1), a module T ∈ P f

0(R)
with p ∈ AssR T . The short exact sequence

0→ R/p→ T → C → 0,

induces a long exact homology sequence which shows that H−n(RHomR(T, Y )) �= 0. Thus

ridR Y ≥ − inf (RHomR(T, Y )) ≥ n . �

(5.9) Corollary. For a local ring R the next three conditions are equivalent.

(i) cmdR ≤ 1.

(ii) ridR Y = idR Y for all complexes Y ∈ I(R).

(iii) ridRM = idRM for all R–modules of finite injective dimension.

Proof. By the proposition, (i) implies (ii) which is stronger than (iii). To see that (iii)
implies (i) we may assume that dimR > 0. Choose an R–module M with idRM =
dimR − 1 and a finite R–module T of finite projective dimension such that ridRM =
− inf (RHomR(T,M)). Now [6, Thm. 2.4.P] and (1.5) yield

dimR− 1 = − inf (RHomR(T,M)) ≤ pdR T ≤ depthR . �

(5.10) Definition. The large restricted injective dimension, RidR Y , of Y ∈ D−(R) is

RidR Y = sup { − inf (RHomR(T, Y )) | T ∈ P0(R) }.
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For an R–module M the definition reads

RidRM = sup { m ∈ N0 | ExtmR (T,M) �= 0 for some T ∈ P0(R) }.(5.10.1)

(5.11) Observation. Let Y ∈ D−(R). As in (5.2) we see that there are inequalities

− inf Y ≤ ridR Y ≤ RidR Y ≤ − inf Y + dimR.(5.11.1)

In particular, RidR Y > −∞ if (and only if) H(Y ) �= 0; and if dimR is finite, then
RidR Y <∞ if (and only if) Y ∈ Db(R).

(5.12) Remark. Below we show that the large injective dimension is a refinement of the
injective dimension, at least over almost Cohen–Macaulay rings. For a complex Y of
finite injective dimension over such a ring we, therefore, have

RidR Y = sup { depthRp− widthRp Yp | p ∈ SpecR },
by the extension to complexes [31, Thm. 2.10] of Chouinard’s formula (I.3). It is, however,
easy to see that this formula fails in general. Let R be local and not Cohen–Macaulay,
and let T be a module with pdR T = dimR, cf. [9, Prop. 5.4]. By [6, 2.4.P] there is then
an R–module N with − inf (RHomR(T,N)) = dimR, so RidRN ≥ dimR but by (4.3.1)
and (1.4) we have

sup { depthRp− widthRp Np | p ∈ SpecR } ≤ sup { depthRp | p ∈ SpecR } = dimR−1 .

(5.13) Proposition. For every complex Y ∈ D−(R) there is an inequality

RidR Y ≤ idR Y,

and equality holds if idR Y <∞ and cmdR ≤ 1.

Proof. The inequality is immediate; apply (5.8) and (5.11.1) to complete the proof. �

(5.14) Definition. The large restricted projective dimension, RpdRX of X ∈ D+(R) is

RpdRX = sup { − inf (RHomR(X, T )) | T ∈ I0(R) }.
For an R–module M the definition reads

RpdRM = sup { m ∈ N0 | ExtmR (M,T ) �= 0 for some T ∈ I0(R) }.

(5.15) Observation. For X ∈ D+(R) there are inequalities

supX ≤ RpdRX ≤ supX + dimR(5.15.1)

by (4.5), cf. [13, (1.4.2)], and (1.4.1). In particular, RpdRX > −∞ if (and only if)
H(X) �= 0; and if dimR is finite, then RpdRX <∞ if (and only if) X ∈ Db(R).

(5.16) Lemma. If X ∈ Db(R) then RfdRX ≤ RpdRX with equality when X ∈ Df
b(R).

Proof. For an R–module T of finite flat dimension, the Matlis dual T∨ is a module of
finite injective dimension. By adjointness sup (T ⊗L

R X) equals − inf (RHomR(X, T∨))
and (a) follows.

To show (b) let next T denote an R–module of finite injective dimension. Then T∨ is a
module of finite flat dimension, and the desired equality follows since inf (RHomR(X, T ))
equals − sup (X ⊗L

R T
∨) by (4.7). �
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(5.17) Observation. The inequality RpdRX ≤ pdRX holds for every X ∈ D+(R). If R
is local and X ∈ P f(R), then (2.5), [13, (1.4.4)], and (5.16) yield

pdRX = fdRX = RfdRX = RpdRX .

(5.18) Remark. One can prove that RpdR is a refinement of pdR when R is a Cohen–
Macaulay local ring with a dualizing module. If R is not Cohen–Macaulay, then
RpdRM ≤ dimR − 1 for every R–module M by (1.4.1), but there exists an R–module
M with pdRM = dimR (by [9, Prop. 5.4]).

A small restricted projective dimension based on the expression

sup { − inf (RHomR(X, T )) | T ∈ I f
0(R) }

would be trivial over non-Cohen–Macaulay rings as they do not allow non-zero finite
modules of finite injective dimension. Inspired by (2.11.a) and (5.3.b) we instead make
the following:

(5.19) Definition. The small restricted projective dimension rpdRX of X ∈ D+(R) is

rpdRX = sup { inf U − inf (RHomR(X,U)) | U ∈ I f(R) ∧ H(U) �= 0 }.
It should be noted that the supremum above is of a non-empty set as any (commutative
Noetherian) ring admits a U ∈ I f(R) with H(U) �= 0; for example, U = K(xxx)∨ when xxx is
a sequence of generators of a maximal ideal.

(5.20) Lemma. If R is local and X ∈ Df
b(R), then

inf U − inf (RHomR(X,U)) = depthR− depthRX

for every U ∈ I f(R) with H(U) �= 0. In particular,

rpdRX = depthR− depthRX.

Proof. For X and U as above RHomR(X,U) is in Df
b(R), and the first equality follows

by applying (1.2.1) twice and then (4.13.c). �

(5.21) Observation. If X ∈ D+(R) then rpdRX ≤ pdRX, and if R is local and X ∈
P f(R) then equality holds by (5.20).

(5.22) Theorem. If R is local, then the following are equivalent.

(i) R is Cohen–Macaulay.

(ii) rpdRX = RpdRX for all complexes X ∈ Df
b(R).

(iii) RpdRM = depthR− depthRM for all finite R–modules M .

Proof. (i) ⇒ (ii) follows from (5.16), (3.4), and (5.20). (ii) ⇒ (iii) is immediate by
(5.20), while (iii)⇒ (i) results from (5.16), and (3.4). �

(5.23) Corollary. If R is a Cohen–Macaulay local ring and X ∈ Df
b(R), then

rpdRX = RpdRX = depthR − depthRX. �

(5.24)Other Ext–dimensions. The restrictions on the test modules T in the definitions
of the restricted Ext–dimension have been made such that (among other things) these
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dimensions are always finite for non-zero modules over (e.g.) local rings. In the case of
modules, we also consider the next two alternative projective dimensions

ApdRM = sup { m ∈ N0 | ExtmR (M,T ) �= 0 for some T ∈ P0(R) }
apdRM = sup { m ∈ N0 | ExtmR (M,T ) �= 0 for some T ∈ P f

0(R) } .
Even when the ring is local these two numbers are not always finite (the ring is Gorenstein
if and only if they are always finite). However, it is easy to verify that the dimension
ApdR is always a refinement of pdR and that apdR is a refinement of pdR over finite
modules. Actually, it is proved in [24] that ApdR is a refinement of the Gorenstein
projective dimension GpdR , and in [3, Thm. 4.13] that apdR is, for finite modules, a
refinement of Auslander’s G–dimension G-dimR .

Moreover, if R is a complete local ring and M ∈ P0(R), then it is proved in [22] that
the Auslander–Buchsbaum Formula holds (without finiteness condition on M), that is,

apdRM = depthR− depthRM .
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29. Paul Roberts, Le théorème d’intersection, C. R. Acad. Sci. Paris Sér. I Math. 304 (1987), no. 7,
177–180.

30. Charles A. Weibel, An introduction to homological algebra, Cambridge University Press, Cambridge,
1994.

31. Siamak Yassemi, Width of complexes of modules, Acta Math. Vietnam. 23 (1998), no. 1, 161–169.

LWC: Cryptomathic A/S, Christians Brygge 28, 2, DK–1559 København V, Denmark.

HBF&AF: Matematisk Afdeling, Universitetsparken 5, DK–2100 København Ø, Denmark.

E-mail address: lars.winther@cryptomathic.com foxby@math.ku.dk frankild@math.ku.dk



Math. Z.

(to appear)

VANISHING OF LOCAL HOMOLOGY

ANDERS FRANKILD

Abstract. We study the vanishing properties of local homology
of complexes of modules without assuming that its homology is ar-
tinian. Using vanishing results for local homology and cohomology
we prove new vanishing results for Ext- and Tor-modules.

Introduction

The main objective of this paper is to study vanishing properties of local
homology without any assumption on “artinianness” and to derive some new
vanishing results for Ext- and Tor-modules.

Local cohomology and homology. Let R be a commutative, noetherian
ring. Pick an ideal a in R, an R–module M , and consider the section functor

Γa(M) = lim−→HomR(R/an,M).

Right deriving Γa(−) we obtain the famous local cohomology functors de-
noted Hi

a(−); it is safe to say that these are of great importance in algebra.
Dually, when a and M are as above, consider the a–adic completion func-

tor
Λa(M) = lim←− (R/an ⊗R M).

Left deriving Λa(−) we obtain the so–called local homology functors denoted
Ha
i (−).
While the local cohomology functors are studied in great detail not so

much is known about the local homology functors.
The local homology functors were first studied by Matlis [16] and [17] for

ideals a generated by a regular sequence. Then came the work of Greenlees
and May [14], and Lipman, López, and Tarŕıo [1], showing the existence
of a strong connection between local homology and local cohomology. This
connection is particularly clear (see [1]) when formulated within the derived
category D(R) of the category of R–modules, that is, before passing to
homology.

The Čech complex. Already in the early days of local cohomology it
was shown that the right derived functors of Γa(−) can be computed via the
Čech complex on a set of generators for the ideal a. To be more precise: If X
is a complex of R–modules, C(aaa) the Čech complex on a set aaa of generators
of a, and RΓa(−) is the right derived section functor, then

RΓa(X) � C(aaa)⊗L
R X,

where � denotes an isomorphism in D(R).

1991 Mathematics Subject Classification. 13C12, 13D07, 13D45.
Key words and phrases. Local homology, local cohomology, derived complete-

ness, derived torsion, vanishing of Ext– and Tor–modules.
1



2 ANDERS FRANKILD

In [14] and [1] is was shown that the left derived functor of Λa(−) can
also be computed via the Čech complex: If X and C(aaa) are as above, and
LΛa(−) is the left derived completion functor, then

LΛa(X) � RHomR(C(aaa),X).

This isomorphism will play a major role in this paper.

Vanishing properties. Recall the following well known vanishing result
for local cohomology, extended to complexes. If Y ∈ D(R) is a complex
bounded to the left, then

(1) inf{ i ∈ Z | Hi
a(Y ) �= 0 } = depthR(a, Y ),

where depthR(a, Y ) denotes the index of the first non–vanishing
H−i(RHomR(R/a, Y )) module; this number is called the a–depth of Y or
the grade of a on Y (see e.g. [15, sec. 2]). Note that when Y is just an
ordinary module H−i(RHomR(R/a, Y )) ∼= ExtiR(R/a, Y ).

Turning to local homology we prove a dual result. If X ∈ D(R) is a
complex bounded to the right, then

(2) inf{ i ∈ Z | Ha
i (X) �= 0 } = widthR(a,X),

where widthR(a,X) denotes the index of the first non–vanishing Hi(R/a⊗L
R

X) module; this number is called the a–width of X, and is a dual notion of
a–depth. The a–width is introduced in [6, sec. 4]. Note that when X is just
an ordinary module Hi(R/a⊗L

R X) ∼= TorRi (R/a,X).
This was shown by Simon in [21] for modules. Even in the module case

our proof is simpler than Simon’s, and uses some of the modern tools made
available in [1] and [14]. Furthermore, we compute an upper bound for the
number sup{ i ∈ Z | Ha

i (X) �= 0 } when X is bounded, (see (2.12)).

Local homology and artinianness. In [23], and recently in [7], the inter-
play between local homology and artinian modules is studied. It is shown
that local homology and artinian modules admit a theory parallel to the the-
ory for local cohomology and finitely generated modules (see also (2.10)).

Vanishing for Ext- and Tor-modules. Combining (1) and (2) with the
notion of restricted homological dimensions, introduced in [6], we obtain
new vanishing results of Ext– and Tor–modules (see corollaries (3.7), (3.10),
and (3.13)). For example, we show the following: If R is a local ring, M a
non–trivial complete module, and T a module of finite projective dimension,
then

ExtiR(T,M) = 0 for i > depth R− depthR T , and(3)

ExtiR(T,M) �= 0 for i = depth R− depthR T .

When T is a finitely generated module of finite projective dimension this
is well documented (recall that by the Auslander–Buchsbaum formula the
projective dimension of T equals depth R − depthR T ). But in view of (3),
it seems as if the number depth R− depthR T yields an important invariant
for every module of finite projective dimension.

Recall that the finitistic projective dimension of a commutative noetherian
ring R equals dim R, the Krull dimension of R (see [18, thm. (3.2.6)] and [3,
prop. 5.4]) (This concept should not be confused with the finitistic global
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dimension of a ring as studied by Auslander and Buchsbaum, where only
finitely generated modules were taken into account). Thus, it follows from
(3) that over complete local, non-Cohen–Macaulay rings, we cannot measure
projective dimension using complete modules, and hence finitely generated
ones, as test modules.

(0.1) Synopsis. This paper is organized as follows: Section 1 is a brief recap
on notation; also, we list a couple of results needed for later use. Section 2
contains the vanishing result for local homology, while section 3 is devoted
to the vanishing results for Ext– and Tor– modules.

1. Some Notation and Preparatory Results

(1.1) Blanket setup. Throughout, R will denote a non–trivial, commu-
tative, noetherian ring. When R is local, m will denote its maximal ideal,
and k = R/m will denote the residue class field. The injective hull of k is
denoted ER(k).

If a is an ideal in R, then Râ denotes the ring completed in the a–adic
topology (if R is local, then R̂ denotes the ring completed in the m–adic
topology).

Finitely generated modules are called finite.

(1.2) The derived category. In this paper definitions and results are for-
mulated within the universe of the derived category D(R) of the category of
R–modules. Recall that the objects in D(R) are complexes of R–modules
(see [24]).

The symbol � will denote an isomorphism in D(R); recall that a mor-
phism of R–complexes represents an isomorphism in D(R) exactly when the
morphism is an quasi–isomorphism.

For an object X in D(R) the supremum denoted supX and the infimum
denoted inf X are the (possibly infinite) numbers sup { l ∈ Z | Hl(X) �= 0 }
and inf { l ∈ Z | Hl(X) �= 0 }. As usual we operate with the convention
sup ∅ = −∞ and inf ∅ =∞.

The full subcategories D−(R) and D+(R) consist of complexes X with,
respectively, supX <∞ and inf X > −∞. We set Db(R) = D−(R)∩D+(R).
Genuine modules can be identified with the objects in the full subcategory
of Db(R) for which Hl(X) = 0 for l �= 0, and we use the symbol D0(R) to
denote them. The full subcategory Df(R) of D(R) will denote complexes
X for which Hl(X) is a finite module in every degree. The superscript f
can be combined with full subcategories; for example, Df

b(R) consists of
complexes with bounded homology which is finite in every degree. The full
subcategory Dart(R) of D(R) will denote complexes X for which Hl(X) is
an artinian module in every degree.

(1.3) Bounds. Here we list some standard results (see [9, lem. 2.1]). If
X ∈ D+(R) and Y ∈ D−(R), then RHomR(X,Y ) ∈ D−(R) and there is an
inequality:

sup (RHomR(X,Y )) ≤ supY − inf X,(1.3.1)
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which is an equality if i = inf X and s = supY are finite and
HomR(Hi(X),Hs(Y )) �= 0.

If X,Y ∈ D+(R), then X ⊗L
R Y ∈ D+(R) and there is an inequality:

inf (X ⊗L
R Y ) ≥ inf X + inf Y.(1.3.2)

which is an equality if i = inf X and j = inf Y are finite and Hi(X) ⊗R
Hj(Y ) �= 0.

(1.4) Depth. For a local ring R the (local) depth of a complex Y ∈ D−(R)
is defined as the number

depthR Y = − sup (RHomR(k, Y )),

which may be infinite (see [10, sec. 3]). When Y is a module the definition
reads

depthR Y = inf{ i | ExtiR(k, Y ) �= 0 },
and for finite modules this agrees with the classical definition, that is, equals
the unique maximal length of a regular Y –sequence in m.

Suppose that a is an ideal in R (which is not necessarily local) and let
aaa = a1, . . . , at be a set of generators for a. In [15, sec. 2] the non–local
a–depth of Y ∈ D(R) is defined as the number

depthR(a, Y ) = − sup (RHomR(K(aaa), Y )),(1.4.1)

where K(aaa) is the Koszul complex on aaa (see (2.1)); it is, of course, indepen-
dent of the particular choice of aaa. By [5, prop. 4.5] the non–local a-depth of
Y ∈ D−(R) may also be computed as

depthR(a, Y ) = − sup (RHomR(R/a, Y )).

Hence, when R is local, a = m, and Y ∈ D−(R) we have the expected
equality

depthR(m, Y ) = depthR Y.(1.4.2)

Observe, when R is local and Y ∈ D−(R) we have the estimate

depthR Y ≥ − supY.(1.4.3)

Finally, if H(Y ) �= 0, we may conclude, using (1.3.1) that

p ∈ AssR(HsupY (Y )) ⇐⇒ depthRp
Yp = − supY ;(1.4.4)

here, of course, R need not be local.

(1.5) Width. Let R be local. Then the width of a complex X ∈ D+(R) is
defined by:

widthR X = inf (X ⊗L
R k),

see [26, def. 2.1]. In particular, if X ∈ D f
+(R), then

widthRX = inf X(1.5.1)

according to (1.3.2) and Nakayama’s lemma.
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(1.6) Homological dimensions. The projective, injective and flat dimen-
sions of complexes are abbreviated pdR, idR and fdR. The full subcategories
P(R), I(R) and F(R) of Db(R) consist of complexes of finite projective, in-
jective and flat dimension. For example, a complex sits inside P(R) if it
is isomorphic (in D(R)) to a bounded complex of projectives. Again the
superscript f is used to denote finite homology and the subscript 0 is used to
denote modules; for example Pf

0(R) denotes the category of finite modules
of finite projective dimension.

Recall that P(R) ⊆ F(R) and that I f
0(R) is trivial unless R is Cohen–

Macaulay.

(1.7) Restricted homological dimensions. The classical approach to ho-
mological dimensions is usually to define them in terms of resolutions and
then prove them to be computable in terms of vanishing of appropriate
derived functors.

Focusing on the same derived functors but now over a restricted class of
test modules to assure automatic finiteness, [6] introduces the notion of re-
stricted homological dimension; they are defined solely in terms of vanishing
of derived functors (see below).

As these dimensions play a central role in section 3 we will here recall the
definitions as well as a couple of their most basic properties for later use.

The restricted projective dimension and the small restricted projective
dimension of X ∈ D+(R) are defined respectively as:

RpdR X = sup {− inf (RHomR(X,T )) | T ∈ I0(R)},
rpdR X = sup {inf U − inf (RHomR(X,U)) | U ∈ I f(R) ∧ H(U) �= 0}.

The restricted injective dimension and the small restricted injective di-
mension of Y ∈ D−(R) are defined respectively as:

RidR Y = sup {− inf (RHomR(T, Y )) | T ∈ P0(R)},
ridR Y = sup {− inf (RHomR(T, Y )) | T ∈ Pf

0(R)}.
The restricted flat dimension and the small restricted flat dimension of

X ∈ D+(R) are defined respectively as:

RfdR X = sup {sup (T ⊗L
R X) | T ∈ F0(R)},

rfdR X = sup {sup (T ⊗L
R X) | T ∈ Pf

0(R)}.
Note that the restricted homological dimensions all are finite, if R is of finite
Krull dimension.

For any X ∈ Db(R) we have

RfdR X ≤ RpdR X,(1.7.1)

by [6, lem. (5.16)] and if, in addition, R is local we have

depthR− depthRX ≤ rfdR X ≤ depth R + sup X,(1.7.2)

by [6, (2.12.1)].
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(1.8) Auslander–Buchsbaum formulae. In section 3 the Auslander–
Buchsbaum formula and a dual version of it will also play a central role.
We choose to list them here for the benefit of the reader.

Let R be local. If X ∈ F(R) and Y ∈ Db(R), then by [11, lem. 2.1]

depthR(X ⊗L
R Y ) = − sup (X ⊗L

R k) + depthR Y.(a)

depthR(X ⊗L
R Y ) = depthRX + depthR Y − depth R.(b)

If X ∈ D−(R) and Y ∈ I(R), then by [26, lem. 2.6]

widthR(RHomR(X,Y )) = widthR Y + depthR X − depthR.(c)

And finally, if Y ∈ D+(R), X ∈ P(R) and X ′ ∈ P f(R), then by [6,
thm. (4.13)]

widthR(RHomR(X,Y )) = widthR Y − sup (X ⊗L
R k).(d)

widthR(RHomR(X ′, Y )) = widthR Y + depthRX ′ − depth R.(e)

2. Vanishing of Local Homology

In this section we prove the announced vanishing result for local homology.

(2.1) Koszul and Čech complexes. Let x be an element in R. The
complex K(x) = 0 → R

x−→ R → 0 concentrated in degrees 1 and 0 denotes
the Koszul complex on x, while the complex C(x) = 0 → R

ρx−→ Rx → 0
concentrated in degrees 0 and -1 denotes the Čech complex on x.

For a set xxx = x1, . . . , xn of elements in R we define K(xxx) = K(x1) ⊗R
· · · ⊗R K(xn) and C(xxx) = C(x1) ⊗R · · · ⊗R C(xn). Note that the two pairs
of functors − ⊗R K(xxx) and − ⊗L

R K(xxx), and −⊗R C(xxx) and −⊗L
R C(xxx) are

naturally equivalent, as K(xxx) is a bounded complex of free modules, while
C(xxx) is a bounded complex of flats.

Let M be an R–module and consider the complex K(xxx) ⊗R M . Then
it is well–know that the ideal (xxx) annihilates the homology of K(xxx) ⊗R M ,
that is, (xxx)Hl(K(xxx)⊗R M) = 0 for all l ∈ Z. This result can, of course, be
extended to complexes, that is, replace M with any R–complex X.

(2.2) The right derived section functor. Let a be an ideal in R and M
an R–module. The section functor with support in V(a) applied to M is
defined by

Γa(M) = lim−→HomR(R/an,M)

and it is well–known that Γa(−) is a left exact, covariant module functor,
see [4, chap. 1]. The right derived functors of the section functor, denoted
Hi

a(−), are the famous local cohomology functors.
Suppose that Y ∈ D(R) and let Y

�−→ I be a K–injective resolution of
Y (see [13] and [22]). The right derived section functor of the complex Y is
defined as

RΓa(Y ) = Γa(I).

The right derived section functor can be computed via Čech complexes.
If aaa = a1, . . . , at is a set of generators of a and C(aaa) the corresponding Čech
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complex, then for every Y ∈ D(R) we have

RΓa(Y ) � C(aaa)⊗R Y,

by [19, thm. 1.1(iv)].

(2.3) The left derived completion functor. Let a be an ideal in R and
M an R–module. The a–adic completion functor applied to M is defined
by

Λa(M) = lim←− (R/an ⊗R M)

Suppose that X ∈ D(R) and let P
�−→ X be a K–projective resolution of

X (see [13] and [22]). The left derived completion functor of the complex X
is defined as

LΛa(X) = Λa(P ).
The left derived completion functor can also be computed via Čech com-

plexes. If a and C(aaa) are as above, then for every X ∈ D(R) we have

LΛa(X) � RHomR(C(aaa),X),

by [1, (0.3)aff , p.4].

(2.4) Vanishing of local cohomology. In this paragraph we recall
Grothendieck’s important vanishing results for local cohomology. Assume
that Y ∈ D−(R) and X ∈ D+(R). Then

− supRΓa(Y ) = depthR(a, Y ),(2.4.1)

− inf RΓa(X) ≤ dimR X,(2.4.2)

and equality holds if, in addition, R is local, a = m, and Hl(Y ) is finite for
every l ∈ Z (see [12, prop. 7.10 , thm. 7.8 and cor. 8.29], [15, thm. 6.1], and
[4, chap. 6]). Here the Krull dimension of any complex Z is defined as

dimR Z = sup{dim(R/p) − inf Zp | p ∈ Spec (R) }.

(2.5) Associativity and RΓa(−). Let X and Y be complexes in D(R).
Observe that the isomorphism RΓa(Y ) � C(aaa)⊗L

R Y immediately gives

RΓa(Y ⊗L
R X) � RΓa(Y )⊗L

R X,

using associativity of the derived tensor product functor.

(2.6) Adjointness and LΛa(−). Let X and Y be complexes in D(R). Ob-
serve that the isomorphism LΛa(X) � RHomR(C(aaa),X) immediately gives

LΛa(RHomR(X,Y )) � RHomR(X,LΛa(Y )) � RHomR(RΓa(X), Y ),

using adjointness of the derived tensor product functor and the derived
homomorphism functor.

(2.7) Proposition. Let a be an ideal in R and X ∈ D f
+(R). Then there is

an isomorphism in D(R)

LΛa(X) � X ⊗R Râ.

In particular, if R is local and a = m, then

LΛm(X) � X ⊗R R̂.
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Proof. Note that since X ∈ D f
+(R) it admits a K–projective resolution

P
�−→ X of the form P = · · · → Pn → · · · → Pm → 0 where Pk are fi-

nite free R–modules. By definition LΛa(X) = Λa(P ) and since each module
Pk in P is finite free we have Λa(Pk) ∼= Pk ⊗R Râ making Λa(P ) isomorphic
to P ⊗R Râ which, in turn, is isomorphic to X ⊗R Râ. �

(2.8) Finite homology. Note that from proposition (2.7), we see that if R
is a–adically complete, then LΛa(−) is equivalent to the identity functor on
the full subcategory D f

+(R).

(2.9) Width of complexes. To facilitate the discussion on the vanishing
of local homology we allow ourselves to recall the definition of the non–local
width of complexes; a notion introduced in [6, sec. 4].

Let aaa = a1, . . . , at be a set of generators for the ideal a. For X ∈ D(R)
the a–width of X is defined by:

widthR(a,X) = inf (X ⊗R K(aaa)).

If R is local, then

widthR(m,X) = widthR X(2.9.1)

for X ∈ D+(R) (see [6, cor. (4.11)]), and it is easy to see that

widthR(a,X) = inf X(2.9.2)

for all X ∈ D f
+(R) and all proper ideals a (see [6, (4.3)]).

(2.10) Artinian homology and inf LΛa(−). Let R be a complete local
ring, and let a be an ideal in R. For any complex X ∈ D(R) we let X∨ =
HomR(X,ER(k)); it is called the Matlis dual of X.

As X ∈ Dart
b (R) it follows that X∨∨ � X in D(R) which enables us to

perform the following computation,

LΛa(X)
(a)� RHomR(C(aaa)⊗L

R X∨,ER(k))
(b)� RΓa(X∨)∨.

Here (a) by adjointness, and (b) is by (2.5).
Since ER(k) is faithfully injective we have inf Z∨ = − supZ for any Z ∈

D(R) allowing us to perform the following computation,

inf LΛa(X) = inf RΓa(X∨)∨ = − supRΓa(X∨)
(c)
= depthR(a,X∨)

(d)
= widthR(a,X),

where (c) by (2.4.1), and (d) is by [6, prop. (4.8)].
In [7] and [23] the interplay between artinian modules and local homology

is studied in detail.

(2.11) Theorem. Let a be an ideal in R and X ∈ D+(R). Then there is an
equality

inf LΛa(X) = widthR(a,X).

Proof. First we show that

widthR(a,X) = widthR(a,LΛa(X)).
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To this end, let aaa = a1, . . . , at be a set of generators of a. As the homology
modules of K(aaa) are annihilated by a, it follows that

K(aaa) � RΓa(K(aaa)) � C(aaa)⊗L
R K(aaa).

This enables us to perform the following computation,

widthR(a,LΛa(X)) = inf (K(aaa)⊗L
R RHomR(C(aaa),X))

(a)
= inf (RHomR(RHomR(K(aaa),C(aaa)),X))
(b)
= inf (RHomR(S−t(K(aaa)⊗L

R C(aaa)),X))

= t + inf (HomR(K(aaa),X))
(c)
= widthR(a,X).

Here (a) is due to [2, thm. 1, p.27], and (b) follows from the fact

HomR(K(a1, . . . , at),X) ∼= S−t(X ⊗R K(a1, . . . , at)),

which is straightforward to check whereas (c) follows from [6, lem. (4.6)].
By SnZ we denote the n’th shift (or suspension) of an R–complex Z,

that is, the i’th module of SnZ is (SnZ)i = Zi−n and the i’th differential is
∂SnZ
i = (−1)n∂Zi−n.
Thus, it remains to establish

widthR(a,LΛa(X)) = inf LΛa(X).

To this end, let P
�−→ X be a K–projective resolution of X. As X ∈ D+(R)

we can actually take P to be a complex of projectives bounded to the right.
By definition LΛa(X) = Λa(P ) and by [20, prop. 1.4] we are informed that
for l ∈ Z either Hl(Λa(P )) �= aHl(Λa(P )) or Hl(Λa(P )) = 0.

The case H(Λa(P )) = 0: Here the claim is trivial.
The case H(Λa(P )) �= 0: Let i = inf Λa(P ). Then Hi(Λa(P )) �= 0 and

thus (R/a) ⊗R Hi(Λa(P )) �= 0 so by (1.3.2) we conclude

widthR(a,LΛa(X)) = inf (K(aaa)⊗R LΛa(X)) = inf LΛa(X).

�

(2.12) Bounds for supLΛa(−). Supposeaaa = a1, . . . , at is a set of generators
for the ideal a. As

LΛa(X) � RHomR(C(aaa),X)

we immediately get, using (1.3.1) and (2.4.2), that

supLΛa(X) ≤ supX + dimR.

But we can do better than that. By [1, p. 6, cor., part (iii) and (iv)] we have
the following isomorphisms in D(R):

LΛa(X) � LΛa(RΓa(X)),(2.12.1)

RΓa(X) � RΓa(LΛa(X)).(2.12.2)

Thus, combining (1.3.1), (2.4.2), and (2.4.1) with (2.12.1) we obtain

supLΛa(X) ≤ − depthR(a,X) + dimR.



10 ANDERS FRANKILD

We end this observation with a conjecture. Suppose that R is local, and,
for the sake of simplicity, let X,Y ∈ Db(R). Since a–depth and a–width are
dual notions (see [6, sec. 4]), and since we have the (in)equalities

inf LΛa(X) = widthR(a,X),

− supRΓa(Y ) = depthR(a, Y ),

− inf RΓa(Y ) ≤ dimR Y,

it is natural to suspect that a good bound for supLΛa(X) should involve an
invariant dual to that of dimR Y .

A natural candidate is the so–called magnitude of X, denoted magR X,
defined by Yassemi in [25] for modules. The magnitude can be extended to
complexes in a obvious way. Following this idea one could expect

supLΛa(X) ≤ magR X

for any bounded (to the left) complex X.

3. Vanishing Results for Ext– and Tor–Modules

In this section we prove the announced vanishing results for Ext– and
Tor– modules. This is done in corollaries (3.7), (3.10), and (3.13). Essential
to the proofs are the following two observations:

• If M is an R–module such that Λm(M) ∼= M , then LΛm(M) � M
in D(R).
• If M is an R–module such that Γm(M) ∼= M , then RΓm(M) � M

in D(R).

Combining these observations with the vanishing result for local coho-
mology (see (2.4.1)), local homology (see theorem (2.11)) and the restricted
homological dimensions, reviewed in (1.7), produce the claimed results for
Ext– and Tor–modules.

(3.1) Artinian homology. Let a be an ideal in R and M an R–module. If
Γa(M) ∼= M then M is called an a–torsion module.

Every such module admits an injective resolution in which each term is
an a–torsion module (see [4, cor. 2.1.6]).

Let Y ∈ D−(R), and suppose that for all l ∈ Z the homology module
Hl(Y ) is a a–torsion module. Then by a complex version of [4, cor. 2.1.6],
Y admits an injective resolution in which each term is an a–torsion module.

Consequently, if Y ∈ D−(R) has artinian homology, the homology mod-
ules of Y are m–torsion modules forcing RΓm(Y ) � Y .

In other words: Let Dart
− (R) denote the full category of R–complexes

bounded to the left with artinian homology. Then RΓm(−) is equivalent to
the identity functor on Dart

− (R).

(3.2) Artinian modules and depth. Let M be a non–zero artinian R–
module. Since m ∈ AssR M we are informed by (1.4.4) that depthR M = 0.

Consequently, if X ∈ Dart
− (R) and H(X) �= 0, then m ∈ AssR HsupX(X)

and (1.4.4) yields depthR X = − supX.
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(3.3) Complete modules. Let M be an R–module which is a–adically
complete. It is natural to ask if LΛa(M) is isomorphic to M in D(R)? This
is indeed the case. To see this we record the following useful fact due to
Simon (see [20, prop. 2.5]):
Every a–adic complete module M admits a flat resolution consisting of flat
a–adic complete modules.

Moreover, by [20, sec. 5] we can actually use flat resolutions of modules to
compute LΛa(−), that is, if F

�−→M a flat resolution of M , then LΛa(M) =
Λa(F ).

By the above result we may choose a flat resolution F
�−→ X of the a–

adically complete module M of the form F = · · · → Fn → · · · → Fm → 0,
where Λa(Fi) ∼= Fi for all i ∈ Z. Consequently, we have LΛa(M) = Λa(F ) �
M in D(R).

(3.4) Derived completeness and torsion. Let a be an ideal in R and
X,Y ∈ Db(R). We say that X is a derived a–complete complex if the
canonical map,

X −→ LΛa(X),
is an isomorphism. Moreover, we say that Y is a derived a–torsion complex
if the canonical map,

RΓa(Y ) −→ Y,

is an isomorphism. See also the beautiful work of Dwyer and Greenlees [8].
Now suppose that X ∈ D f

+(R). Then by (2.9.2) we have widthR X =
inf X. Complexes which are derived a–complete obey the same equality; a
consequence of theorem (2.11). To see this just note that if X ∈ D+(R) and
X

�−→ LΛa(X), then

(3.4.1) inf X = inf LΛa(X) = widthR(a,X).

Now suppose that Y ∈ Dart
− (R). Then by (3.2) we have depthR Y =

− supY . Complexes which are derived a–torsion obey the same equality;
a consequence of (2.4.1). To see this just note that if Y ∈ D−(R) and
RΓa(Y ) �−→ Y then

(3.4.2) − supY = − supRΓa(Y ) = depthR(a, Y ).

(3.5) Lemma. Let R be a local ring, and let X ∈ Db(R) be a non–trivial
derived m–complete complex. Then

ridR X = depthR− inf X.

Proof. Take T ∈ Pf
0(R) and consider the number − inf RHomR(T,X). We

may now perform the following computation,

− inf RHomR(T,X)
(a)
= − inf LΛm(RHomR(T,X))
(b)
= −widthRRHomR(T,X)
(c)
= −widthR X − depthR T + depth R

(d)
= − depthR T + depth R− inf X.
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Here (a) is by (2.6), (b) by theorem (2.11), (c) by (1.8)(e), and finally (d) is
by (3.4.1). By (1.4.3) we have the estimate

sup {− depthR T |T ∈ Pf
0(R)} ≤ 0.

However, let xxx = x1, . . . , xn be a maximal R–sequence in m. Then R/xxx ∈
Pf

0(R) and depthR R/xxx = 0 forcing ridR X = depth R− inf X. �

(3.6) Theorem. Let R be a local ring, and let X ∈ Db(R) be a non–trivial
derived m–complete complex. Then

RidR X = ridR X = depth R− inf X.

Proof. The second equality is lemma (3.5).
To show the first one we proceed as follows: Take T ∈ P0(R) and con-

sider the number − inf (RHomR(T,X)). We may now perform the following
computation,

− inf (RHomR(T,X))
(a)
= − inf (LΛm(RHomR(T,X)))
(b)
= −widthRRHomR(T,X)
(c)
= sup (T ⊗L

R k)− widthR X

(d)
= sup (T ⊗L

R k)− inf X

(e)
= − depthR T + depth R− inf X

≤ depth R− inf X.

Here (a) is by (2.6), (b) by theorem (2.11), (c) by (1.8)(d), (d) by (3.4.1), and
finally (e) is by (1.8)(a)&(b). The computation shows RidR X ≤ depthR−
inf X, and the assertion now follows since depthR − inf X = ridR X ≤
RidR X ≤ depthR − inf X, where the first equality follows by lemma (3.5).

�

(3.7) Corollary. Let R be a local ring. If M is an non-trivial R–module
such that Λm(M) ∼= M and T is an R–module of finite projective dimension,
then

ExtiR(T,M) = 0 for i > depth R− depthR T , and

ExtiR(T,M) �= 0 for i = depth R− depthR T . �

(3.8) Corollary. Let R is a complete local ring. If M is a non–trivial finite
R–module and T is an R–module of finite projective dimension, then

ExtiR(T,M) = 0 for i > depth R− depthR T , and

ExtiR(T,M) �= 0 for i = depth R− depthR T . �

(3.9) Theorem. Let R be a local ring, and let X ∈ Db(R) be a non–trivial
derived m–torsion complex. Then

RfdR X = rfdR X = depthR + supX.
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Proof. Take T ∈ F0(R) and consider the number sup (T ⊗L
R X). We may

now perform the following computation,

sup (T ⊗L
R X)

(a)
= sup (RΓm(T ⊗L

R X))
(b)
= − depthR(T ⊗L

R X)
(c)
= − depthR T − depthR X + depth R

(d)
= − depthR T + supX + depthR

≤ supX + depthR.

Here (a) is by (2.5), (b) by (2.4.1), (c) by (1.8)(b), and finally (d) is
by (3.4.2). The computation shows RfdR X ≤ depthR + sup X, and
the assertion now follows since we by (3.4.2) and (1.4.2) may conclude
depthR + supX = depthR− depthR X. However, from (1.7.2) we see that
this difference between depths is less than or equal to rfdR X, consequently
depthR + supX ≤ rfdR X ≤ RfdR X ≤ depthR + supX. �

(3.10) Corollary. Let R be a local ring. If M is a non–trivial R–module
such that Γm(M) ∼= M and T is an R–module of finite flat dimension, then

TorRi (T,M) = 0 for i > depthR− depthR T , and

TorRi (T,M) �= 0 for i = depthR− depthR T . �

(3.11) Lemma. Let R be a local ring, and let X ∈ Db(R) be a non–trivial
derived m–torsion complex. Then

rpdR X = depthR + supX.

Proof. Take U ∈ I f(R) with H(U) �= 0 and consider the number inf U −
inf RHomR(X,U). We may now perform the following computation,

inf U − inf RHomR(X,U)
(a)
= inf U − inf LΛm(RHomR(X,U))
(b)
= inf U − widthRRHomR(X,U)
(c)
= inf U + depth R− depthR X −widthR U

(d)
= inf U + depth R− depthR X − inf U

= depthR− depthR X

(e)
= depthR + supX.

Here (a) is by (2.6), (b) by theorem (2.11), (c) by (1.8)(c), (d) by (1.5.1), and
finally (e) is by (3.4.2) and (1.4.2). The computation shows that rpdR X =
depthR + supX. �

(3.12) Theorem. Let R be a local ring, and let X ∈ Db(R) be a non–trivial
derived m–torsion complex. Then

RpdR X = rpdR X = depthR + supX.
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Proof. The second equality is lemma (3.11).
To show the first one we proceed as follows: Take T ∈ I0(R) and con-

sider the number − inf RHomR(X,T ). We may now perform the following
computation,

− inf RHomR(X,T )
(a)
= − inf LΛm(RHomR(X,T ))
(b)
= −widthRRHomR(X,T )
(c)
= depthR− depthR X − widthR T

(d)
= depth R + supX − widthR T

≤ depthR + supX.

Here (a) is by (2.6), (b) is by theorem (2.11), (c) is by (1.8)(c), and finally
(d) is by (3.4.2) and (1.4.2). The computation shows RpdRX ≤ depthR +
supX. Now theorem (3.9) yields depthR + supX = RfdR X, making us
able to perform the following computation,

depth R + supX
(e)
= rpdR X

(f)
= RfdR X

(g)

≤ RpdR X ≤ depth R + supX,

where (e) is by lemma (3.11), and (f) is by theorem (3.9), and finally (g) is
by (1.7.1). �

(3.13) Corollary. Let R be a local ring. If M is a non–trivial R–module
such that Γm(M) ∼= M and T is an R–module of finite injective dimension,
then

ExtiR(M,T ) = 0 for i > depthR− widthR T , and

ExtiR(M,T ) �= 0 for i = depthR− widthR T . �
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FOXBY EQUIVALENCE, COMPLETE MODULES, AND
TORSION MODULES

ANDERS FRANKILD AND PETER JØRGENSEN

Section 1 of this manuscript takes its idea from classical Foxby equiva-
lence for noetherian, local, commutative rings (see [3]), and generalizes it
to an equivalence theory for derived categories over Differential Graded
Algebras (henceforth abbreviated DGAs). Section 2 shows some simple
properties of the new equivalence, and section 3 shows that both classi-
cal Foxby equivalence, and the Morita equivalence for complete modules
and torsion modules developed by Dwyer and Greenlees in [8] arise as
special cases. It also shows that a new instance of our theory which one
can reasonably call “Matlis equivalence” gives a new characterization of
Gorenstein rings.

1. Generalized Foxby equivalence

This section starts with a very general result in theorem (1.1), and then
immediately proceeds to look at DGAs. In (1.5), we give the equivalence
for derived categories over DGAs mentioned in the introduction.

(1.1) Theorem. Consider categories C,D and an adjoint pair of functors
(F,G),

C
F ��

D.
G

��

Denote unit and counit of the adjunction by η and ε. Define full subcat-
egories of C and D,

A = {A ∈ C | ηA is an isomorphism},
B = {B ∈ D | εB is an isomorphism}.

Then the functors F and G restrict to a pair of quasi-inverse equivalences
of categories,

A
F �� B.
G

��

Proof. This is an easy exercise in adjoint functors. �

1991 Mathematics Subject Classification. 16E45, 18E30, 13D05.
Key words and phrases. Adjoint functors, Foxby equivalence, Auslander class, Bass

class, Morita equivalence, complete module, torsion module, Gorenstein ring.
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(1.2) Definition (Auslander and Bass classes). In the situation of
theorem (1.1), we call A the Auslander class, and B the Bass class. The
name “Auslander class” (strictly speaking, “Auslander category”) is due
to [3], while “Bass class” is due to [6] and [7].

(1.3) Setup. In the rest of this section and the next, R and S are DGAs,
and R,SM is a DG-R-left-S-left-module. (We use subscripts on DG-
modules to indicate their structures, as is custom in non-commutative
ring theory.)

(1.4) Tensor and Hom over a DGA. ¿From [10, sec. 6.1] we know
that there is an adjoint pair of functors between homotopy categories of
DG-modules,

K(Ropp)
−⊗RM ��

K(S).
HomS(M,−)
�� (1.4.1)

Here Ropp is the opposite DGA of R, whose multiplication is given by
s·oppr = (−1)|r||s|rs, where |r| denotes the degree of the homogeneous ele-
ment r. We identify DG-Ropp-left-modules with DG-R-right-modules, so
K(Ropp) is identified with the homotopy category of DG-R-right-modules.

The unit η of the adjunction (1.4.1) is given by

idK(Ropp)(L)
ηL−→ HomS(M,L⊗R M), ηL(	) = (m �→ 	⊗m),

and the counit ε is given by

HomS(M,N)⊗R M εN−→ idK(S)(N), εN (µ⊗m) = µ(m).

Since all modules have K-projective and K-injective resolutions by

[10, secs. 3.1 and 3.2], we can get − L⊗R M from −⊗RM by using a K-
projective resolution in the first variable, and we can get RHomS(M,−)
from HomS(M,−) by using a K-injective resolution in the second vari-
able. The adjointness described above is inherited by the derived functors
in a straightforward way.

(1.5) Generalized Foxby equivalence. By (1.4) we have an adjoint
pair of derived functors between derived categories of DG-modules,

D(Ropp)
−L⊗RM ��

D(S).
RHomS(M,−)
��

Theorem (1.1) now says: Denoting unit and counit of the adjunction by
η and ε, there are Auslander and Bass classes,

AM(Ropp) = {L ∈ D(Ropp) | ηL is an isomorphism},
BM(S) = {N ∈ D(S) | εN is an isomorphism},
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and the functors − L⊗R M and RHomS(M,−) restrict to a pair of quasi-
inverse equivalences of categories,

AM(Ropp)
−L⊗RM �� BM(S).

RHomS(M,−)
��

2. Size of Auslander and Bass classes

This section continues to work under setup (1.3).
It starts in (2.1) by recalling, among other things, the so-called evalu-

ation morphisms ω and θ from [2], and in lemma (2.2) rewrites unit and

counit of the adjoint pair (− L⊗R M,RHomS(M,−)) in terms of ω and θ.
This is used in theorem (2.4) which under certain conditions characterizes
objects in the Auslander class by ω being an isomorphism, and objects
in the Bass class by θ being an isomorphism. Lemma (2.2) and theorem
(2.4) follow ideas from [3, pf. of thm. (3.2)]. The section ends by deriving
corollaries (2.5) and (2.7) which state under appropriate conditions that
the Auslander and Bass classes contain “many” DG-modules.

(2.1) Some morphisms. In [2, 4.3] two so-called evaluation morphisms
are considered for complexes of modules over rings. The same method
gives morphisms for DG-modules over DGAs as follows: If

TFR, U,SA, R,SB

are DG-modules with structures as indicated, then there is a natural
morphism of DG-T -left-U-right-modules

TFR ⊗R HomS(U,SA, R,SB)
ω−→ HomS(U,SA, TFR ⊗R R,SB)

given by
(ω(f ⊗ α))(a) = f ⊗ α(a).

Moreover, if F can be resolved by a DG-T -left-R-right-module which
is K-flat over R, and A can be resolved by a DG-U-left-S-left-module
which is K-projective over S, then ω induces a natural morphism of
derived functors,

TFR
L⊗R RHomS(U,SA, R,SB)

ω−→ RHomS(U,SA, TFR
L⊗R R,SB).

Note that it is not necessary that F and A have structures over T and
U . That is, omitting T or U or both, there are still morphisms given by
the same prescriptions.

And if

R,TA, R,SB, SIU
are DG-modules with structures as indicated, then there is a natural
morphism of DG-T -left-U-right-modules

HomS(R,SB, SIU)⊗R R,TA
θ−→ HomS(HomR(R,TA, R,SB), SIU)
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given by

(θ(β ⊗ a))(α) = (−1)|a||α|βα(a).

And if A can be resolved by a DG-R-left-T -left-module which is K-
projective over R, and I can be resolved by a DG-S-left-U-right-module
which isK-injective over S, then θ induces a natural morphism of derived
functors,

RHomS(R,SB, SIU)
L⊗R R,TA

θ−→ RHomS(RHomR(R,TA, R,SB), SIU).

Note that again, T or U or both could be omitted in both morphisms.
We also need some morphisms which sometimes exist in the situation

of setup (1.3): Suppose that M can be resolved by a DG-R-left-S-left-
module P which is K-projective over S. Then we have HomS(P, P ) ∼=
RHomS(M,M), and the morphism R −→ HomS(P, P ) given by r �→
(p �→ rp) gives a canonical morphism in the derived category of DG-R-
left-R-right-modules,

R
ρ−→ RHomS(M,M).

Similarly, if M can be resolved by a DG-R-left-S-left-module which is
K-projective over R, then we get a canonical morphism in the derived
category of DG-S-left-S-right-modules,

S
σ−→ RHomR(M,M).

The following lemma is an abstraction of part of [3, proof of thm.
(3.2)].

(2.2) Lemma. (1): Suppose that M can be resolved by a DG-R-
left-S-left-module which is K-projective over S. For any DG-R-
right-module, L, there is a commutative diagram,

L
ϕ ��

ηL
����������������������������� L

L⊗R R
1L

L⊗Rρ �� L
L⊗R RHomS(M,M)

ω
��

RHomS(M,L
L⊗R M),

where ϕ is the canonical isomorphism, where ηL is the unit of

the adjoint pair (− L⊗R M,RHomS(M,−)) evaluated on L, and
where ω comes from (2.1).

(2): Suppose that M can be resolved by a DG-R-left-S-left-module
which is K-projective over R. For any DG-S-left-module, N ,
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there is a commutative diagram,

RHomS(M,N)
L⊗R M

θ

��

εN

��������������������������������������

RHomS(RHomR(M,M), N)
RHomS(σ,1N )

�� RHomS(S,N)
ψ

�� N,

where ψ is the canonical isomorphism, where εN is the counit of

the adjoint pair (− L⊗R M,RHomS(M,−)) evaluated on N , and
where θ comes from (2.1).

Proof. The proofs of (1) and (2) are similar, so we only show (1).
Replace L by a K-flat resolution (this is always possible, e.g. by re-

placing L by a K-projective resolution), and replace M by a resolution
which is a DG-R-left-S-left-module that is K-projective over S. This

enables us to write HomS and ⊗R rather than RHomS and
L⊗R.

Now let 	 be in L, and consider the composition of morphisms appear-
ing in the lemma, evaluated on 	:

(ω ◦ (1L⊗ρ)◦ϕ)(	) = (ω ◦ (1L⊗ρ))(	⊗1R) = ω(	⊗ idM) = (m �→ 	⊗m).

This is indeed ηL(	), as one sees in (1.4). �

(2.3) Conditions. Here are two conditions which can be imposed on M :

(1): M can be resolved by a DG-R-left-S-left-module which is K-

projective over S, and the canonical map R
ρ−→ RHomS(M,M)

is an isomorphism.
(2): M can be resolved by a DG-R-left-S-left-module which is K-

projective over R, and the canonical map S
σ−→ RHomR(M,M)

is an isomorphism.

The following theorem is proved essentially in the same way as [3, thm.
(3.2)].

(2.4) Theorem. (1): Suppose that M satisfies condition (2.3)(1).
Then

AM(Ropp) =

L ∈ D(Ropp)

∣∣∣∣∣∣∣
L

L⊗R RHomS(M,M)
ω−→

RHomS(M,L
L⊗R M)

is an isomorphism

 .

(2): Suppose that M satisfies condition (2.3)(2). Then

BM(S) =

N ∈ D(S)

∣∣∣∣∣∣∣
RHomS(M,N)

L⊗R M θ−→
RHomS(RHomR(M,M), N)
is an isomorphism

 .
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Proof. Again, the proofs of (1) and (2) are similar, so we only show (1).
Condition (2.3)(1) says that M can be resolved by a DG-R-left-S-left-

module which is K-projective over S, so we are in the situation of lemma

(2.2)(1). The composition ω◦(1L
L⊗R ρ)◦ϕ in the lemma equals ηL, so by

(1.5) the DG-module L is in AM(Ropp) precisely when ω ◦ (1L
L⊗R ρ) ◦ ϕ

is an isomorphism.

But since R
ρ−→ RHomS(M,M) is an isomorphism by condition (2.3)(1),

both maps ϕ and 1L
L⊗R ρ are isomorphisms. Hence ω ◦ (1L

L⊗R ρ) ◦ ϕ is
an isomorphism precisely when ω is. �

In the following corollary, (−)� denotes the functor which forgets differ-
entials. It sends DGAs and DG-modules to graded algebras and graded
modules.

(2.5) Corollary. (1): Suppose that M satisfies condition (2.3)(1).
Suppose moreover that when we forget the R-structure on M , we
can resolve M by a K-projective DG-S-left-module, A, so that
(SA)� is a direct summand in a finite coproduct of shifts of S�.

Then the Auslander class AM(Ropp) is all of D(Ropp).
(2): Suppose that M satisfies condition (2.3)(2). Suppose moreover

that when we forget the S-structure on M , we can resolve M by
a K-projective DG-R-left-module, B, so that (RB)� is a direct
summand in a finite coproduct of shifts of R�.

Then the Bass class BM(S) is all of D(S).

Proof. Again the proofs of (1) and (2) are similar, so we only show (1).
Theorem (2.4)(1) implies that to prove the corollary’s claim thatAM(Ropp)

is all of D(Ropp), we must show that

L
L⊗R RHomS(M,M)

ω−→ RHomS(M,L
L⊗R M)

is an isomorphism for any L.
Now, to see whether ω is an isomorphism, there is no need to remember

the R-structure on the M ’s appearing in the first variable of the RHom’s.
Hence we can use the DG-S-left-module SA which is a K-projective res-
olution of SM to compute the two RHom’s. But when SA has the special
form required in the corollary, ω is an isomorphism by [1, sec. 1, thm. 2].
(Note that [1] actually requires A� itself to be a finite coproduct of shifts
of S�, but gives a proof which also applies to direct summands.) �

(2.6) Definition. If Q is a DGA, then we define two classes of DG-Q-
left-modules by

F(Q) =

{
L ∈ D(Q)

∣∣∣∣ L is isomorphic in D(Q) to a
K-flat left-bounded DG-module

}
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and

I(Q) =

{
N ∈ D(Q)

∣∣∣∣ N is isomorphic in D(Q) to a
K-injective right-bounded DG-module

}
.

In the following, ΣiX denotes the i’th suspension of the DG-module
X, so (ΣiX)j = Xj−i.

(2.7) Corollary. (1): Suppose that M satisfies condition (2.3)(1).
Suppose moreover the following:
• R and S are non-negatively graded.
• H0S is left-noetherian, and each HiS is finitely generated

from the left over H0S.
• HM is bounded, and each HiM is finitely generated over

H0S.
Then

F(Ropp) ⊆ AM(Ropp).

(2): Suppose that M satisfies condition (2.3)(2). Suppose moreover
the following:
• R and S are non-negatively graded.
• H0R is left-noetherian, and each HiR is finitely generated

from the left over H0R.
• HM is bounded, and each HiM is finitely generated over

H0R.
Then

I(S) ⊆ BM(S).

Proof. Again, the proofs of (1) and (2) are similar, so we only show (1).
Theorem (2.4) implies that to prove the corollary’s claim that F(Ropp)

is contained in AM(Ropp), we must show that

L
L⊗R RHomS(M,M)

ω−→ RHomS(M,L
L⊗R M)

is an isomorphism when L is in F(Ropp).
Now, to see whether ω is an isomorphism, there is no need to remember

the R-structure on the M ’s appearing in the first variable of the RHom’s.
Hence we can replace these M ’s by any DG-S-left-module SP which is
isomorphic to SM in D(S). Inserting the bulleted assumptions on S and
M into [4, thm. 10.1.5] gives that we can choose an SP which is semi-free
and in particular K-projective, and has

(SP )� =
⊕
j≥i

Σj(S�)γj

for certain finite numbers i and γj.
We can also replace the M ’s appearing in the second variable of the

RHom’s by any quasi-isomorphic DG-R-left-S-left-module R,SB. And
B can be chosen left-bounded: Since R and S are both non-negatively
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graded, it makes sense to truncate DG-R-left-S-left-modules, and since
HM is bounded, and so in particular left-bounded, we can truncate M
to the left to get a left-bounded B.

Finally, when LR is in F(Ropp), we can replace LR by a K-flat left-
bounded DG-R-right-module FR which is isomorphic to LR in D(Ropp).

So what we need to see is in fact that

F
L⊗R RHomS(P,B)

ω−→ RHomS(P, F
L⊗R B)

is an isomorphism. But P is K-projective and F is K-flat, so this is
represented by

F ⊗R HomS(P,B)
ω−→ HomS(P, F ⊗R B).

And P , B, and F being as they are, this is an isomorphism by [1, sec. 1,
thm. 2]. �

3. Applications of the theory

This section describes three concrete instances of the theory from sec-
tion 1:

In (3.1) it is shown that our theory contains classical Foxby equiva-
lence over noetherian, local, commutative rings, as known from [3], and
corollary (2.7) is used to recover the previously known results that the
Auslander class contains all bounded complexes of flat modules, while
the Bass class contains all bounded complexes of injective modules.

In (3.2) it is shown that our theory contains the Morita equivalence for
complete modules and torsion modules developed by Dwyer and Green-
less in [8], and corollary (2.5) is used to recover the previously known
result that a certain Auslander class contains all complexes.

Finally, in (3.3) to (3.5), we consider a new instance of our theory,
where the dualizing complex from classical Foxby equivalence is replaced
with E(k), the injective hull of the residue class field k. This theory turns
out to be able to detect Gorensteinness in the same way as classical Foxby
equivalence, namely by k being in the Auslander and Bass classes (see
[6, (3.1.12) and (3.2.10)]).

(3.1) Classical Foxby equivalence. Classical Foxby equivalence in the
setup of [3, sec. 3] is a special case of the theory of section 1: Let R be a
noetherian commutative ring, viewed as a DGA concentrated in degree
zero, and let S equal R. Let M be a dualizing complex over R, that
is, M is a bounded complex of injective modules with finitely generated
homology, so that the canonical morphism R −→ RHomR(M,M) is an
isomorphism. Clearly, M is a DG-R-left-S-left-module.
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So (1.5) applies, and since Ropp equals R, the adjoint pair of (1.5) is

D(R)
−L⊗RM ��

D(R),
RHomR(M,−)
��

and this is simply the pair of functors from the classical Foxby equivalence
theorem, [3, thm. (3.2)]. Also, our Auslander and Bass classes,

AM(R) = {L ∈ D(R) | ηL is an isomorphism},
BM(R) = {N ∈ D(R) | εN is an isomorphism},

are simply the classes A(R) and B(R) of [3, def. (3.1)], except that
we have avoided the (unnecessary) boundedness conditions in [3]. Our
equivalence result (1.5) essentially specializes to the equivalence theorem
[3, thm. (3.2)].

Moreover, the conditions of corollary (2.7)(1) hold. First, condition
(2.3)(1) holds: Since R is a noetherian, commutative ring and S equals
R, we can resolve M by a DG-R-left-S-left-module which is K-projective
over S simply by resolving it by a K-projective resolution of M as an R-

complex. And we have that the canonical morphism R
ρ−→ RHomS(M,M)

is a quasi-isomorphism by assumption on M . Secondly, the three item-
ized requirements in corollary (2.7)(1) are immediate by the assumptions
on R, S, and M .

So corollary (2.7)(1) says that AM(R) contains F(R). In particular,
AM(R) contains all bounded complexes of flat modules.

Symmetrically, corollary (2.7)(2) says that BM (R) contains I(R). In
particular, BM(R) contains all bounded complexes of injective modules.

Note that the above way of viewing classical Foxby equivalence also
applies to the more general Foxby equivalence theory with semi-dualizing
complexes constructed in [7, sec. 4].

(3.2) Dwyer and Greenlees’ theory. Dwyer and Greenless’ Morita
equivalence theory from [8] which generalizes Rickard’s theory from [12]
is a special case of the theory of section 1: Let S be any ring, viewed as a
DGA concentrated in degree zero, and let M be a perfect complex of S-
left-modules, that is, a bounded complex of finitely generated projective
S-left-modules. Set R equal to HomS(M,M). It is not difficult to check
that this is a DGA, that M acquires the structure of DG-R-left-module,
and that this structure is compatible with the S-structure of M , so that
M is in fact a DG-R-left-S-left-module, R,SM .

So (1.5) applies, and we get quasi-inverse equivalences between the
Auslander and Bass classes,

AM(Ropp)
−L⊗RM �� BM(S).

RHomS(M,−)
��
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Moreover, the conditions of corollary (2.5)(1) hold. First, condition
(2.3)(1) holds: R,SM is a resolution of itself which is K-projective over
S, because we have started with an M which is perfect over S. Also, the

canonical morphism R
ρ−→ RHomS(M,M) is an isomorphism since we

have in effect defined R to be RHomS(M,M). Secondly, when we forget
the R-structure on M , we are left with SM , that is, the original M over
S, which is perfect. Hence (SM)� is clearly a direct summand in a finite
coproduct of shifts of S�.

So corollary (2.5)(1) says AM(Ropp) = D(Ropp).
But then, the above diagram is identical to the right half of the fol-

lowing diagram from Dwyer and Greenlees’ Morita theorem, [8, thm.
2.1]:

Acomp

E ��
mod-E

C
��

T ��
Ators

E
��

([8] denotes our R by E , and our D(Ropp) by mod-E). This can be seen
by checking:

• Our functors − L⊗R M and RHomS(M,−) are the same as the
functors T and E from [8] (this is trivial).
• The Bass class BM(S) equals Ators (this is done in [8, thm. 2.1]).

Note that by replacing M by HomS(M,S), our theory can be special-
ized to the other half of [8, thm. 2.1].

(3.3) The Auslander and Bass classes for E(k). Let R be a noe-
therian, local, commutative ring, with maximal ideal m and residue class
field k = R/m, and let E(k) denote the injective hull of k. We want
to consider our theory with S = R and M = E(k). In this setup it
turns out that the corresponding Auslander and Bass classes contain k
precisely when R is Gorenstein.

Recall that the same statement is true for the Auslander and Bass
classes of classical Foxby equivalence where M is the dualizing complex
D (see [6, (3.1.12) and (3.2.10)]). However, not all commutative, local,
noetherian rings admit a dualizing complex.

Note that, since the duality theory involving the functor RHomR(−,E(k))
is just classical Matlis duality, it seems reasonable that one should call the
theory treated in this and the next two paragraphs “Matlis equivalence”.

(3.4) Lemma. Let R be as in (3.3). Then the following statements are
equivalent:

(1): R is Gorenstein.
(2): RHomR(E(k), k) ∼= Σ−dk for some d.

(3): k
L⊗R E(k) ∼= Σdk for some d.

If the equivalent statements hold, then d = dim R.
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Proof. Let (−)∨ = RHomR(−,E(k)) denote the Matlis duality functor.
It is not difficult to see that each of the numbered statements is equiv-

alent to the same statement for R̂, the completion of R in the m-adic
topology. For this, one uses that the artinian R-module E(k) can be

viewed as an R̂-module which satisfies the isomorphisms of R̂-modules

R̂ ⊗R E(k) ∼= ER̂(k) ∼= E(k), see [5, ex. 3.2.14]. Hence, we can suppose
that R is complete.

(1)⇔ (2): There are isomorphisms

RHomR(E(k), k) ∼= RHomR(k∨,E(k)∨) ∼= RHomR(k,R)
(3.4.1)

by Matlis duality (see [11, thm. 18.6]). But R is Gorenstein precisely if
RHomR(k,R) is isomorphic to Σ−dk for some d, by [11, thm. 18.1]. So
the result follows.

(2)⇔ (3): There are isomorphisms

RHomR(E(k), k) ∼= RHomR(E(k), k∨)

= RHomR(E(k),RHomR(k,E(k)))

(a)∼= RHomR(k
L⊗R E(k),E(k))

= (k
L⊗R E(k))∨,

where “(a)” is by adjointness. This shows (3)⇒ (2). And taking Matlis
duals gives

RHomR(E(k), k)∨ ∼= (k
L⊗R E(k))∨∨ ∼= k

L⊗R E(k),
(3.4.2)

where the second “∼=” is by Matlis duality, because k
L⊗R E(k) has ar-

tinian homology. This shows (2)⇒ (3).
Finally, in case the numbered conditions hold so R is Gorenstein, we

know RHomR(k,R) ∼= Σ− dim Rk, again by [11, thm. 18.1]. Hence (3.4.1)

proves RHomR(E(k), k) ∼= Σ− dim Rk, and (3.4.2) proves k
L⊗R E(k) ∼=

(Σ− dim Rk)∨ ∼= Σdim Rk. So we conclude d = dim R. �

(3.5) Theorem (Gorenstein sensitivity). Let R be as in (3.3). Then
the following statements are equivalent:

(1): R is Gorenstein.
(2): k ∈ AE(k)(R).
(3): k ∈ BE(k)(R).

Proof. (1)⇒ (2). When R is Gorenstein, we have k
L⊗R E(k) ∼= Σdim Rk

by lemma (3.4)(3). Hence

RHomR(E(k), k
L⊗R E(k)) ∼= RHomR(E(k),Σdim Rk) ∼= k,
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where the second “∼=” uses lemma (3.4)(2).
To see k ∈ AE(k)(R) we must see that the unit of the adjoint pair

(− L⊗R E(k),RHomR(E(k),−)) evaluated on k is an isomorphism, that

is, that k
ηk−→ RHomR(E(k), k

L⊗R E(k)) is an isomorphism. This is the
same as seeing that its homology Hηk is an isomorphism. But by the
above computation, both source and target of ηk have homology given
by k in degree 0, and 0 in all other degrees, so since k is a simple module,
it suffices to see that H0ηk is non-zero.

For this, replace E(k) by a free resolution F . Then ηk is represented
by the chain map k −→ HomR(F, k ⊗R F ) given by x �→ (f �→ x ⊗ f).
In particular we have 1k �→ (f �→ 1k ⊗ f). Now, 1k is a cycle in the
complex k, so represents an element in homology. Its image under H0ηk
is represented by the cycle f �→ 1k⊗ f in the complex HomR(F, k⊗R F ).
Hence to see that H0ηk is non-zero, all we need to see is that the cycle
f �→ 1k⊗f is not a boundary. But the boundaries in a Hom complex are
exactly the null homotopic chain maps, so we must check that f �→ 1k⊗f
is not null homotopic.

But if it were null homotopic, then it would remain so upon tensoring
with k. That is, k⊗RF −→ k⊗Rk⊗RF given by y⊗f �→ y⊗1k⊗f would
be null homotopic. But using k ⊗R k ∼= k, this map can be identified
with the identity on k ⊗R F , hence cannot be null homotopic because

k ⊗R F ∼= k
L⊗R E(k) has non-vanishing homology by lemma (3.4).

(1)⇒ (3). This is seen by a computation similar to the one above.
(2)⇒ (1). If k ∈ AE(k)(R) then we have

k
∼=−→ RHomR(E(k), k

L⊗R E(k)).

And it is easy to see that the maximal ideal m in R annihilates the

modules in a suitable representative of k
L⊗R E(k), so

k
L⊗R E(k) ∼=

⊕
i∈I

Σβik. (3.5.1)

Combining these gives k ∼= RHomR(E(k),
⊕

i∈I Σβik).
Suppose that

⊕
i∈I Σβik contained more than one summand, so was

equal to Σβ1k ⊕ Σβ2k ⊕ (
⊕

i∈I′ Σ
βik). Then we would have

k ∼= RHomR(E(k),Σβ1k)⊕RHomR(E(k),Σβ2k)⊕RHomR(E(k),
⊕
i∈I′ Σβik).

(3.5.2)

However, using R̂ ⊗R E(k) ∼= ER̂(k) ∼= E(k) again, it is not difficult to
see

RHomR(E(k), k) ∼= RHomR̂(ER̂(k), k),

and by Matlis duality, this is again RHomR̂(k, R̂) which is non-zero. As
k is an indecomposable object in D(R), this gives a contradiction with



FOXBY EQUIVALENCE, COMPLETE MODULES, AND TORSION MODULES 13

equation (3.5.2), and thus there can only be one summand in (3.5.1), so

k
L⊗R E(k) ∼= Σβjk. By lemma (3.4) we get that R is Gorenstein.
(3)⇒ (1). If k ∈ BE(k)(R) then we have

RHomR(E(k), k)
L⊗R E(k)

∼=−→ k.

Again it is easy to see that m annihilates the modules in a suitable
representative of RHomR(E(k), k). Thus

RHomR(E(k), k) ∼=
⊕
i∈I

Σβik.

Combining these gives (
⊕

i∈I Σβik)
L⊗R E(k) ∼= ⊕

i∈I(Σ
βik

L⊗R E(k)) ∼=
k.

Again, using that k is an indecomposable object in D(R), the only

possibility is that there is only one summand, so Σβjk
L⊗R E(k) ∼= k. By

lemma (3.4)) we get that R is Gorenstein. �
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AFFINE EQUIVALENCE AND GORENSTEINNESS

ANDERS FRANKILD AND PETER JØRGENSEN

0. Introduction

(0.1) Background. For a commutative, local, noetherian ring R and an ob-
ject X in D(R), the derived category of R, one can consider the adjoint pair
of covariant functors

X
L⊗R − and RHomR(X,−), (0.1.1)

and the contravariant functor

RHomR(−,X). (0.1.2)

It is familiar that for certain X’s, these functors restrict to quasi-inverse equiv-
alences between suitable full subcategories of D(R),

A
X

L⊗R− �� B
RHomR(X,−)

��

and

C
RHomR(−,X) �� D.
RHomR(−,X)

��

Important examples of this abound in the literature:

X
Equivalence theory

based on RHomR(−,X)

Equivalence theory based on

X
L⊗R − and RHomR(X,−)

D Grothendieck/Hartshorne [12] Foxby [2]

E(k) Matlis [14] F+J [11]

RΓa(D) Hartshorne [13] –

R Foxby/Yassemi [17] Trivial

RΓa(R) – Dwyer/Greenlees [7]

The first three X’s in the diagram are:
• D is a dualizing complex for R.
• E(k) is the injective hull of R’s residue class field k.
• RΓa(D) is obtained by taking the right derived section functor RΓa

with respect to the ideal a in R, and applying it to D.

1991 Mathematics Subject Classification. 13D07, 13D45.
Key words and phrases. Foxby equivalence, Auslander class, Bass class, complete

module, torsion module, Gorenstein ring.
1
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The purpose of this text is to study the two theories missing from the diagram.
In fact, these theories will contain the other theories in the upper right and
lower left quadrants of the diagram as special cases.

(0.2) This text. A central point of section (0.1)’s diagram is that the existing
equivalence theories in the upper right and lower left quadrants can recognize
when the ring R is Gorenstein. They do this by the sizes of the full subcate-
gories A,B, C,D in equations (0.1.1) and (0.1.2), which (in suitable senses) are
maximal exactly when R is Gorenstein. These results are known as “Goren-
stein theorems”, see [6, (2.3.14), (3.1.12), and (3.2.10)] and [11, thm. (3.5)],
and live in the world of “Foxby equivalence” which deals with equivalences of

categories induced by functors such as X
L⊗R − and RHomR(X,−), see [11].

Given this, and given that the two theories missing from section (0.1)’s
diagram fall in the upper right and lower left quadrants, a reasonable question
is: Can the missing theories also recognize Gorenstein rings? We show in our
main result, theorem (2.2), that the answer is yes. Thus, we fill in the blanks
in section (0.1)’s diagram by studying the missing theories and showing that
they are ring theoretically interesting.

To be specific, the theories missing from section (0.1)’s diagram are based
on the functors

RΓa(D)
L⊗R − and RHomR(RΓa(D),−), (0.2.1)

respectively

RHomR(−,RΓa(R)), (0.2.2)

and we prove in theorem (2.2) that the subcategories between which these func-
tors induce equivalences are maximal exactly when R is Gorenstein. Note that
RHomR(−,RΓa(R)) equals RHomR(−,C(a)) where C(a) is the Čech complex
of a, cf. remark (1.2).

We will not reproduce theorem (2.2) in this introduction. However, in the
special case a = 0, the theorem gives corollary (2.4) which is the following
improved version of the above mentioned Gorenstein theorems from [6]:

Corollary. Let R be a commutative, local, noetherian ring with residue
class field k. Now the following conditions are equivalent:

(1) R is Gorenstein.
(2) The biduality morphism

X −→ RHomR(RHomR(X,R), R)

is an isomorphism for X ∈ Df
b(R).

If R has a dualizing complex D, then the above conditions are also equivalent
to:

(3) k ∈ AD.
(4) AD = D(R).
(5) k ∈ BD.
(6) BD = D(R).

The notation employed here is: Df
b(R) is the derived category of bounded

complexes with finitely generated homology, and AD and BD are the so-called
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Auslander and Bass classes of D which are, in a sense, the largest full subcate-

gories of D(R) between which D
L⊗R − and RHomR(D,−) induce equivalences.

See [11, (1.5)] (or (1.1) below with a = 0) for the technical definition of AD
and BD.

Another special case of theorem (2.2) is a = m where m is R’s maximal
ideal; this is given in corollary (2.6) which contains the Gorenstein theorem
[11, thm. (3.5)]. The corollary states the following:

Corollary. Let R be a commutative, local, noetherian ring with maximal
ideal m and residue class field k = R/m, and let C(m) be the Čech complex of
m. Now the following conditions are equivalent:

(1) R is Gorenstein.
(2) The standard morphism

X
L⊗R RHomR(C(m),C(m)) −→ RHomR(RHomR(X,C(m)),C(m))

is an isomorphism for X ∈ Df
b(R).

If R has a dualizing complex D, and E(k) denotes the injective hull of k, then
the above conditions are also equivalent to:

(3) k ∈ AE(k).
(4) AE(k) = Am

comp.
(5) k ∈ BE(k).

(6) BE(k) = Ators
m .

Here AE(k) and BE(k) are the Auslander and Bass classes of E(k) which are
defined in a way analogous to AD and BD above, see [11, (3.3)], and Am

comp

and Ators
m are the categories of so-called derived complete and derived torsion

complexes with respect to m, see [7] or remark (1.2) below.
Observe that part (2) of the corollary gives a new, simple way of char-

acterizing Gorenstein rings. In fact, RHomR(C(m),C(m)) is R̂, the m-adic
completion of R, by lemma (1.9), so part (2) of the corollary is even simpler
than it first appears.

(0.3) Remarks. The title of this text is chosen for the following reason:
Hartshorne in [13] considers an instance of the contravariant equivalence the-
ory based on RΓa(D), that is, on the functor RHomR(−,RΓa(D)). He calls
it “affine duality”. It hence seems natural that we should call the covariant
equivalence theory based on RΓa(D), that is, on the functors from (0.2.1),
“affine equivalence”, whence our title.

Note that the equivalence theories based on the functors (0.2.1) and (0.2.2)
contain a number of the other theories in section (0.1)’s diagram as special
cases: When R has a dualizing complex D, the theories with X = D and
X = E(k) in the upper portion of the diagram can be obtained from the
theories with X = RΓa(D); namely, D ∼= RΓ0(D) and E(k) ∼= RΓm(D).
Similarly, the theories with X = R in the lower portion of the diagram can
be obtained from the theories with X = RΓa(R); namely, R ∼= RΓ0(R). Of
course, this is the reason theorem (2.2) contains as a special case corollary
(2.4).
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(0.4) Synopsis. The text is organized as follows: After this introduction
comes section 1 which gives a number of ways of characterizing Gorenstein
rings, plus a number of results about the derived section and completion func-
tors, RΓa and LΛa. Finally comes section 2 which gives our main result,
theorem (2.2), and concludes with some special cases in corollaries (2.4) and
(2.6).

(0.5) Notation. First note that all our results are formulated in the derived
category, D(R). We use the hyperhomological notation set up in [9, sec. 2],
with a single exception: We denote isomorphisms in D(R) by “∼=” rather than
by “�”.

One very important tool is a number of so-called standard homomorphisms
between derived functors. These are treated in [9, sec. 2], and another reference
is [6, (A.4)].

Apart from the material covered in [9, sec. 2], we make extensive use of the
right derived section functor RΓa and the left derived completion functor LΛa.
They are defined as follows:

When a is an ideal in R, the section functor with respect to a is defined on
modules by

Γa(−) = colimn HomR(R/an,−).

It is left exact, and has a right derived functor RΓa which lives on D(R).
Similarly, the completion functor with respect to a is defined on modules by

Λa(−) = limn(R/an ⊗R −).

It has a left derived functor LΛa which also lives on D(R).
A salient fact is that (RΓa,LΛa) is an adjoint pair. For this and other

properties, see [1].

(0.6) Setup. Throughout the text, R is a commutative, local, noetherian ring
with maximal ideal m and residue class field k = R/m, and a is an ideal
in R generated by aaa = (a1, . . . , an). The a-adic completion of R is denoted
Râ. The Koszul complex on aaa is denoted K(aaa); it is a bounded complex of
finitely generated free modules. The Čech complex of a (also known as the
stable Koszul complex of a) is denoted C(a); it is a bounded complex of flat
modules. See [4, chp. 5] for a brushup on Koszul and Čech complexes.

1. Preparatory results

(1.1) Affine equivalence. Suppose that R has a dualizing complex D. As
described in the introduction, we shall consider the adjoint pair of functors

D(R)
RΓa(D)

L⊗R− ��
D(R).

RHomR(RΓa(D),−)
��

Let us sum up the main content of Foxby equivalence as introduced in [11,
(1.5)] in this situation: Letting η be the unit and ε the counit of the adjunction,
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and defining the Auslander class by

ARΓa(D) =

{
X

∣∣∣∣∣ ηX : X −→ RHomR(RΓa(D),RΓa(D)
L⊗R X)

is an isomorphism

}
and the Bass class by

BRΓa(D) =

{
Y

∣∣∣∣∣ εY : RΓa(D)
L⊗R RHomR(RΓa(D), Y ) −→ Y

is an isomorphism

}
,

there are quasi-inverse equivalences of categories between the Auslander and
Bass classes,

ARΓa(D)

RΓa(D)
L⊗R− �� BRΓa(D).

RHomR(RΓa(D),−)
�� (1.1.1)

Our main result, theorem (2.2), characterizes Gorenstein rings in terms of
maximality of ARΓa(D) and BRΓa(D).

(1.2) Remark. In [7] is considered the following situation: Given a ring,
S, and a bounded complex of finitely generated projective S-left-modules,
A, one can construct the endomorphism Differential Graded Algebra, E =
HomS(A,A), and A becomes a Differential Graded E-left-module whose E-
structure is compatible with its S-structure. Likewise, the complex A� =
HomS(A,S) is a bounded complex of finitely generated projective S-right-
modules, and becomes a Differential Graded E-right-module whose E-structure
is compatible with its S-structure. Moreover, there are two full subcategories
Acomp and Ators of D(S), and a diagram

Acomp

A�
L⊗S− ��

D(Eopp)
RHomEopp (A�,−)

��

−L⊗EA ��
Ators

RHomS(A,−)
��

(1.2.1)

where each half is a pair of quasi-inverse equivalences of categories. Note
that we write Eopp for the opposite algebra of E and D(Eopp) for the derived
category of Differential Graded Eopp-left-modules which is equivalent to the
derived category of Differential Graded E-right-modules.

In this text, we use the following special case, based on the data from setup
(0.6): The ring S is R, and the complex A is K(aaa). We then write Aa

comp for
Acomp, and Ators

a for Ators. By [7, proof of 4.3] and [7, prop. 6.10] we have

K(aaa)�
L⊗E K(aaa) ∼= CellK(aaa)(R) ∼= C(a),

so the composite of the two upper functors in diagram (1.2.1) is

(K(aaa)�
L⊗R −)

L⊗E K(aaa) � (K(aaa)�
L⊗E K(aaa))

L⊗R −
� C(a)

L⊗R −, (1.2.2)

where “�” signifies an equivalence of functors, and where the first “�” is by
associativity of tensor products, see [3, sec. 4.4]. Similarly, the composite of
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the two lower functors is

RHomEopp(K(aaa)�,RHomR(K(aaa),−))

� RHomR(K(aaa)�
L⊗E K(aaa),−)

� RHomR(C(a),−), (1.2.3)

where the first “�” is by adjointness, see [3, sec. 4.4]. Note that these equiv-
alences are valid as equivalences of functors defined on the entire derived cat-
egory D(R).

Diagram (1.2.1) shows that the essential image of the functor K(aaa)�
L⊗R −

defined on D(R) is all of D(Eopp). (The essential image of a functor is the
closure of the functor’s image under isomorphisms.) In turn, equation (1.2.2)

therefore shows that the essential image of the functor C(a)
L⊗R −, defined

on D(R), equals the essential image of the functor − L⊗E K(aaa), defined on
all of D(Eopp), and this image is Ators

a by diagram (1.2.1). A similar ar-
gument with equation (1.2.3) shows that the essential image of the functor
RHomR(C(a),−), defined on D(R), equals Aa

comp.
Note that by [16, thm. 1.1(iv)] and [1, (0.3)aff , p. 4] there are natural equiv-

alences of functors on D(R),

RΓa(−) � C(a)
L⊗R − and LΛa(−) � RHomR(C(a),−),

(1.2.4)

so the above can also be phrased: The essential image of RΓa is Ators
a , and the

essential image of LΛa is Aa
comp.

Note also the following special case of the first of equations (1.2.4),

RΓa(R) ∼= C(a)
L⊗R R ∼= C(a). (1.2.5)

Computations (1.2.2) and (1.2.3) also show that ignoring the middle part
of diagram (1.2.1) leaves the pair of quasi-inverse equivalences of categories

Aa
comp

RΓa(−)�C(a)
L⊗R− ��

Ators
a .

LΛa(−)�RHomR(C(a),−)
�� (1.2.6)

In particular, X ∈ Aa
comp gives

X
∼=−→ LΛa RΓaX

∼=−→ LΛaX (1.2.7)

where the first isomorphism is the unit of the adjunction in diagram (1.2.6),
and the second is by [1, p. 6, cor., part (iii)]. Similarly, Y ∈ Ators

a gives

RΓaY
∼=−→ RΓa LΛaY

∼=−→ Y (1.2.8)

where the first isomorphism is by [1, p. 6, cor., part (iv)], and the second is
the counit of the adjunction in diagram (1.2.6).

(1.3) Lemma. R is Gorenstein if and only if Râ is Gorenstein.
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Proof. The canonical homomorphism R −→ Râ is flat and local by [15, p.
63, (3) and (4)]. We also have

Râ/mRâ
∼= Râ⊗R R/m = Râ⊗R k ∼= k,

where the last “∼=” is because k is complete in any a-adic topology, so Râ/mRâ

is Gorenstein. Hence R and Râ are Gorenstein simultaneously by [5, cor.
3.3.15]. �

(1.4) Lemma. R is Gorenstein if and only if

RHomR(RHomR(k,R), R) ∼= k. (1.4.1)

Proof. If R is Gorenstein, then we have RHomR(RHomR(k,R), R)
∼=←− k via

the biduality morphism, see [6, thm. (2.3.14)].
Conversely, suppose that (1.4.1) holds. It is easy to see in general that

RHomR(k,R) can be represented by a complex where the modules are annihi-
lated by m. So RHomR(k,R) is really just a complex over the field k = R/m.
Hence we can use [6, (A.7.9.3)] with V = RHomR(k,R) and Y = R to get

supRHomR(RHomR(k,R), R) = supRHomR(k,R)− inf RHomR(k,R).

In the present situation, the left hand side is zero by equation (1.4.1). Hence
supRHomR(k,R) = inf RHomR(k,R), so RHomR(k,R) only has homology
in a single degree, so only a single ExtiR(k,R) is non-zero. This implies R
Gorenstein by [15, thm. 18.1].

�

(1.5) Lemma. R is Gorenstein if and only if

RHomR(RHomR(k,R), Râ) ∼= k.

in D(Râ).

Proof. We start with a computation in D(Râ),

RHomRâ
(RHomRâ

(k,Râ), Râ)
(a)∼= RHomRâ

(RHomRâ
(k

L⊗R Râ, Râ), Râ)
(b)∼= RHomRâ

(RHomR(k,RHomRâ
(Râ, Râ)), Râ)

∼= RHomRâ
(RHomR(k,Râ), Râ)

∼= RHomRâ
(RHomR(k,R

L⊗R Râ), Râ)
(c)∼= RHomRâ

(RHomR(k,R)
L⊗R Râ, Râ)

(d)∼= RHomR(RHomR(k,R),RHomRâ
(Râ, Râ))

∼= RHomR(RHomR(k,R), Râ).

Here “(a)” is because k
L⊗R Râ is kâ which is just k since k is complete in

any a-adic topology. “(b)” and “(d)” are by adjointness, [6, (A.4.21)]. “(c)”
is by [6, (A.4.23)] because we have k ∈ Df

b(R) and R ∈ Db(R), while Râ is a
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bounded complex of flat modules. Observe that both “(b)”, “(c)”, and “(d)”
are proved using the standard homomorphisms mentioned in the introduction.
The remaining isomorphisms follow from

RHomRâ
(Râ, Râ) ∼= Râ and R

L⊗R Râ
∼= Râ.

Now, R is Gorenstein if and only if Râ is Gorenstein by lemma (1.3). By
lemma (1.4) applied to Râ this amounts to

RHomRâ
(RHomRâ

(k,Râ), Râ) ∼= k.

And by the above computation, this is equivalent to

RHomR(RHomR(k,R), Râ) ∼= k

in D(Râ). �

(1.6) Proposition. If R has a dualizing complex D, then

ARΓa(D) ⊆ Aa
comp and BRΓa(D) ⊆ Ators

a .

Proof. We only prove the first inclusion, as the proof of the second is similar.
Let X ∈ ARΓa(D) be given. Then X is the image under RHomR(RΓa(D),−)

of some Y ∈ BRΓa(D), by diagram (1.1.1). Hence

X ∼= RHomR(RΓa(D), Y )
(a)∼= RHomR(C(a)

L⊗R D,Y )
(b)∼= RHomR(C(a),RHomR(D,Y ))
(c)∼= LΛa(RHomR(D,Y )),

where “(a)” and “(c)” are by equations (1.2.4), and where “(b)” is by adjoint-
ness, [6, (A.4.21)].

So X is in the essential image of LΛa, hence X is in Aa
comp by remark (1.2).

�

(1.7) Lemma. We have k ∈ Aa
comp and k ∈ Ators

a .

Proof. To prove the first statement, consider

LΛa(k) ∼= k
L⊗R Râ

∼= k

where the first “∼=” is by [10, prop. (2.7)] and the second “∼=” is because k is
complete in any a-adic topology. This shows that k is in the essential image
of LΛa, whence it is in Aa

comp by remark (1.2).
To prove the second statement, note that by [4, cor. 2.1.6] there is an

injective resolution I of k in which each Ii satisfies that each of its elements is
annihilated by some power mn, and hence also by some power an. This gives
Γa(I) ∼= I, and therefore

RΓa(k) ∼= Γa(I) ∼= I ∼= k.

This shows that k is in the essential image of RΓa, whence it is in Ators
a by

remark (1.2). �
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(1.8) Lemma. If R has a dualizing complex D, then

(1) For X ∈ Df
+(R) ∩Aa

comp we have

RHomR(RΓa(D),RΓa(D)
L⊗R X) ∼= RHomR(D,D

L⊗R X).

(2) For Y ∈ D−(R) ∩Ators
a we have

RΓa(D)
L⊗R RHomR(RΓa(D), Y ) ∼= D

L⊗R RHomR(D,Y ).

Proof. We only prove (1), as the proof of (2) is similar:

RHomR(RΓa(D),RΓa(D)
L⊗R X)

(a)∼= RHomR(RΓa(D),RΓa(D
L⊗R X))

(b)∼= RHomR(D,LΛa RΓa(D
L⊗R X))

(c)∼= RHomR(D,LΛa(D
L⊗R X))

(d)∼= RHomR(D,D
L⊗R X

L⊗R Râ)
(e)∼= RHomR(D,D

L⊗R LΛa(X))
(f)∼= RHomR(D,D

L⊗R X),

where “(a)” follows from (1.2.4) by an easy computation, “(b)” is by [1, (0.3)aff ,
p. 4], “(c)” is by [1, p. 6, cor., part (iii)], “(d)” and “(e)” are by [10, prop.
(2.7)], and “(f)” is by equation (1.2.7). �

(1.9) Lemma. We have RHomR(C(a),C(a)) ∼= Râ in D(R).

Proof. This is a computation,

RHomR(C(a),C(a))
(a)∼= RHomR(RΓa(R),RΓa(R))
(b)∼= RHomR(R,LΛa RΓa(R))
∼= LΛa RΓa(R)
(c)∼= LΛa(R)
(d)∼= R

L⊗R Râ

∼= Râ,

where “(a)” is by equation (1.2.5), “(b)” is by [1, (0.3)aff , p. 4], “(c)” is by [1,
p. 6, cor., part (iii)], and “(d)” is by [10, prop. (2.7)]. �

2. The parametrized Gorenstein theorem

(2.1) Remark. Theorem (2.2) below is our main result. Among other things,
it considers complexes X for which the standard morphism

X
L⊗R RHomR(C(a),C(a)) −→ RHomR(RHomR(X,C(a)),C(a))
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from [6, (A.4.24)] is an isomorphism. Note that by lemma (1.9) we have

RHomR(C(a),C(a)) ∼= Râ,

so the X’s in question have the property that there is an isomorphism

X
L⊗R Râ

∼= RHomR(RHomR(X,C(a)),C(a)).

(2.2) The parametrized Gorenstein theorem. Recall from setup (0.6)
that R is a commutative, local, noetherian ring which has residue class field k
and contains the ideal a, and that C(a) denotes the Čech complex of a. Now
the following conditions are equivalent:

(1) R is Gorenstein.
(2) The standard morphism

X
L⊗R RHomR(C(a),C(a)) −→ RHomR(RHomR(X,C(a)),C(a))

is an isomorphism for X ∈ Df
b(R).

If R has a dualizing complex D, then the above conditions are also equivalent
to the following, where we remind the reader that ARΓa(D) and BRΓa(D) were
defined in (1.1):

(3) k ∈ ARΓa(D).
(4) ARΓa(D) = Aa

comp.
(5) k ∈ BRΓa(D).

(6) BRΓa(D) = Ators
a .

Proof. We show this by showing the following implications:

(2)
		




(4)

��
��

��
��

�

��
��

��
�

(1)�� �
 (6)


� 		
		

		
	

		
		

		
	

(3)

��							

							
(5)

�� �������

�������

(1) ⇔ (2). We start by considering the chain of morphisms

X
L⊗R RHomR(C(a),C(a))
ε→ RHomR(RHomR(X,R), R)

L⊗R RHomR(C(a),C(a))
α→ RHomR(RHomR(X,R), R

L⊗R RHomR(C(a),C(a)))
∼=→ RHomR(RHomR(X,R),RHomR(C(a),C(a)))
∼=← RHomR(RHomR(X,R)

L⊗R C(a),C(a))
∼=← RHomR(RHomR(X,R

L⊗R C(a)),C(a))
∼=← RHomR(RHomR(X,C(a)),C(a)), (2.2.1)
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where ε is δ
L⊗R 1RHomR(C(a),C(a)) with

X
δ−→ RHomR(RHomR(X,R), R)

being the biduality morphism from [6, def. (2.1.3)], and where the other arrows
are either induced by the standard morphisms from [6, sec. (A.4)] or induced
by the identifications

R
L⊗R RHomR(C(a),C(a))

∼=−→ RHomR(C(a),C(a))

and
R

L⊗R C(a)
∼=−→ C(a).

For X ∈ Df
b(R), the morphisms in (2.2.1) marked “∼=” are isomorphisms; this

is clear except for the one second to last, for which it follows from [6, (A.4.23)]
because X ∈ Df

b(R) and R ∈ Db(R), while C(a) is a bounded complex of flat
modules.

As one can check, the morphisms in (2.2.1) combine simply to give the
standard morphism

X
L⊗R RHomR(C(a),C(a)) θ−→ RHomR(RHomR(X,C(a)),C(a))

from [6, (A.4.24)].
Now suppose that (1) holds, that is, R is Gorenstein, and let X ∈ Df

b(R)
be given. Then ε an isomorphism, since already the biduality morphism δ
is an isomorphism [6, thm. (2.3.14)(iii’)]. And α is an isomorphism by [6,
(A.4.23)] because we have RHomR(X,R) ∈ Df

b(R) by [6, thm. (2.3.14)(iii’)],
and clearly have R ∈ Db(R), while RHomR(C(a),C(a)) is isomorphic to a
bounded complex of flat modules by lemma (1.9). Hence θ is an isomorphism,
so (2) holds.

Conversely, suppose that (2) holds, that is, θ is an isomorphism for each
X ∈ Df

b(R). Letting X be k gives

k
(a)∼= k

L⊗R Râ

(b)∼= k
L⊗R RHomR(C(a),C(a))

∼=→ RHomR(RHomR(k,C(a)),C(a))

where “(a)” is because k is complete in any a-adic topology, and “(b)” is by
lemma (1.9). Now, the second half of the chain of isomorphisms (2.2.1) read
backwards is

RHomR(RHomR(X,C(a)),C(a))
∼=→ RHomR(RHomR(X,R

L⊗R C(a)),C(a))
∼=→ RHomR(RHomR(X,R)

L⊗R C(a),C(a))
∼=→ RHomR(RHomR(X,R),RHomR(C(a),C(a))).

By lemma (1.9) we again have

RHomR(RHomR(X,R),RHomR(C(a),C(a)))
∼= RHomR(RHomR(X,R), Râ).
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Setting X = k and combining the three previous computations says

k ∼= RHomR(RHomR(k,R), Râ),

whence R is Gorenstein by lemma (1.5), so (1) holds.
(1) ⇒ (4). When R is Gorenstein, then the dualizing complex D is a shift

of R by [6, thm. (A.8.3)], so we can assume D = R. But then RΓa(D) =
RΓa(R) ∼= C(a) by equation (1.2.5), so the functors in diagram (1.1.1) are
equivalent to the functors in diagram (1.2.6). But this certainly shows Aa

comp ⊆
ARΓa(D) and Ators

a ⊆ BRΓa(D), and the reverse inclusions are by proposition
(1.6).

(4) ⇒ (3). This is clear since k ∈ Aa
comp by lemma (1.7).

(3)⇒ (1). Suppose that k ∈ ARΓa(D) holds. It is easy to see in general that

D
L⊗R k can be represented by a complex where all the modules are annihilated

by R’s maximal ideal m. So D
L⊗R k is really just a complex over the field

k = R/m, hence satisfies RHomk(k,D
L⊗R k) ∼= D

L⊗R k. This observation
gives the first “∼=” in

RHomR(D,D
L⊗R k) ∼= RHomR(D,RHomk(k,D

L⊗R k))

∼= RHomk(D
L⊗R k,D

L⊗R k),

where the second “∼=” is by adjointness, [6, (A.4.21)]. However, since D
L⊗R k

is a complex over k, we can use [6, (A.7.9.3)] with V = Y = D
L⊗R k to get

sup RHomk(D
L⊗R k,D

L⊗R k) = supRHomk(k,D
L⊗R k)− inf(D

L⊗R k)

= sup(D
L⊗R k)− inf(D

L⊗R k).

Combining the equations gives

supRHomR(D,D
L⊗R k) = sup(D

L⊗R k)− inf(D
L⊗R k).

(2.2.2)

Now, in the present situation, k ∈ ARΓa(D) gives the first isomorphism in

k
∼=→ RHomR(RΓa(D),RΓa(D)

L⊗R k)

∼= RHomR(D,D
L⊗R k), (2.2.3)

and the second isomorphism is by lemma (1.8)(1), which applies because k ∈
Aa

comp by lemma (1.7). This says that the left hand side of equation (2.2.2)

is zero, so sup(D
L⊗R k) = inf(D

L⊗R k), so D
L⊗R k only has homology in

a single degree. By [6, eq. (A.7.4.1)] this says that D has finite projective
dimension, so D is a non-zero complex in Df

b(R) with finite injective and
projective dimensions. Hence R is Gorenstein by [8, prop. 2.10].

(1) ⇒ (6), (6) ⇒ (5), and (5) ⇒ (1): These are proved by arguments dual
to the ones given for (1) ⇒ (4), (4) ⇒ (3), and (3) ⇒ (1). �
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(2.3) Remark. The reason that we refer to (2.2) as “The parametrized Goren-
stein theorem” is that it is parametrized by the ideal a, and generalizes a
number of “Gorenstein theorems” from the literature, as shown below.

(2.4) Corollary. Recall from setup (0.6) that R is a commutative, local, noe-
therian ring with residue class field k. Now the following conditions are equiv-
alent:

(1) R is Gorenstein.
(2) The biduality morphism

X −→ RHomR(RHomR(X,R), R)

is an isomorphism for X ∈ Df
b(R).

If R has a dualizing complex D, then the above conditions are also equivalent
to:

(3) k ∈ AD.
(4) AD = D(R).
(5) k ∈ BD.
(6) BD = D(R).

Proof. Immediate from theorem (2.2) by setting a = 0. �

(2.5) Remark. Note that corollary (2.4) contains several of the “Gorenstein
theorems” from [6], namely, [6, (2.3.14) and (3.1.12), and (3.2.10)]. In fact,
corollary (2.4) improves these results, since our classes AD and BD avoid the
boundedness restrictions imposed in [6].

(2.6) Corollary. Recall from setup (0.6) that R is a commutative, local, noe-
therian ring with maximal ideal m and residue class field k, and that C(m)
denotes the Čech complex of m. Now the following conditions are equivalent:

(1) R is Gorenstein.
(2) The standard morphism

X
L⊗R RHomR(C(m),C(m)) −→ RHomR(RHomR(X,C(m)),C(m))

is an isomorphism for X ∈ Df
b(R).

If R has a dualizing complex D, and E(k) denotes the injective hull of k, then
the above conditions are also equivalent to:

(3) k ∈ AE(k).
(4) AE(k) = Am

comp.
(5) k ∈ BE(k).

(6) BE(k) = Ators
m .

Proof. Immediate from theorem (2.2) by setting a = m, since if D is a
dualizing complex, shifted so that its leftmost homology module sits in degree
dim R, then RΓm(D) ∼= E(k) by the local duality theorem, [8, p. 155]. �

(2.7) Remark. Note that if R has a dualizing complex, then corollary (2.6)
implies the “Gorenstein sensitivity theorem” [11, thm. (3.5)]. Note also that
part (2) of the corollary gives a new characterization of Gorenstein rings.
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GORENSTEIN DIFFERENTIAL GRADED ALGEBRAS

ANDERS FRANKILD AND PETER JØRGENSEN

Abstract. We propose a definition of Gorenstein Differential
Graded Algebra. In order to give examples, we introduce the
technical notion of Gorenstein morphism. This enables us to
prove the following:

Theorem. Let A be a noetherian local commutative ring,
let L be a bounded complex of finitely generated projective A-
modules which is not homotopy equivalent to zero, and let E =
HomA(L, L) be the endomorphism Differential Graded Algebra
of L. Then E is a Gorenstein Differential Graded Algebra if and
only if A is a Gorenstein ring.

Theorem. Let A be a noetherian local commutative ring
with a sequence of elements aaa = (a1, . . . , an) in the maximal
ideal, and let K(aaa) be the Koszul complex of aaa. Then K(aaa) is
a Gorenstein Differential Graded Algebra if and only if A is a
Gorenstein ring.

Theorem. Let A be a noetherian local commutative ring con-
taining a field k, and let X be a simply connected topological
space with dimk H∗(X ; k) <∞, which has Poincaré duality over
k. Let C∗(X ; A) be the singular cochain Differential Graded
Algebra of X with coefficients in A. Then C∗(X ; A) is a Goren-
stein Differential Graded Algebra if and only if A is a Gorenstein
ring.

The second of these theorems is a generalization of a result
by Avramov and Golod from [4].

0. Introduction

Some parts of the homological theory of Differential Graded Al-
gebras can be viewed as a generalization of the homological theory
of rings. One of the central notions of this last theory is that of
Gorenstein rings. Hence it is natural to seek to define Gorenstein
Differential Graded Algebras.

We propose such a definition, and give criteria for when some
naturally occuring Differential Graded Algebras (abbreviated DGAs
henceforth) are Gorenstein in our sense.

1991 Mathematics Subject Classification. 16E45.
Key words and phrases. Differential Graded Algebra, Gorenstein condition,

duality for Differential Graded modules, Gorenstein morphism, endomorphism
Differential Graded Algebra, Koszul complex, singular cochain Differential
Graded Algebra of a topological space.
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(0.1) Background. The ring theoretical idea lying behind our def-
inition of Gorenstein DGAs is the following: If A is a noetherian
local commutative ring, then A is a Gorenstein ring precisely if the
functor RHomA(−, A) gives a duality, that is, a pair of quasi-inverse
contravariant equivalences of categories,

Df
b(A)

RHomA(−,A) ��
RHomA(−,A)

Df
b(A),

where Df
b(A) is the derived category of bounded complexes of finitely

generated A-modules, see [6, thm. (2.3.14)]. For this to happen is
equivalent to the following two conditions:

• There is a natural isomorphism

M −→ RHomA(RHomA(M,A), A)

for M in Df
b(A).

• RHomA(−, A) sends Df
b(A) to Df

b(A).

(0.2) Gorenstein DGAs. In section 2 these conditions are what we
shall use as direct inspiration for our definition of Gorenstein DGAs,
given as definition (2.1) below. The definition has two parts, [G1]
and [G2], which generalize the two above conditions directly, using
derived categories of Differential Graded modules (abbreviated DG-
modules henceforth).

To show right away that our definition of Gorenstein DGAs is
reasonable, section 2 continues by considering some ordinary rings as
DGAs concentrated in degree zero, showing that they are Gorenstein
DGAs precisely when they are Gorenstein rings in the approprate
classical sense (propositions (2.5) and (2.6)).

(0.3) Gorenstein morphisms of DGAs. In section 3 we introduce
in definition (3.4) the key technical tool of Gorenstein morphisms
of DGAs. These morphisms are modeled on Gorenstein homomor-
phisms from ring theory (see [2], [3], and [13]).

The purpose of considering Gorenstein morphisms is to get a prac-
tical tool which will enable us to determine in section 4 when some
DGAs occuring in nature are Gorenstein DGAs.

The two main results on Gorenstein morphisms are:

• Theorem (3.6) (Ascent): Let R −→ S be a Gorenstein mor-
phism of DGAs. If R is a Gorenstein DGA, then S is also a
Gorenstein DGA.
• Proposition (3.10) (Partial Descent): Let Q be a local com-

mutative DGA with residue class field k, and let Q −→
T be a (nice) Gorenstein morphism of DGAs. If T is a
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Gorenstein DGA, then Q satisfies the Gorenstein condition
dimk ExtQ(k,Q) = 1 from [2, sec. 3].

We conjecture in (3.7) that “Descent” holds in full generality, that
is, if R −→ S is a Gorenstein morphism of DGAs and S is a Goren-
stein DGA, then R is a Gorenstein DGA, but are unable to prove
this.

(0.4) Examples. In section 4 we determine when three naturally
occuring types of DGAs, namely endomorphism DGAs of perfect
complexes of modules, Koszul complexes, and singular cochain DGAs
of topological spaces with Poincaré duality, are Gorenstein.

Let A be a noetherian local commutative ring, let L be a bounded
complex of finitely generated projective modules (i.e. L is a so-called
perfect complex) which is not homotopy equivalent to zero, and let
E = HomA(L,L) be the endomorphism DGA of L, see setup (4.1).
We show the following “Ascent-Descent theorem”,

• Theorem (4.5): A is a Gorenstein ring ⇔ E is a Gorenstein
DGA.

Also, let aaa = (a1, . . . , an) be a sequence of elements in the maxi-
mal ideal of A, and consider the corresponding Koszul complex K(aaa)
which is a DGA, see setup (4.6). We show

• Theorem (4.9): A is a Gorenstein ring⇔ K(aaa) is a Gorenstein
DGA.

Finally, suppose that A contains a field k. Let X be a simply
connected topological space with dimk H∗(X; k) < ∞, which has
Poincaré duality over k, meaning that there is an isomorphism of
graded H∗(X; k)-modules

H∗(X; k)′ ∼= Σd H∗(X; k)

for some d, where the prime denotes dualization with respect to k,
see setup (4.11). Consider C∗(X;A), the singular cochain DGA of
X with coefficients in A, see paragraph (4.13). We show

• Theorem (4.16): A is a Gorenstein ring ⇔ C∗(X;A) is a
Gorenstein DGA.

Theorem (4.9) is a generalization of a result by Avramov and Golod
from [4], which is confined to the case where aaa is a minimal set of
generators for the maximal ideal of A.

(0.5) Perspectives. In the literature, there are several papers which
consider Gorenstein conditions for augmented DGAs. In [9], Félix,
Halperin, and Thomas consider augmented cochain DGAs; in [2],
Avramov and Foxby consider augmented chain DGAs; and in the
recent [8], Dwyer, Greenlees, and Iyengar consider more general aug-
mented DGAs.
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In a subsequent paper with Iyengar [11], we will show for most of
the DGAs in question that the Gorenstein conditions from [2] and
[9] coincide with our notion of Gorenstein DGA.

Note, however, that our setup differs from that of [2], [8], and [9],
in that we do not use augmentations or other auxiliary data to define
Gorenstein DGAs.

Also, we make it a point not to work only with chain or cochain
DGAs, but rather to give a definition of Gorenstein DGA which is
left/right symmetric.

Indeed, we shall see in section 4 that our theory can be applied to
endomorphism DGAs which in general have no canonical augmenta-
tion, nor satisfy being either chain or cochain DGAs.

(0.6) Acknowledgement. This paper owes a great debt to [21]
which was the first paper to introduce dualizing complexes in a non-
commutative situation, and hence the first paper that had to deal
with such ensuing complications as left-, right-, and bi-structures of
modules and functors.

Another paper we should mention is [12] in which duality over
DGAs is employed to prove an existence result for dualizing com-
plexes over rings.

We thank professors Amnon Yekutieli and Srikanth Iyengar for
their interest in this project.

The diagrams were typeset with Paul Taylor’s diagrams.tex.

1. Notation and terminology

The purpose of this section is to fix the notation and terminology
we shall use. For more details, see [14] or [16, part III].

(1.1) DGAs. A Differential Graded Algebra (DGA) R over the com-
mutative ground ring k is a graded algebra {Ri}i∈Z over k which is
equipped with a k-linear differential ∂R : R∗ −→ R∗−1 with square
zero, satisfying the Leibnitz rule

∂R(rs) = ∂R(r)s+ (−1)|r|r∂R(s)

when r is a graded element of degree |r|. Note that we almost exclu-
sively employ homological notation, that is, lower indices and differ-
entials of degree −1, and that we observe the Koszul sign convention
of introducing a sign (−1)mn when graded objects of degrees m and
n are interchanged.

The opposite DGA of R is denoted Ropp and is the same as R
except that the product is changed to

r
opp· s = (−1)|r||s|sr.
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A morphism of DGAs over k is a morphism of graded algebras over
k which is compatible with the differentials.

(1.2) Notation. In the rest of this section, R and S denote DGAs
over the commutative ground ring k.

Both in this section and in the rest of the paper, we will often
suppres the ground ring k from the formulation of the results. If no
canonical ground ring is present, then one can simply use k = Z.

(1.3) DG-modules. A Differential Graded R-left-module (DG-R-
left-module) M is a graded left-module {Mi}i∈Z over R (viewed as a
graded algebra), which is equipped with a k-linear differential ∂M :
M∗ −→M∗−1 with square zero, satisfying the Leibnitz rule

∂M (rm) = ∂R(r)m+ (−1)|r|r∂M(m)

when r is a graded element of R of degree |r|.
DG-R-right-modules are defined similarly. Often we identify DG-

R-right-modules with DG-Ropp-left-modules.
Note that we can also consider DG-modules having more than one

DG-module structure, for instance DG-R-left-R-right-modules which
would typically be denoted by RMR, or DG-R-left-S-right-modules
which would typically be denoted by RNS. In such cases, all the
different structures are required to be compatible; for a DG-R-left-R-
right-module, compatibility means that the rule (r1m)r2 = r1(mr2)
holds. An example of a DG-R-left-R-right-module is R itself.

For a DG-module M we define the i’th suspension by

(ΣiM)j = Mj−i, ∂ΣiM
j = (−1)i∂Mj−i.

For each type of DG-modules (for instance, DG-R-left-modules
or DG-R-left-R-right-modules), there is a notion of morphism. A
morphism is a homomorphism of graded modules which is compatible
with the differentials. Accordingly, each type of DG-modules forms
an abelian category.

(1.4) Homology. A DG-module M is in particular a complex, so
has homology which we denote H(M) or HM .

The product in R induces a product in HR which becomes a graded
algebra, and the action of R on a DG-module M induces an action
of HR on HM which becomes a graded HR-module.

(1.5) Quasi-isomorphisms and derived categories. If a mor-
phism of DG-modules M −→ N induces an isomorphism in homol-

ogy HM
∼=−→ HN , then the morphism is called a quasi-isomorphism,

and is denoted M
�−→ N .
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If we take one of the abelian categories of DG-modules introduced
above and (formally) invert the quasi-isomorphisms, then we get the
corresponding derived category of DG-modules which is a triangu-
lated category. The derived category of DG-R-left-modules is de-
noted D(R).

Observe that when we identify DG-R-right-modules with DG-Ropp-
left-modules, then we also identify the derived category of DG-R-
right-modules with D(Ropp).

If R −→ S is a morphism of DGAs over k which is moreover a
quasi-isomorphism, then the derived categories D(R) and D(S) are
equivalent as triangulated categories; see [16, III.4.2]. This obviously
extends: If R and S are connected by a sequence of morphisms of
DGAs over k all of which are quasi-isomorphisms,

R
�−→ T1

�←− · · · �−→ Tn
�←− S,

then D(R) and D(S) are equivalent as triangulated categories. In
this situation, R and S are called equivalent by a series of quasi-
isomorphisms, or just equivalent, and are indistinguishable for ho-
mological purposes. In particular, R is a Gorenstein DGA in the
sense of this paper if and only if S is a Gorenstein DGA, cf. para-
graph (2.2).

(1.6) Hom and Tensor. On the abelian categories of DG-modules,
we can define the functors Hom and ⊗:

If M and N are DG-R-left-modules, then HomR(M,N) is defined
in a classical way, as the total complex of a certain double complex.
The totaling is done taking products along diagonals.

Similarly, if A is a DG-R-right-module and B is a DG-R-left-
module, then A ⊗R B is defined as the total complex of a certain
double complex. The totaling is done taking coproducts along diag-
onals.

Note that extra structures on M , N , A, and B are inherited by
HomR and⊗R. For instance, if RM is a DG-R-left-module and RNS is
a DG-R-left-S-right-module, then HomR(RM, RNS) is a DG-S-right-
module.

(1.7) Derived Hom and Tensor. On the derived categories of
DG-modules, we can define the functors right-derived Hom, denoted

RHom, and left-derived ⊗, denoted
L⊗. The way to do this is to use

appropriate resolutions:
Let P , I, and F be DG-R-left-modules. Then P is called K-

projective, I is called K-injective, and F is called K-flat if the func-
tors HomR(P,−), HomR(−, I), and −⊗RF send quasi-isomorphisms
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to quasi-isomorphisms. By adjointness, a K-projective DG-module
is also K-flat.

Now let M , N , and B be DG-R-left-modules. Then K-projective,
K-injective, and K-flat resolutions of M , N , and B are quasi-isomor-

phisms of DG-R-left-modules P
�−→ M , N

�−→ I, and F
�−→ B so

that P is K-projective, I is K-injective, and F is K-flat. Such resolu-
tions always exist; see [14] or [16, part III]. The original construction
of such “unbounded” resolutions is due to [5] and [19].

With the resolutions, we can define RHomR(M,N) as HomR(P,N)
or HomR(M, I), and when A is a DG-R-right-module, we can define

A
L⊗R B as A⊗R F . We could also define A

L⊗R B as G⊗R B, where

G
�−→ A is a K-flat resolution of A.

These definitions turn out to give well-defined functors on derived
categories of DG-R-left- and DG-R-right-modules.

Extra structures on M , N , A, and B are inherited by RHomR and
L⊗R, but complications may arise: For instance, while it is always
true that RHomR(RM, RNS) is in the derived category of DG-S-
right-modules, if we want to compute it as HomR(M, I) then we need

a quasi-isomorphism RNS
�−→ RIS of DG-R-left-S-right-modules so

that RI is a K-injective DG-R-left-module. The existence of a reso-
lution such as I is not guaranteed by [14] and [16, part III] (but see
the next paragraph).

(1.8) Existence of resolutions. As we said in the previous para-
graph, in case of DG-modules with two or more structures, existence
of resolutions is a potential problem. We will comment on one impor-
tant instance: Existence of a resolution of RRR which is K-injective
from the left and from the right, for the purpose of defining the func-
tors RHomR(−, RRR) and RHomRopp(−, RRR) which play a large role
in this paper.

Now, we can always define the derived functors RHomR(−, RRR)
and RHomRopp(−, RRR), for we can simply use K-projective reso-
lutions of the DG-R-left- and DG-R-right-modules in the first vari-
ables. However, it is valuable for computations (e.g. with biduality
morphisms) also to be able to use a resolution in the second variable.

To be precise, what we want is a quasi-isomorphism RRR
�−→ RIR

where RI and IR are K-injective. This will give RHomR(−, RRR) �
HomR(−, RIR) and RHomRopp(−, RRR) � HomRopp(−, RIR).

It is not clear how to get such an I, except in one case: If R
itself is K-flat over the ground ring k. In this case, we take the
DG-R-left-R-right-module RRR and view it as a DG-left-module over
R⊗kR

opp, the “enveloping” DGA. It then has aK-injective resolution

R⊗kRoppR
�−→ R⊗kRoppI. We can view this as a quasi-isomorphism of
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DG-R-left-R-right-modules RRR
�−→ RIR, and here RI and IR turn

out to be K-injective. For RI, this follows from the computation

HomR(−, RI) � HomR⊗kRopp(−⊗k R, R⊗kRoppI),

which shows that HomR(−, RI) is the composition of the functors
− ⊗k R and HomR⊗kRopp(−, R⊗kRoppI), both of which send quasi-
isomorphisms to quasi-isomorphisms, the first because R is K-flat
over k, the second because R⊗kRoppI is K-injective over R⊗k R

opp.
In general, R is not K-flat over k. However, by [15, lem. 3.2(a)]

there always exists a morphism R̃ −→ R of DGAs over k which is a

quasi-isomorphism, so that R̃ is K-flat over k.
In other words, if we are willing to replace our DGA with a quasi-

isomorphic DGA, then we can always assume that there is a resolu-

tion RRR
�−→ RIR so that RI and IR are K-injective. Let us remind

the reader from paragraph (1.5) that quasi-isomorphic DGAs are in-
distinguishable for homological purposes.

(1.9) Definition (The category fin). Suppose that H0R is a noe-
therian ring. Then by fin(R) we denote the full subcategory of the
derived category D(R) which consists of DG-modules M so that HM
is bounded, and so that each HiM is finitely generated as an H0R-
module.

(1.10) The centre. A graded element c in a graded algebraH (which
could be a DGA) is called central if it satisfies cd = (−1)|c||d|dc for
all graded elements d. An arbitrary element in H is called central if
all its graded components are central. The centre of H is the set of
all central elements, and H is called commutative if all its elements
are central.

(1.11) DG-modules in the ring case. Note that an ordinary ring
A can be viewed as a DGA concentrated in degree zero. A DG-
module over A (when A is viewed as a DGA) is then the same thing
as a complex of modules over A (when A is viewed as a ring); the var-
ious derived categories of DG-A-modules are the same as the various
ordinary derived categories over A; and the derived functors of Hom

and ⊗ of DG-A-modules are the ordinary RHomA and
L⊗A. When A

is noetherian, the category fin(A) equals Df
b(A), the derived category

of complexes with bounded, finitely generated homology.

2. Gorenstein DGAs

This section defines our notion of Gorenstein DGA, and shows
that it behaves sensibly when specialized to some important types of
ordinary rings.
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(2.1) Definition (Gorenstein DGAs). Let R be a DGA for which
H0R is a noetherian ring. We call R a Gorenstein DGA if it satisfies:

[G1]: For M in fin(R) and N in fin(Ropp) the following biduality
morphisms are isomorphisms,

M −→ RHomRopp(RHomR(M, RRR), RRR),

N −→ RHomR(RHomRopp(N, RRR), RRR).

[G2]: The functor RHomR(−, RRR) maps fin(R) to fin(Ropp),
and the functor RHomRopp(−, RRR) maps fin(Ropp) to fin(R).

(2.2) Invariance under quasi-isomorphism. Note that conditions
[G1] and [G2] only concern functors on derived categories. So if two
DGAs are equivalent, then they are Gorenstein simultaneously.

(2.3) Realizing the biduality morphisms. From paragraph (1.8)
we know that after replacing R by an equivalent DGA, we can assume

that there exists a resolution RRR
�−→ RIR so that RI and IR are K-

injective. Hence the biduality morphisms from condition [G1] can be
realized as concrete biduality morphisms

M −→ HomRopp(HomR(M, RIR), RIR),

N −→ HomR(HomRopp(N, RIR), RIR).

(2.4) Duality. It is clear that if R is a Gorenstein DGA, then there
is a duality, that is, a pair of quasi-inverse contravariant equivalences
of categories,

fin(R)
RHomR(−,R) ��

RHomRopp (−,R)

fin(Ropp).

(2.5) Proposition (Commutative rings). Let A be a noetherian
commutative ring of finite Krull dimension. Then the following con-
ditions are equivalent:

(1): When A is viewed as a DGA concentrated in degree zero,
it is a Gorenstein DGA.

(2): The injective dimension idA(A) is finite.
(3): For each prime ideal p in A, the localization Ap is a noe-

therian local commutative Gorenstein ring.

Proof. It is well-known that (2) and (3) are equivalent.
(1) ⇒ (3). We show that condition [G2] implies (3): Let p be a

prime ideal in A. It is clear that A/p is in fin(A), so RHomA(A/p, A)
is in fin(Aopp) = fin(A) by condition [G2]. Localizing in p, we have
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that RHomA(A/p, A)p is in fin(Ap). However, [6, lem. (A.4.5)] gives
the first ∼= in

RHomA(A/p, A)p
∼= RHomAp((A/p)p, Ap)
∼= RHomAp(Ap/pp, Ap),

so we have

RHomAp(Ap/pp, Ap) ∈ fin(Ap).

In particular, RHomAp(Ap/pp, Ap) has bounded homology. As Ap/pp

is the residue class field of the noetherian local commutative ring Ap,
this proves that Ap is Gorenstein by [17, thm. 18.2].

(2) ⇒ (1). We must see that conditions [G1] and [G2] hold. Note
that since A is commutative, the two halves of condition [G1] are
equivalent, and the two halves of condition [G2] are equivalent.

[G1]: Since we have idA(A) < ∞, there exists an injective resolu-

tion A
�−→ I so that I is bounded. Also, any M in fin(A) has homol-

ogy which is bounded to the right and consists of finitely generated
A-modules. This shows that the biduality morphisms in condition
[G1] are isomorphisms by [6, (A.4.24)].

[G2]: Given M in fin(A) we have RHomA(M,A) ∼= HomA(P,A) ∼=
HomA(M, I), where I is the resolution from above and P

�−→ M
is a projective resolution which can be chosen to consist of finitely
generated projective A-modules. Now HomA(M, I) has bounded ho-
mology (because M has bounded homology while I is bounded), and
HomA(P,A) has finitely generated homology modules (because P
consists of finitely generated projective modules). Hence we have
RHomA(M,A) ∈ fin(A), so [G2] holds. �

(2.6) Proposition (Non-commutative local rings). Let k be a
field, and A a k-algebra which is noetherian semilocal PI (see [20]).
Then the following conditions are equivalent:

(1): When A is viewed as a DGA concentrated in degree zero,
it is a Gorenstein DGA.

(2): The injective dimensions idA(A) and idAopp(A) are finite.

Proof. (1) ⇒ (2). We show that condition [G2] implies (2): Let
J(A) be the Jacobson radical of A, and let A0 be A/ J(A). Clearly,
A0 can be viewed either as a DG-A-left-module and as such it is
in fin(A), or as a DG-A-right-module and as such it is in fin(Aopp).
So condition [G2] implies that RHomA(A0, A) and RHomAopp(A0, A)
have bounded homology. By [20, prop. 5.7(1)] this says idA(A) <∞
and idAopp(A) <∞.

(2) ⇒ (1). This is completely analogous to the proof of (2) ⇒ (1)
in proposition (2.5). �
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We suspect that proposition (2.6) is far from optimal. In fact, we
propose the following conjecture:

(2.7) Conjecture (Non-commutative rings). The conditions in
proposition (2.6) are equivalent for all noetherian rings of finite left-
and right-Krull dimension.

Proposition (2.5) makes the conjecture seem reasonable. See [18,
chp. 6] for the definition of Krull dimension over non-commutative
rings.

3. Gorenstein morphisms of DGAs

This section defines what we call Gorenstein morphisms of DGAs,
in order to make us able to give examples of Gorenstein DGAs. We
show that these morphisms are capable of transporting Gorenstein
properties back and forth between source and target, in a way anal-
ogous to ring theory.

The following is a generalization of finite ring homomorphisms of
finite flat dimension:

(3.1) Definition (Finite morphisms). Let R and S be DGAs for

which H0R and H0S are noetherian rings, and let R
ρ−→ S be a

morphism of DGAs. We call ρ a finite morphism if it satisfies:

• The functor SSR
L⊗R − : D(R) −→ D(S) sends fin(R) to

fin(S).

• The functor − L⊗R RSS : D(Ropp) −→ D(Sopp) sends fin(Ropp)
to fin(Sopp).
• The functor ρ∗ : D(S) −→ D(R), restricting scalars from S

to R, satisfies

M ∈ fin(S)⇔ ρ∗M ∈ fin(R).

• The functor ρ∗ : D(Sopp) −→ D(Ropp), restricting scalars
from S to R, satisfies

M ∈ fin(Sopp)⇔ ρ∗M ∈ fin(Ropp).

(Note that ρ∗ is used to denote the functor which restricts scalars
from S to R both on DG-S-left-modules and on DG-S-right-modu-
les.)

(3.2) Finite morphisms in the ring case. If A
ϕ−→ B is a homo-

morphism of noetherian local commutative rings, then we can view
ϕ as a morphism of DGAs. As such it is finite precisely if B, viewed
as an A-module, is finitely generated and of finite flat dimension.
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Let us next generalize finite Gorenstein homomorphisms of rings:
Reading [3, lem. (6.5), (7.7.1), and thm. (7.8)] one can see that if

A and B are noetherian local commutative rings with maximal ideals

m and n, and A
ϕ−→ B is a local homomorphism so that B viewed as

an A-module is finitely generated and of finite flat dimension, then
ϕ is “Gorenstein at n” in the sense of [3] precisely if RHomA(B,A) is
isomorphic to Σ−nB for some n. We shall attempt in definition (3.4)
to generalize this to the world of non-commutative DGAs.

Already the non-commutativity makes a refinement necessary as
also observed in [13], since in a non-commutative situation the com-
plexes RHomA(B,A) and RHomAopp(B,A) have different structures
(the first has B-left-A-right-structure, the second has B-right-A-left-
structure). Hence the technical nature of the following two para-
graphs.

(3.3) Induced morphisms. Let R
ρ−→ S be a morphism of DGAs.

Given a morphism SSR
α−→ RHomR(RSS,Σ

n(RRR)) and a DG-S-
left-module M we can consider

ρ∗RHomS(M, SSS)

= RHomS(M, SSR)
RHomS(M,α)−→ RHomS(M,RHomR(RSS,Σ

n(RRR)))

adjointness−→ RHomR(RSS
L⊗S M,Σn(RRR))

= RHomR(ρ∗M,Σn(RRR)).

In short, this gives an induced morphism

ρ∗RHomS(M, SSS) −→ RHomR(ρ∗M,Σn(RRR)), (1)

which is an isomorphism if α is an isomorphism.

Similarly, given a morphism RSS
β−→ RHomRopp(SSR,Σ

n(RRR))
and a DG-S-right-module N there is an induced morphism

ρ∗RHomSopp(N, SSS) −→ RHomRopp(ρ∗N,Σn(RRR)), (2)

which is an isomorphism if β is an isomorphism.

(3.4) Definition (Gorenstein morphisms). LetR and S be DGAs

for which H0R and H0S are noetherian, and let R
ρ−→ S be a finite

morphism of DGAs. We call ρ a Gorenstein morphism if it satisfies:

(1): There are isomorphisms

(a): SSR
α−→ RHomR(RSS,Σ

n(RRR)).

(b): RSS
β−→ RHomRopp(SSR,Σ

n(RRR)).
(2): The isomorphisms α and β are compatible in the following

sense:
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(a): For each DG-S-left-module M the following square is
commutative,

ρ∗M
ρ∗t �

ρ∗ RHomSopp(RHomS (M,SSS),SSS)

RHomRopp(RHomR(ρ∗M,Σn(RRR)),Σn(RRR))

s

� ∼=
a
�

RHomRopp (ρ∗ RHomS(M,SSS),Σn(RRR)),

∼= b

�

where s and t are biduality morphisms as in condition
[G1], and where a and b are induced by α and β as ex-
plained in paragraph (3.3).

(b): For each DG-S-right-moduleN there is a commutative
square constructed like the one above.

(3.5) Gorenstein morphisms in the ring case. Note from the
observations before paragraph (3.3) that if A and B are noetherian

local commutative rings with maximal ideals m and n, and A
ϕ−→ B

is a local ring homomorphism so that B viewed as an A-module is
finitely generated and of finite flat dimension, then ϕ is a Gorenstein
morphism of DGAs in the sense of definition (3.4) precisely if ϕ is
“Gorenstein at n” in the sense of [3].

(3.6) Theorem (Ascent). Let R and S be DGAs for which H0R

and H0S are noetherian, and let R
ρ−→ S be a finite Gorenstein

morphism of DGAs. Then

R is a Gorenstein DGA ⇒ S is a Gorenstein DGA.

Proof. We prove the theorem by showing that condition [G1] for R
implies condition [G1] for S, and that condition [G2] for R implies
condition [G2] for S.

[G1]: Let us assume condition [G1] for R. In the first half of
condition [G1] for S we are given M in fin(S) and must show that
the biduality morphism

M
t−→ RHomSopp(RHomS(M, SSS), SSS)

is an isomorphism. This is equivalent to showing that ρ∗t is an
isomorphism, because both things amount to seeing that t becomes
bijective when the homology functor H is applied to it.

But ρ∗t is one of the morphisms in the diagram in definition (3.4),
part (2)(a), and if we can prove that the other arrows in the diagram
are isomorphisms, then it follows that ρ∗t is too. The only of the
diagram’s other arrows which is not a priori an isomorphism is s.
And in the situation at hand, ρ is a finite morphism so ρ∗M is in
fin(R), and condition [G1] for R then says that s is an isomorphism.
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The second half of condition [G1] for S is proved in a symmetrical
way.

[G2]: Let us assume condition [G2] for R. In the first half of con-
dition [G2] for S we must show RHomS(M, SSS) ∈ fin(Sopp) for M
in fin(S). Since ρ is a finite morphism, this is equivalent to showing
ρ∗RHomS(M, SSS) ∈ fin(Ropp), and since ρ is a Gorenstein mor-
phism, paragraph (3.3) implies that this is the same as showing

RHomR(ρ∗M,Σn(RRR)) ∈ fin(Ropp). (3)

But as ρ is a finite morphism, ρ∗M is in fin(R), and condition [G2]
for R then says that (3) holds.

The second half of condition [G2] for S is proved in a symmetrical
way. �

Theorem (3.6) says that Gorenstein morphisms transfer the Goren-
stein property of DGAs in the direction of the morphism. This is
analogous to the situation in commutative ring theory, see [3, (7.7.2)],
and non-commutative ring theory, see [13, thm. 4.7].

Moreover, in view of [3, (7.7.2)] and [13, thm. 4.7], we venture
the following conjecture that Gorenstein morphisms also transfer the
Gorenstein property of DGAs in the direction opposite to the mor-
phism:

(3.7) Conjecture (Descent). In the situation of theorem (3.6), we
have

S is a Gorenstein DGA ⇒ R is a Gorenstein DGA.

Unfortunately, we are unable to prove conjecture (3.7). As conso-
lation, we aim for proposition (3.10) below.

(3.8) Local commutative DGAs. Let Q be a DGA. Then Q is
called local commutative if it satisfies:

• Qi = 0 for i < 0.
• Q is commutative and the commutative ring H0Q is noether-

ian and local.
• Viewed as a DG-Q-module, Q is in fin(Q).

In this case, the residue class field k of H0Q is also called the
residue class field of Q. It is easy to see that one can get a DG-Q-
module by placing k in degree zero, and zero in all other degrees.
This DG-module is again denoted k.

Note that an ordinary noetherian local commutative ring placed
in degree zero is a local commutative DGA.

(3.9) Morphisms with image in the centre. Let Q and T be

DGAs with Q commutative, and let Q
ϕ−→ T be a morphism of
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DGAs with image inside the centre of T (see paragraph (1.10)). Now
ϕ makes it possible to view T as a DG-Q-left-Q-right-module in a
way which is compatible with the structure of T as DG-T -left-T -
right-module. In other words, T can be viewed as a DG-module with
structure Q,TTQ,T .

Note that the Q-left- and Q-right-structures of Q,TTQ,T are equiv-
alent in the sense that qt = (−1)|q||t|tq holds for graded elements q
and t in Q and T . In fact, Q behaves almost like a commutative
ring of scalars, so we will frequently omit the subscripts indicating
Q-structures.

(3.10) Proposition (Partial Descent). Suppose given the follow-
ing data:

(1): Q is a local commutative DGA with residue class field k.
(2): T is a DGA with H0T noetherian.

(3): Q
ϕ−→ T is a finite Gorenstein morphism of DGAs which

has image inside the centre of T .
(4): There is a K-projective resolution of T viewed as a DG-Q-

module, P
�−→ T , so that P is minimal over Q, i.e. P ⊗Q k

has zero differential.

(5): We have T
L⊗Q k �∼= 0.

Then

T satisfies condition [G2]⇒ dimk ExtQ(k,Q) = 1.

Remark. The right hand side in the implication is the Gorenstein
condition from [2, sec. 3].

Proof. The DG-Q-module k is clearly in fin(Q). So TT
L⊗Q k is in

fin(T ) since ϕ is a finite morphism, so condition [G2] on T implies

that RHomT (TT
L⊗Q k, TTT ) is in fin(T opp). Applying ϕ∗, the functor

which restricts scalars from T to Q, gives that ϕ∗RHomT (TT
L⊗Q

k, TTT ) is in fin(Q), again since ϕ is a finite morphism. Writing this
in a simpler way, we get

RHomT (TT
L⊗Q k, TT ) ∈ fin(Q). (4)

However, ϕ is a Gorenstein morphism, so by paragraph (3.3) there
is an isomorphism

ϕ∗RHomT (TT
L⊗Q k, TTT )

∼=−→ RHomQ(ϕ∗(TT
L⊗Q k),ΣnQ),

and writing this in a simpler way gives

RHomT (TT
L⊗Q k, TT )

∼=−→ RHomQ(T
L⊗Q k,ΣnQ). (5)
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Now, we have

T
L⊗Q k ∼= P ⊗Q k ∼=

∐
i∈I

Σβik

where the second ∼= is because P is minimal over Q. Here the βi

are integers and I is a non-empty index set since T
L⊗Q k �∼= 0.

Substituting this into the right hand side of (5) gives

RHomT (TT
L⊗Q k, TT )

∼=−→ RHomQ(
∐
i∈I

Σβik,ΣnQ)

∼=
∏
i∈I

Σn−βi RHomQ(k,Q).

By equation (4) the left hand side is in fin(Q), so the same must hold
for the right hand side.

But then RHomQ(k,Q) itself is certainly in fin(Q), so in particular
RHomQ(k,Q) has bounded homology, and by [2, thm. (3.1)] this
implies dimk ExtQ(k,Q) = 1. �

There are examples of Gorenstein morphisms occuring in nature.
Indeed, in the next section they are our chief tool to show that some
DGAs occuring in nature are Gorenstein. The following lemma gives
a way to obtain Gorenstein morphisms.

(3.11) Lemma (A way to obtain Gorenstein morphisms). Sup-
pose given the following data:

(1): Q is a commutative DGA with H0Q noetherian.
(2): T is a DGA with H0T noetherian.

(3): Q
ϕ−→ T is a finite morphism of DGAs which has image

inside the centre of T .
(4): There is an isomorphism in the derived category of DG-T -

left-T -right-modules,

TTT
γ−→ RHomQ(TTT ,Σ

nQ).

Then ϕ is a Gorenstein morphism of DGAs.

Proof. Restricting the right-structure from T to Q, the morphism
γ restricts to an isomorphism

TTQ
α−→ RHomQ(QTT ,Σ

n(QQQ))

as in definition (3.4)(1)(a), and restricting the left-structure from T
to Q, the morphism γ restricts to an isomorphism

QTT
β−→ RHomQopp(TTQ,Σ

n(QQQ))

as in (3.4)(1)(b).
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To prove the lemma, we must see that the α and β so obtained
are compatible in the sense of (3.4)(2). So we must see that the dia-
grams from (3.4)(2), with Q and T in place of R and S, are commu-
tative. This is easy, but tedious: Take for instance the diagram from
(3.4)(2)(a). To see that it is commutative, we need to replace the
various modules with suitable resolutions so that the derived Hom’s
become ordinary Hom’s, the derived tensors become ordinary tensors,
and the morphisms can be computed explicitly. A good choice is to

start by picking a K-injective resolution Q
�−→ I and go on by using

TJT = HomQ(TTT ,Σ
nI) as a resolution of TTT . The DG-module TJT

has the virtue of being isomorphic to RHomQ(TTT ,Σ
nQ), while be-

ing K-injective from the left and K-injective from the right. Having
introduced resolutions, the computation to check commutativity is a
matter of patience. �

4. Examples: Endomorphism DGAs, Koszul complexes,

and singular cochain DGAs of topological spaces

This section considers three types of DGAs: Endomorphism DGAs
of perfect complexes of modules, Koszul complexes, and singular
cochain DGAs of topological spaces with Poincaré duality, all over
noetherian local commutative rings. Using the theory of section 3,
we give complete criteria for when these are Gorenstein DGAs: They
are so if and only if the base ring is Gorenstein. The proofs work by
showing that a suitable morphism from the base ring to the DGA in
question is a Gorenstein morphism.

Endomorphism DGAs. The following paragraph recapitulates the
definition of endomorphism DGAs of perfect complexes of modules;
see [7] for more details.

(4.1) Setup. In paragraphs (4.1) to (4.5) we consider the following
situation: A is a noetherian local commutative ring, L is a bounded
complex of finitely generated projective A-modules which is not ho-
motopy equivalent to zero, and we look at E = HomA(L,L).

A priori, E is just a complex of A-modules. However, there is a
multiplication on E given by composition: An element ε in Ei is an
A-linear map L

ε−→ Σ−iL. If we also have an element ε′ in Ej, then
we define the product εε′ as the composition Σ−j(ε) ◦ ε′ which is an

A-linear map L
εε′−→ Σ−(i+j)L, that is, an element in Ei+j. It is not

hard to check that with this multiplication, E is a DGA.
The complex L becomes a DG-E-left-module with scalar multipli-

cation ε	 = ε(	) for ε in E and 	 in L. The E-structure on L is
compatible with the A-structure, so L is a DG-A-left-E-left-module,
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A,EL. Moreover, the identification map is an isomorphism of DG-E-
left-E-right-modules,

EEE
∼=−→ HomA(A,EL, A,EL).

(4.2) Remark. Note that E and its homology HE are usually far
from commutative. For instance, if L is the projective resolution of a
finitely generated A-module of finite projective dimension, M , then
we have H0E ∼= EndA(M). Also, E usually has non-zero homology
both in positive and negative degrees.

(4.3) The morphism ϕE . Since A is commutative, each element a in

A gives a chain map L
a·−→ L which is just multiplication by a. This

chain map is an element in the degree 0 component of HomA(L,L).
In other words, it is an element in HomA(L,L)0 = E0. One checks
easily that this gives a morphism of DGAs,

A
ϕE−→ E , a �−→ (L

a·−→ L).

Here are three useful observations:

• The ring H0E is noetherian since it is a finitely generated
A-module.
• The morphism ϕE has image inside the centre of E , because

an element ε in Ei is an A-linear map L
ε−→ Σ−iL whence

(ϕE(a)ε)(	) = (Σ−i(ϕE(a)) ◦ ε)(	) = aε(	)

= ε(a	) = (ε ◦ ϕE(a))(	) = (εϕE(a))(	)

so ϕE(a)ε = εϕE(a).
• The morphism ϕE is a finite morphism of DGAs since L and

hence E are bounded complexes of finitely generated projec-
tive A-modules.

(4.4) Lemma (ϕE is Gorenstein). The morphism A
ϕE−→ E is a

Gorenstein morphism.

Proof. We shall use lemma (3.11) with the morphism Q
ϕ−→ T

equal to A
ϕE−→ E . The observations in paragraph (4.3) show that the

lemma’s conditions (1) to (3) hold. If we can show that the lemma’s
condition (4) also holds, then the lemma gives our desired conclusion,
that ϕE is Gorenstein.

So we must find an isomorphism EEE γ−→ RHomA(EEE ,ΣnA) in
the derived category of DG-E-left-E-right-modules. Since E is K-
projective over A, we have RHomA(EEE ,ΣnA) ∼= HomA(EEE ,ΣnA),
so it is enough to find a quasi-isomorphism in the abelian category
of DG-E-left-E-right-modules,

EEE �−→ HomA(EEE ,ΣnA).
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However, A,EL is a bounded complex of finitely generated projec-
tive A-modules, so by [1, sec. 1, thms. 1 and 2] the two so-called
evaluation morphisms appearing as the last two arrows in the follow-
ing diagram are isomorphisms,

HomA(A,EL, A,EL)

HomA(A,EL,A⊗A A,EL)

∼=
�

HomA(A,EL,A)⊗A A,EL

∼=
�

∼=� HomA(HomA(A,EL, A,EL), A).

Substituting EEE ∼= HomA(A,EL, A,EL) twice, this gives an isomor-
phism

EEE
∼=−→ HomA(EEE , A),

which is in particular a quasi-isomorphism, as desired. �

(4.5) Theorem (Ascent-Descent for endomorphism DGAs).
In the situation of setup (4.1), we have

A is a Gorenstein ring ⇔ E is a Gorenstein DGA.

Proof. ⇒: We will use theorem (3.6) with R
ρ−→ S equal to A

ϕE−→ E
to see this.

Paragraph (4.3) and lemma (4.4) say that the hypotheses of theo-
rem (3.6) hold, so the theorem applies.

Now, A is noetherian commutative and has finite Krull dimension.
So if A is a Gorenstein ring then proposition (2.5) says that A viewed
as a DGA is a Gorenstein DGA. And theorem (3.6) then implies that
E is a Gorenstein DGA.
⇐: We will use proposition (3.10) with Q

ϕ−→ T equal to A
ϕE−→ E

to see this.
Indeed, proposition (3.10) applies: The proposition’s condition (1)

clearly holds, and conditions (2) and (3) hold by paragraph (4.3)
and lemma (4.4). Condition (4) holds since E is a bounded com-
plex of finitely generated projective A-modules, hence has homology
which is bounded and finitely generated over A, hence has a minimal
projective resolution over A. Condition (5) holds since L is not ho-
motopy equivalent to zero whence the homology of E cannot be zero,

so E L⊗A k �∼= 0.
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So if E is a Gorenstein DGA, then proposition (3.10) gives

dimk ExtA(k, A) = 1

which implies that A is a Gorenstein ring by [17, thm. 18.1]. �

Koszul complexes. The following paragraph recapitulates the def-
inition of Koszul complexes.

(4.6) Setup. In paragraphs (4.6) to (4.10) we consider the follow-
ing situation: A is a noetherian local commutative ring, and aaa =
(a1, . . . , an) is a sequence of elements in the maximal ideal of A.

We can construct the so-called Koszul complex K(aaa) of aaa which
is a DGA: As a graded algebra, K(aaa) is simply the exterior algebra∧
F on the free module F = Ae1 ⊕ · · · ⊕ Aen. To get a DGA, we

introduce the differential

∂
K(aaa)
j (es1 ∧ · · · ∧ esj ) =

∑
i

(−1)i+1asies1 ∧ · · · ∧ êsi ∧ · · · ∧ esj ,

where the hat indicates that esi is left out of the wedge product.

(4.7) The morphism ϕK(aaa). There is a morphism of DGAs

A
ϕK(aaa)−→ K(aaa)

given by noting that the degree zero component of K(aaa) is A itself.
As in paragraph (4.3), here are three useful observations:

• The ring H0K(aaa) is noetherian since it is a finitely generated
A-module. Also, K(aaa) is a commutative DGA.
• The morphism ϕK(aaa) has image inside the centre of K(aaa), since

the centre is all of K(aaa).
• The morphism ϕK(aaa) is a finite morphism of DGAs since K(aaa)

is a bounded complex of finitely generated projective A-mo-
dules.

(4.8) Lemma (ϕK(aaa) is Gorenstein). The morphism A
ϕK(aaa)−→ K(aaa)

is a Gorenstein morphism.

Proof. Like the proof of lemma (4.4), this is based on lemma
(3.11), and again, what we need is to show that the lemma’s con-

dition (4) holds. So we need to find an isomorphism K(aaa)
γ−→

RHomA(K(aaa),ΣnA) (by commutativity of K(aaa) we need not worry
about left- and right-structures here). Since K(aaa) is K-projective
over A we have RHomA(K(aaa),ΣnA) ∼= HomA(K(aaa),ΣnA), so it is
enough to find a quasi-isomorphism

K(aaa)
�−→ HomA(K(aaa),ΣnA).



GORENSTEIN DGAS 21

However, the degree n component of K(aaa) is
∧nF which is A itself,

so the projection of K(aaa) onto its degree n component has the form

K(aaa)
π−→ ΣnA. It is now easy to check that there is an isomorphism

K(aaa)
∼=−→ HomA(K(aaa),ΣnA), k �−→ (	 �−→ π(k ∧ 	)),

which is in particular a quasi-isomorphism, as desired. �

(4.9) Theorem (Ascent-Descent for Koszul complexes). In the
situation of setup (4.6), we have

A is a Gorenstein ring ⇔ K(aaa) is a Gorenstein DGA.

Proof. This is almost verbatim to the proof of theorem (4.5), in that
we apply theorem (3.6) and proposition (3.10) to the finite Gorenstein

morphism A
ϕK(aaa)−→ K(aaa). This gives the implications ⇒ and ⇐. �

(4.10) Relation to a result by Avramov-Golod. Avramov and
Golod proved in [4] a result which can be stated in the language of
Avramov and Foxby [2] as follows: Let A be a noetherian local com-
mutative ring, let aaa = (a1, . . . , an) be a minimal system of generators
of the maximal ideal of A, and let K(aaa) be the Koszul complex of aaa.
Then

A is a Gorenstein ring⇔ dimk ExtK(aaa)(k,K(aaa)) = 1, (6)

where k is residue class field of K(aaa).
From theorem (4.9) follows the more general statement that (6)

holds for the Koszul complex K(aaa) on any sequence aaa of elements
in the maximal ideal of A. This is because the right hand sides
of the bi-implications in theorem (4.9) respectively equation (6) are
equivalent, as proved in [11, thm. I].

Equation (6) could also be proved for the Koszul complex K(aaa) on
any sequence aaa in the maximal ideal of A by using [2, thm. (3.1)].

Singular cochain DGAs of topological spaces. In this subsec-
tion we break the habit of the rest of the paper and switch to co-
homological notation, that is, upper indices on graded objects and
differentials of degree +1.

The following three paragraphs give some facts on singular cochain
DGAs of topological spaces; see [9] and [10] for more details.

(4.11) Setup. In paragraphs (4.11) to (4.16) we consider the fol-
lowing situation: A is a noetherian local commutative ring which
contains a field k, and X is a simply connected topological space
with dimk H∗(X; k) < ∞, which has Poincaré duality over k, in the
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sense that there is an isomorphism of graded H∗(X; k)-modules

H∗(X; k)′ ∼= Σd H∗(X; k) (7)

for some d, where the prime denotes dualization with respect to k.
Note that the isomorphism (7) implies

Hd(X; k) ∼= k and Hi(X; k) = 0 for i > d. (8)

An important object is C∗(X; k), the singular cochain DGA of X
with coefficients in k, which can be defined as

C∗(X; k) = Homk(C∗(X; k), k),

where C∗(X; k) is the singular chain complex ofX with coefficients in
k. The multiplication which turns C∗(X; k) into a DGA is cup prod-
uct, which is defined using the Alexander-Whitney map on C∗(X; k).

The singular cohomology H∗(X; k) is defined as the cohomology
algebra of C∗(X; k). See e.g. [10, chp. 5] for details on C∗(X; k) and
H∗(X; k).

(4.12) Introducing S. By the “free model” construction employed
in [9, proof of thm. 3.6], we have that C∗(X; k) is equivalent to some
R which is a DGA over k with R0 = k and R1 = 0, and with each
Ri finite dimensional over k.

Next, by the method employed in [10, ex. 6, p. 146], there exists a
DG-ideal I in R so that the canonical surjection R −→ R/I is a quasi-
isomorphism, and so that the right-most non-vanishing component
of S = R/I has the same degree as R’s right-most non-vanishing
cohomology; namely, degree d (see equation (8)). So S looks like

· · · → 0→ k → 0→ S2 → · · · → Sd → 0→ · · · ,
with each Si finite dimensional over k. Note that S0 is central in S
because R0 is central in R.

To sum up, C∗(X; k) is equivalent to R which is again equivalent
to S.

(4.13) Remarks on C∗(X;A). Our main object of interest in this
part of the paper is C∗(X;A), the singular cochain DGA of X with
coefficients in A, which can be defined as

C∗(X;A) = Homk(C∗(X; k), A).

Again, the multiplication is cup product, defined using the Alexander-
Whitney map on C∗(X; k).

The purpose of the following paragraphs is to show that C∗(X;A)
is a Gorenstein DGA if and only if A is a Gorenstein ring.

However, it will be an advantage not to work with C∗(X;A) itself
but rather with an equivalent DGA which is more tractable: First,
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there is an evaluation morphism

Homk(C∗(X; k), k)⊗k A −→ Homk(C∗(X; k), k ⊗k A)

which is a quasi-isomorphism because the homology

H(C∗(X; k)) = H∗(X; k)

is finite dimensional over k, see [1, sec. 1, thm. 2]. This can also be
read

C∗(X; k)⊗k A �−→ C∗(X;A),

and it is not hard to check that this is a morphism of DGAs.
Secondly, by paragraph (4.12), we have that C∗(X; k) is equivalent

to the DGA called S.
To sum up, we have that C∗(X;A) is equivalent to C∗(X; k)⊗kA,

and as A is flat over k, this is again equivalent to S ⊗k A.

(4.14) The morphism ϕS. There is a morphism of DGAs

A
ϕS−→ S ⊗k A, a �−→ 1S ⊗ a.

As in paragraphs (4.3) and (4.7), here are three useful observations:

• The ring H0(S ⊗k A) is noetherian because we have

H0(S ⊗k A) ∼= H0(C∗(X;A)) ∼= A,

where the second ∼= holds because X is connected.
• The morphism ϕS has image inside S0⊗k A, and as S0 = k is

central in S and A is commutative, ϕS has image inside the
centre of S ⊗k A.
• The morphism ϕS is a finite morphism of DGAs since S is

finite dimensional over k, whence S⊗kA is a bounded complex
of finitely generated projective A-modules.

(4.15) Lemma (ϕS is Gorenstein). The morphism A
ϕS−→ S ⊗k A

is a Gorenstein morphism.

Proof. Let us start with some computations. Since we have H(S) ∼=
H(C∗(X; k)) ∼= H∗(X; k), the Poincaré duality isomorphism (7) gives
an isomorphism of graded H(S)-modules

Σ−d(H(S)′) ∼= H(S).

This means that Σ−d(H(S)′) is free; in other words, there is an ele-
ment ξ in (Σ−d(H(S)′))0 so that

H(S) � c �−→ cξ ∈ Σ−d(H(S)′) (9)

is an isomorphism.
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Actually, ξ is a linear form Hd(S)
ξ−→ k. As Sd is the right-most

non-vanishing component of S, we have a surjection Sd −→ Hd(S),

and we can define an linear form Sd
Ξ−→ k as the composition

Sd −→ Hd(S)
ξ−→ k.

This can again be viewed as an element Ξ in (Σ−d(S ′))0.
Now, Ξ is an element in the DG-S-left-S-right-module Σ−d(S ′)

which satisfies Ξs = (−1)|Ξ||s|sΞ for any graded element s in S, as
one proves easily using that Ξ is induced by ξ which is defined on the
commutative graded algebra H(S) ∼= H∗(X; k). It is also mapped to
zero by the differential of Σ−d(S ′). Hence we can define a morphism
of DG-S-left-S-right-modules δ by

S � s δ−→ sΞ ∈ Σ−d(S ′).

The cohomology of δ is easily seen to be the isomorphism (9), so
we have that δ is a quasi-isomorphism, hence an isomorphism in the
derived category of DG-S-left-S-right-modules.

Denoting source and target differently, δ reads

SSS
δ−→ RHomk(SSS,Σ

−dk). (10)

We shall use this isomorphism below. (Note that by lemma (3.11),
the existence of δ actually shows that the canonical morphism k −→
S is Gorenstein.)

Now for the proof proper: To show that

A
ϕS−→ S ⊗k A

is Gorenstein, we shall use lemma (3.11) with Q
ϕ−→ T equal to

A
ϕS−→ S ⊗k A. The observations in paragraph (4.14) show that the

lemma’s conditions (1) to (3) hold, so we must show that the lemma’s
condition (4) also holds.

This condition requires a certain isomorphism in the derived cat-
egory of DG-(S ⊗k A)-left-(S ⊗k A)-right-modules, which we obtain
as follows using the isomorphism δ from equation (10):

S ⊗k A
δ⊗A∼= RHomk(S,Σ

−dk)⊗k A
(a)∼= RHomk(S,Σ

−dk ⊗k A)
∼= RHomk(S,Σ

−dA)
∼= RHomk(S,RHomA(A,Σ−dA))
(b)∼= RHomA(S

L⊗k A,Σ−dA)
∼= RHomA(S ⊗k A,Σ−dA),
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where (a) is an evaluation morphism which is a quasi-isomorphism
and hence an isomorphism in the derived category, because the ho-
mology H(S) ∼= H(C∗(X; k)) = H∗(X; k) is finite dimensional over
k, see [1, sec. 1, thm. 2], and where (b) is an adjunction isomorphism.
�

(4.16) Theorem (Ascent-Descent for singular cochain DGAs).
In the situation of setup (4.11), we have

A is a Gorenstein ring ⇔ C∗(X;A) is a Gorenstein DGA.

Proof. This is almost verbatim to the proof of theorem (4.5): Ob-
serve that as C∗(X;A) is equivalent to S ⊗k A by paragraph (4.13),
paragraph (2.2) implies that it is enough to show

A is a Gorenstein ring ⇔ S ⊗k A is a Gorenstein DGA.

For this, we apply theorem (3.6) and proposition (3.10) to the finite

Gorenstein morphism A
ϕS−→ A⊗k S. This gives the implications ⇒

and ⇐. �
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DUALIZING DG-MODULES FOR DIFFERENTIAL
GRADED ALGEBRAS

ANDERS FRANKILD AND PETER JØRGENSEN

Abstract. Over a general Differential Graded Algebra, we intro-
duce the notion of dualizing DG-module. We prove that for certain
types of rings, viewed as Differential Graded Algebras concentrated
in degree zero, “dualizing DG-module” simply means “dualizing com-
plex”. Using dualizing DG-modules, we develop a Foxby equivalence
theory which can detect the Gorenstein property of a Differential
Graded Algebra (in the sense of [15, def. (1.1)]).

0. Introduction

(0.1) Generalities. This manuscript is a counterpart to [15]. Like [15],
it deals with Differential Graded Algebras (abbreviated DGAs). (For a
thorough introduction to the theory of DGAs we refer the reader to [6]
and [19].)

In [15, def. (1.1)] we gave a definition of “Gorenstein DGA”, repro-
duced in paragraph (1.3) below. If R is a DGA, our Gorenstein condition
requires that R is a sensible “dualizing object” over itself, in the sense
that there are quasi-inverse contravariant equivalences of categories,

fin(R)
RHomR(−,R)

��
fin(Ropp),

RHomRopp (−,R)
��

where fin(R) and fin(Ropp) are suitably defined categories of “finite” DG-
R-left- and DG-R-right-modules. (Ropp is the opposite DGA of R, and
we identify DG-R-right-modules with DG-Ropp-left-modules.)

In this manuscript, we will do something more general: We shall ask
for DG-modules D with duality properties resembling the ones enjoyed
by R itself when R is Gorenstein. We define such D’s in definition (1.1),
calling them dualizing DG-modules.

Of course, a dualizing DG-module D must provide quasi-inverse con-
travariant equivalences of categories,

fin(R)
RHomR(−,D)

��
fin(Ropp),

RHomRopp (−,D)
�� (0.1.1)

1991 Mathematics Subject Classification. 16E45.
Key words and phrases. Dualizing DG-module, Gorenstein DGA, Foxby equiva-

lence, Auslander class, Bass class, grade, reflexive DG-module.
1
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but we require more of it. Namely, by [14, (1.5)] or paragraph (2.1)
below, one can also use an object such as D to get quasi-inverse covariant
equivalences of categories,

A(R)
D

L⊗R− �� B(R),
RHomR(D,−)

��

called Foxby equivalence, and we also place conditions on D ensuring
that Foxby equivalence with respect to D is well-behaved. Here A(R)
and B(R) are so-called Auslander and Bass classes, defined suitably (see
[14, sec. 1] or paragraph (2.1) below).

(0.2) Main results. The setup we have sketched is heavily inspired by
the theory of dualizing complexes from commutative ring theory, as ex-
pounded in [8, chp. 3]. And indeed, we are able to prove a number of
results generalizing the central parts of that theory:

First, (1.4) gives that R is a Gorenstein DGA precisely if it is a dual-
izing DG-module for itself.

Secondly, theorems (2.4) and (2.8) say that a dualizing DG-module
gives a good Foxby equivalence theory.

Thirdly, and most interestingly, our main result (2.19) is a “Goren-
stein Theorem”. It states that maximality of the Auslander and Bass
classes with respect to a dualizing DG-module, D, captures the Goren-
stein property of a DGA, R. Specifically, the following three conditions
are equivalent under weak assumptions on R:

(1) R is a Gorenstein DGA.

(2)

{
Af(R) = fin(R) and

Af(Ropp) = fin(Ropp).

(3)

{
Bf(R) = fin(R) and

Bf(Ropp) = fin(Ropp).

Here Af and Bf are versions of A and B which are suitably cut down
with fin.

(0.3) The ring case. The theory of this manuscript is new, even when
applied to a DGA which is just a non-commutative ring (placed in degree
zero).

In the ring case, “DG-module” means “complex of modules”, “fin”
means “Df

b” (the derived category of complexes with bounded, finitely
generated homology), and in many cases, “dualizing DG-module” turns
out to mean “dualizing complex”.

Our theory can be applied successfully to at least two types of rings:
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First, noetherian local commutative rings of finite finitistic flat di-
mension. Here theorem (1.7) proves that “dualizing DG-module” means
“dualizing complex”, and paragraph (3.1) shows that the technical re-
quirements of our theory are satisfied. The theory specializes to a version
of the theory explained in [8, chp. 3].

Secondly, non-commutative noetherian local PI algebras over a field
(see [20]). Here one uses theorem (1.9) and paragraph (3.2) instead of
(1.7) and (3.1). The theory is new here, and, we think, interesting. Its
main result, theorem (2.19), gives the following new characterization of
certain non-commutative Gorenstein rings (using [15, prop. (1.6)]):

Gorenstein Theorem for non-commutative rings. Let A be a
noetherian local PI algebra over a field, and suppose that A has the
dualizing complex D. Then the following conditions are equivalent:

(1) idA(A) <∞ and idAopp(A) <∞.

(2)

{
Af(A) = Df

b(A) and

Af(Aopp) = Df
b(A

opp).

(3)

{
Bf(A) = Df

b(A) and

Bf(Aopp) = Df
b(A

opp).

(0.4) Note to the ring theorist. Let us make the point of paragraph
(0.3) again, in an even stronger form.

Of course, the theory of this manuscript can be applied to a DGA
which is just a ring, as indicated in paragraph (0.3).

However, had we been interested in developing a theory such as the one
described here for rings only (without ever mentioning general DGAs) we
would have found that we had to go through exactly the same motions,
all the way down to the typography. We would have had to use the same

RHom’s and
L⊗’s and so on, only over the ring in question, and not over

a general DGA.
So instead of applying the theory of this manuscript to a DGA which

is just a ring, one can do something else: Read the paper pretending that
R, our standing DGA, is just a ring. The two approaches are completely
equivalent.

In other words, the ring theoretically minded reader can read the paper
without ever worrying about DGAs.

Specifically, as described in (0.3), this works nicely with both noether-
ian local commutative rings of finite finitistic flat dimension and noether-
ian local PI algebras over fields.

Let us now comment on the obvious question: Do dualizing DG-
modules exist in natural situations? The answer is yes:
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(0.5) Existence. In [11] we will show that, if A is a noetherian commu-
tative ring admitting a dualizing complex, then:

• The Koszul complex K(aaa) on a sequence aaa = (a1, . . . , an) of el-
ements in A admits a dualizing DG-module. (Note that by [21,
exer. 4.5.1] the Koszul complex is a commutative DGA.)

• The endomorphism DGA, E = HomA(L,L), where L is a bounded
complex of finitely generated projective A-modules which is not
exact, admits a dualizing DG-module. (For details on E we refer
the reader to [9] and [12, rem. (1.2)].)

If, in addition, A is local, and if A′ denotes another noetherian local

commutative ring, and A′ α′−→ A is a local homomorphism so that A has
finite flat dimension when viewed as a A′-module, then:

• The fibre F (α′) of α′ (which is a DGA, see [7, 3.7]) admits a
dualizing DG-module.

Moreover, let k be a field, and let X be a topological space for which

• H0(X; k) = k.
• H1(X; k) = 0.
• H∗(X; k) is finite dimensional over k.

Consider C∗(X; k), the cochain DGA of X with coefficients in k. It is
also shown in [11] that:

• The cochain DGA C∗(X; k) admits a dualizing DG-module.

(0.6) Weak dualizing DG-modules. An aspect of the theory below is
that some of the results (theorem (2.4) and proposition (2.11)) work for
what we call weak dualizing DG-modules. These are objects satisfying
only part of definition (1.1), in that they lack the “finiteness” condition
called [D4].

Such objects exist: Let A be a noetherian local commutative ring
with dualizing complex D, let a be an ideal of A so that A is a-adically
complete, and let RΓa be the right derived section functor. Then RΓaD
is a weak dualizing DG-module over A, viewed as a DGA concentrated
in degree zero.

Weak dualizing DG-modules of this type are also put to use in [12] to
prove a “parametrized Gorenstein Theorem”.

(0.7) Synopsis. This manuscript is organized as follows:
After this synopsis, the introduction ends with a few definitions.
Section 1 defines dualizing DG-modules, and remarks on their connec-

tion to duality and Gorenstein DGAs. It then considers DGAs which are
just rings placed in degree zero, and proves in theorems (1.7) and (1.9)
that for some classes of rings, “dualizing DG-module” simply means “du-
alizing complex”.
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Section 2 contains the bulk of our theory. It first sums up Foxby equiv-
alence with respect to a weak dualizing DG-module in paragraph (2.1).
It goes on to define versions of the Auslander and Bass classes which are
suitably cut down with fin, and sets up a stronger Foxby equivalence for
these than the one set up in paragraph (2.1). This is done in theorems
(2.4) and (2.8). Finally, the cut down classes are used to get our main
result, the Gorenstein Theorem (2.19).

Section 3 deals with a technical condition on DGAs which we call
[Grade]. The condition is needed to get section 2 to work. Section 3
proves that four natural types of DGAs satisfy [Grade]: Noetherian local
commutative rings, non-commutative noetherian local PI algebras over
fields, Koszul complexes, and endomorphism DGAs.

(0.8) Setup. Throughout the manuscript, R denotes a DGA for which
H0R is a noetherian ring.

(0.9) Definition (The category fin). By fin(R) we denote the full trian-
gulated subcategory of the derived category of DG-R-left-modules, D(R),
consisting of M ’s so that the homology HM is bounded, and so that each
HiM is finitely generated as a module over H0R.

(0.10) Opposite DGAs. By Ropp we denote the opposite DGA of R,
whose product is defined as s · r = (−1)|r||s|rs for graded elements r and
s. The purpose of Ropp is that we can identify DG-R-right-modules with
DG-Ropp-left-modules. So for instance, D(Ropp) is the derived category
of DG-R-right-modules.

(0.11) DG-modules in the ring case. Note that any ring A can be
viewed as a DGA concentrated in degree zero, and that H0A ∼= A. A
DG-A-module is then the same thing as a complex of A-modules, and the
various derived categories of DG-A-modules are the same as the various
ordinary derived categories over A. Moreover, still viewing A as a DGA,
the derived functors of HomA and ⊗A coincide with the ordinary RHomA

and
L⊗A. Note that when A is noetherian the category fin(A) is Df

b(A),
the derived category of complexes with bounded, finitely generated ho-
mology.

(0.12) Acknowledgement. This manuscript owes a great debt to [24].
This was the first paper to introduce dualizing complexes in a non-
commutative situation, and hence the first paper that had to deal with
such ensuing complications as left-, right-, and bi-structures of modules
and functors.

Note that [1] contains another definition than ours of dualizing DG-
modules.
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1. Dualizing DG-Modules for Differential Graded

Algebras

This section defines dualizing DG-modules (definition (1.1)). In (1.2)
we remark that a dualizing DG-module gives a duality between fin(R)
and fin(Ropp), and in (1.4) we note the easy, but important fact that for R
itself to be a dualizing DG-module is equivalent to R being a Gorenstein
DGA.

We end the section by considering rings, viewed as DGAs concentrated
in degree zero. It turns out that for these, “dualizing DG-module” is
sometimes synonymous with “dualizing complex”. After recalling in (1.5)
the definition of dualizing complexes for rings, we prove this synonymity
in theorem (1.7) for noetherian commutative rings of finite finitistic flat
dimension, and in theorem (1.9) for non-commutative noetherian semi-
local PI algebras over fields.

(1.1) Definition (Dualizing DG-modules). Let RDR be a DG-R-left-
R-right-module. (We indicate DG-R-left- and DG-R-right-module struc-
tures with subscripts.) We call RDR a weak dualizing DG-module for R if
it satisfies:

[D1]: There are quasi-isomorphisms of DG-R-left-R-right-modules

P
�−→ D and D

�−→ I such that RP and PR are K-projective
and RI and IR are K-injective.

[D2]: The following canonical morphisms in the derived category
of DG-R-left-R-right-modules are isomorphisms,

R
ρ−→ RHomR(D,D),

R
ρopp−→ RHomRopp(D,D).

[D3]: For M ∈ fin(R) and N ∈ fin(Ropp) and RLR equal to ei-
ther RRR or RDR, the following evaluation morphisms are iso-
morphisms:

RHomRopp(L,D)
L⊗R M −→ RHomRopp(RHomR(M,L), D),

N
L⊗R RHomR(L,D) −→ RHomR(RHomRopp(N,L), D).

We call D a dualizing DG-module for R if it also satisfies:
[D4]: The functor RHomR(−, D) maps fin(R) to fin(Ropp), and the

functor RHomRopp(−, D) maps fin(Ropp) to fin(R).

For a list of natural DGAs having dualizing DG-modules, see para-
graph (0.5). Note that with a few twists, the definition resembles the
definition of dualizing complexes in ring theory, see (1.5) below.
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(1.2) Duality between fin(R) and fin(Ropp). Suppose R admits a dual-
izing DG-module D. Then by conditions [D3] and [D4] we have a duality
between fin(R) and fin(Ropp). To be precise, the diagram

fin(R)
RHomR(−,D)

��
fin(Ropp)

RHomRopp (−,D)
��

yields the claimed duality.
This is analogous to classical ring theory, where R is a ring, fin(R) =

Df
b(R) and fin(Ropp) = Df

b(R
opp), and D a dualizing complex.

(1.3) Gorenstein DGAs. Recall the standing convention from setup
(0.8) that R denotes a DGA for which H0R is noetherian. Recall from
[15, def. (1.1)] that R is called a Gorenstein DGA if it satisfies:

[G1]: There is a quasi-isomorphism of DG-R-left-R-right-modules

R
�−→ I where RI and IR are K-injective.

[G2]: For M ∈ fin(R) and N ∈ fin(Ropp) the following evaluation
morphisms are isomorphisms:

RHomRopp(R,R)
L⊗R M −→ RHomRopp(RHomR(M,R), R),

N
L⊗R RHomR(R,R) −→ RHomR(RHomRopp(N,R), R).

[G3]: The functor RHomR(−, R) maps fin(R) to fin(Ropp), and the
functor RHomRopp(−, R) maps fin(Ropp) to fin(R).

(1.4) Dualizing DG-modules and Gorensteinness. Observe that R
is a Gorenstein DGA (in the sense of [15, def. (1.1)]) exactly when RRR is
a dualizing DG-module for R. This is analogous to classical ring theory.

(1.5) Dualizing complexes for rings. Let A be a noetherian ring.
Recall from [25, def. 1.1] that a complex of A-left-A-right-modules D is
called a dualizing complex for A if:

[D1′]: There exist quasi-isomorphisms of complexes of A-left-A-

right-modules P
�−→ D and D

�−→ I such that AP and PA are
K-projective and AI and IA are K-injective.

[D2′]: The following canonical morphisms in the derived category
of A-left-A-right-modules are isomorphisms,

A
ρ−→ RHomA(D,D),

A
ρopp−→ RHomAopp(D,D).

[D3′]: The injective dimensions idA(D) and idAopp(D) are finite.
[D4′]: We have AD ∈ Df

b(A) and DA ∈ Df
b(A

opp).



8 ANDERS FRANKILD AND PETER JØRGENSEN

Condition [D1′] is usually automatically satisfied and hence omitted.
However, we choose to state it here in order to make the proof of the
next theorem more clear.

(1.6) Symmetric A-left-A-right-modules. In the next result, A is a
commutative ring andD ∈ D(A) is a complex of A-left-modules which we
view as a complex ofA-left-A-right-modules via the A-right-multiplication
defined by d · a = ad on each module in the complex. In other words,
each module in the complex becomes a symmetric A-left-A-right-module.

(1.7) Theorem. Let A be a noetherian commutative ring of finite fini-
tistic flat dimension (or equivalently finite finitistic injective dimension),
and let D ∈ D(A). Then D is a dualizing DG-module for A, viewed as a
DGA concentrated in degree zero, if and only if D is a dualizing complex
for the ring A.

Proof. Since the A-right-structure of D is induced by the A-left-
structure of D, both [D1] and [D1′] automatically hold. Also, all state-
ments on D from the right follow from the corresponding statements
on D from the left. This applies to both conditions [D2] to [D4] and
conditions [D2′] to [D4′].

Assume that [D2′] to [D4′] hold. We need to check conditions [D2] to
[D4].

Condition [D2]: Follows from [D2′].
Condition [D3]: This is a consequence of [D3′] and the standard iso-

morphism [8, (A.4.24)].
Condition [D4]: If M is in fin(A) = Df

b(A), then M has a projective

resolution P
�−→ M where P is right-bounded and consists of finitely

generated modules. Then RHomA(M,D) ∼= HomA(P,D) certainly has
finitely generated homology by [D4′] and has bounded homology since
the injective dimension of D is finite by [D3′].

Now assume that [D2] to [D4] hold. We need to check conditions [D2′]
to [D4′].

Condition [D2′]: Follows from [D2].
Condition [D3′]: This is a consequence of [D4]. For any prime ideal p

we have A/p ∈ fin(A). Therefore RHomA(A/p, D) ∈ fin(A) by [D4], and
hence by localization

RHomA(A/p, D)p
∼= RHomAp (Ap/pp, Dp) ∈ fin(Ap).

But this means that idAp(Dp) is finite by [8, (A.5.7.4)], sinceDp ∈ fin(Ap).
Thus

idAp(Dp) = − inf {i | Hi(Dp) �= 0}+ depthAp

≤ − inf {i | Hi(D) �= 0}+ FFD(A),
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by [10, cor. 4.3(1)] and [3, thm. 1.4]. Here FFD(A) denotes the finitistic
flat dimension of A.

Now let M be any finitely generated module, and let p be any prime
ideal. Then we have the following chain,

− inf{ i | Hi(RHomA(M,D)p) �= 0}
= − inf{ i | Hi(RHomAp(Mp, Dp)) �= 0}
≤ idAp(Dp)

≤ − inf{ i | Hi(D) �= 0}+ FFD(A).

Thus

− inf{ i | Hi(RHomA(M,D)) �= 0}
≤ − inf{ i | Hi(D) �= 0}+ FFD(A),

and this shows that idA(D) is finite.
Condition [D4′]: This follows from [D4] by inserting A into the functor

RHomA(−, D).
�

(1.8) The non-commutative version of (1.7). Using essentially the
same proof as above, only now using [23, prop. 5.7(1)] to show that [D3′]
follows from [D4], we get the following result.

(1.9) Theorem. Let A be a noetherian semi-local PI algebra over the
field k, and let D be an object in D(A ⊗k Aopp). Then D is a dualizing
DG-module for A, viewed as a DGA concentrated in degree zero, if and
only if D is a dualizing complex for the algebra A.

2. Foxby equivalence and Gorensteinness

This is the main section. We start in (2.1) by summing up Foxby
equivalence between the Auslander class A and the Bass class B, with
respect to a weak dualizing DG-module.

In definition (2.3) we define smaller versions of A and B which are
suitably cut down with fin. We denote these versions of the classes by
Af and Bf .

Two important results are now possible: Theorems (2.4) and (2.8).
They show that Af and Bf enjoy a stronger Foxby equivalence theory
than the one set up in paragraph (2.1). To get theorem (2.8) to work,
we need to introduce in definition (2.5) a technical condition, [Grade],
on DGAs.

Next, some technicalities. In definition (2.9), we introduce the class
R of reflexive DG-R-modules. These are the modules which dualize
well with respect to R itself, and are a key technical tool of this sec-
tion. Proposition (2.11) proves an important property: We have A(R)∩
fin(R) = R(R)∩fin(R) when A is the Auslander class with respect to any
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weak dualizing DG-module for R. Hence R can be used to recognize the
size of the finite part of A. There is also a smaller version of R which is
suitably cut down with fin, denoted by Rf . It satisfies Af(R) = Rf(R) by
proposition (2.17) when Af is the cut down Auslander class with respect
to any dualizing DG-module for R.

Finally, the main result of this manuscript, the Gorenstein Theorem
(2.19). Using the classes Rf , Af and Bf it states under weak conditions
on R that Gorensteinness of R is equivalent to either maximality of the
classes Rf , or maximality of the classes Af , or maximality of the classes
Bf .

(2.1) Foxby equivalence. Let D be a weak dualizing DG-module for

R. Then (D
L⊗R −,RHomR(D,−)) is an adjoint pair of functors. Let η

denote the unit and ε the counit of the adjoint pair. Then we may define
the so-called Auslander and Bass classes with respect to D in terms of
η and ε being isomorphisms. To be precise, we let

AD(R) =

{
X ∈ D(R)

∣∣∣∣∣ ηX : X −→ RHomR(D,D
L⊗R X)

is an isomorphism

}
and

BD(R) =

{
Y ∈ D(R)

∣∣∣∣∣ εY : D
L⊗R RHomR(D, Y ) −→ Y

is an isomorphism

}
.

These are clearly full triangulated subcategories of D(R). Here AD(R) is
called the Auslander class (with respect to D), and BD(R) is called the
Bass class (with respect to D).

In any given situation, we only consider these classes with respect to
a specific weak dualizing DG-module D, so we shall omit the subscript
D, denoting the classes by A(R) and B(R).

There are of course corresponding definitions for Auslander and Bass
classes of DG-R-right-modules, denoted A(Ropp) and B(Ropp).

There are now quasi-inverse equivalences between the Auslander and
Bass classes. For DG-R-left-modules they read:

A(R)
D

L⊗R− �� B(R).
RHomR(D,−)

��

This is called Foxby equivalence.
There are corresponding quasi-inverse equivalences for DG-R-right-

modules.
We refer the reader to [14] for more details on these quasi-inverse

equivalences, which are instances of generalized Foxby equivalence.
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(2.2) Size of A and B. Note from condition [D3] on D that we have

RR ∈ A(R), and hence also RD ∼= D
L⊗R RR ∈ B(R). So any object

built from finitely many copies of suspensions of RR is in A(R), and any
object built from finitely many copies of suspensions of RD is in B(R).

Of course, the corresponding statements also hold for A(Ropp) and
B(Ropp).

If R is a noetherian commutative ring, and the dualizing DG-module
D is a dualizing complex, even more is true: All bounded complexes of
flat modules are in A(R), and all bounded complexes of injective modules
are in B(R). This follows from the proof of [5, thm. (3.2)].

(2.3) Definition ((Finite) Auslander and Bass classes). Let D be
a weak dualizing DG-module for R. For DG-R-left-modules we put

Af
D(R) =

{
X ∈ A(R)

∣∣∣∣∣ X ∈ fin(R) and

D
L⊗R X ∈ fin(R)

}
and

Bf
D(R) =

{
Y ∈ B(R)

∣∣∣∣ Y ∈ fin(R) and
RHomR(D, Y ) ∈ fin(R)

}
.

Again, in any given situation, we only consider these classes with respect
to a specific weak dualizing DG-module D, so we shall omit the subscript
D, denoting the classes by Af(R) and Bf(R).

There are of course corresponding classes of DG-R-right-modules, de-
noted Af(Ropp) and Bf(Ropp).

(2.4) Theorem ((Finite) Foxby equivalence part I). Let D be a
weak dualizing DG-module for R. Then there are the following quasi-
inverse equivalences,

Af(R)
D

L⊗R− �� Bf(R).
RHomR(D,−)

��

There are of course corresponding quasi-inverse equivalences between
Af(Ropp) and Bf(Ropp).

Proof. The definitions make it clear that the functors land in the claimed
categories, so the diagrams exist. As everything is left/right-symmetric,
it is enough to consider the statement for Af(R) and Bf(R).

The adjoint pair (D
L⊗R −,RHomR(D,−)) defined on all of D(R) has

unit, denoted η, and counit, denoted ε, which are natural transforma-
tions,

1D(R)
η−→ RHomR(D,D

L⊗R −)

and

D
L⊗R RHomR(D,−)

ε−→ 1D(R).
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Restricting the functors to Af(R) and Bf(R), the natural transforma-
tions also restrict, and since Af(R) ⊆ A(R) and Bf(R) ⊆ B(R), unit and
counit become natural equivalences. So the restricted functors satisfy

1Af (R) � RHomR(D,D
L⊗R −)

and

D
L⊗R RHomR(D,−) � 1Bf(R),

thereby proving the result. �

(2.5) Definition (Grade). We say that R satisfies [Grade] if the follow-
ing hold:

• M ∈ fin(R) and M � 0 =⇒ RHomR(M,R) � 0 and
• N ∈ fin(Ropp) and N � 0 =⇒ RHomRopp(N,R) � 0.

(2.6) Remark. In section 3 we show that many natural DGAs satisfy
[Grade]. The condition is so named because it ensures that for a module
M ∈ fin(R), the number

− sup{ i | Hi(RHomR(M,R)) �= 0 },
traditionally known as gradeR(M) (when R is a ring), is not ∞.

(2.7) Lemma. Let R satisfy [Grade], and let D be a dualizing DG-

module for R. Let M
µ−→ N be a morphism in fin(R). Then

D
L⊗R µ is an isomorphism or

RHomR(D,µ) is an isomorphism

}
⇒ µ is an isomorphism.

There are of course corresponding results for morphisms in fin(Ropp).

Proof. By a standard argument, it is sufficient to see that if C ∈ fin(R)

has D
L⊗R C ∼= 0 or RHomR(D,C) ∼= 0, then C ∼= 0.

The case D
L⊗R C ∼= 0: We may compute as follows,

0 ∼= RHomR(D
L⊗R C,D)

(a)∼= RHomR(C,RHomR(D,D))
∼= RHomR(C,R),

where (a) is by adjointness, whence C ∼= 0 by [Grade].
The case RHomR(D,C) ∼= 0: Start by writing X = RHomR(C,D).

Since X is the dual of C under the duality described in (1.2), we know
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that X ∈ fin(Ropp) and C ∼= RHomRopp(X,D). This enables us to per-
form the following computations,

0 ∼= RHomR(D,C)
∼= RHomR(D,RHomRopp(X,D))

(a)∼= RHomRopp(X,RHomR(D,D))

(b)∼= RHomRopp(X,R).

Here (a) is due to the so-called swap isomorphism, and (b) is due to [D2].
So [Grade] forces X ∼= 0, hence C ∼= 0. �

(2.8) Theorem ((Finite) Foxby equivalence part II). Let R satisfy
[Grade] and let D be a dualizing DG-module for R. Then

• X ∈ fin(R) and

D
L⊗R X ∈ Bf(R)

}
⇒ X ∈ Af(R).

• Y ∈ fin(R) and
RHomR(D, Y ) ∈ Af(R)

}
⇒ Y ∈ Bf(R).

There are of course corresponding results for DG-R-right-modules.

Proof. By symmetry it is enough to prove the statements for DG-R-
left-modules.

Suppose X ∈ fin(R) and D
L⊗R X ∈ Bf(R). The latter fact means

that D
L⊗R X ∈ fin(R) and RHomR(D,D

L⊗R X) ∈ fin(R), and that the
following morphism is in fact an isomorphism,

D
L⊗R RHomR(D,D

L⊗R X)
ε �� D

L⊗R X,

where ε denotes the counit of the adjoint pair (D
L⊗R −,RHomR(D,−))

applied to the object D
L⊗R X.

However, by adjoint functor theory there is a commutative diagram

D
L⊗R X

D
L⊗Rη

�� 















































D
L⊗R RHomR(D,D

L⊗R X) ε
��
D

L⊗R X,

where η denotes the unit of the adjoint pair (D
L⊗R −,RHomR(D,−))

applied to the object X. So D
L⊗R η is an isomorphism. Evoking lemma

(2.7) we conclude that η is an isomorphism. Thus X ∈ A(R), and

since we have both X ∈ fin(R) and D
L⊗R X ∈ fin(R), we finally get

X ∈ Af(R).
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The second implication is proved by an entirely analogous argument:
Suppose Y ∈ fin(R) and RHomR(D, Y ) ∈ Af(R). This latter fact means

that RHomR(D, Y ) ∈ fin(R) and D
L⊗R RHomR(D, Y ) ∈ fin(R), and

that the following morphism is in fact an isomorphism,

RHomR(D, Y )
η �� RHomR(D,D

L⊗R RHomR(D, Y )),

where η denotes the unit of the adjoint pair (D
L⊗R −,RHomR(D,−))

applied to the object RHomR(D, Y ).
Again, by adjoint functor theory there is a commutative diagram

RHomR(D, Y )

�����������������������

�����������������������

η ��
RHomR(D,D

L⊗R RHomR(D, Y ))

RHomR(D,ε)

��
RHomR(D, Y ),

where ε denotes the counit of the adjoint pair (D
L⊗R −,RHomR(D,−))

applied to the object Y . So RHomR(D, ε) is an isomorphism. Again
evoking lemma (2.7), we learn that ε is an isomorphism. Thus Y ∈ B(R),
and since we have both Y ∈ fin(R) and RHomR(D, Y ) ∈ fin(R) we finally
get Y ∈ Bf(R). �

(2.9) Definition (Reflexive DG-R-modules). We can consider DG-
R-left-modules M for which the evaluation morphism

RHomRopp(R,R)
L⊗R M −→ RHomRopp(RHomR(M,R), R)

is an isomorphism, and we will call a DG-R-left-module with this prop-
erty reflexive. The full subcategory consisting of reflexive DG-R-left-
modules is denoted R(R).

There is of course a corresponding class of reflexive DG-R-right-modules,
denoted R(Ropp).

(2.10) Remark. The evaluation morphism appearing in the definition
of R(R) is the first morphism from condition [G2]. Hence condition [G2]
for R can be phrased as follows:

• R(R) ⊇ fin(R) and
• R(Ropp) ⊇ fin(Ropp).

(2.11) Proposition. Let D be a weak dualizing DG-module for R. Then

A(R) ∩ fin(R) = R(R) ∩ fin(R).

There is of course a corresponding equality for DG-R-right-modules.

Proof. We only need to prove the statement for DG-R-left-modules as
the statement for DG-R-right-modules follows by symmetry. Consider
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the following diagram where RM ∈ fin(R),

M
∼= ��

ηM

��

RHomRopp (R,R)
L⊗RM

θ1
��

RHomRopp (RHomR(M,R),R)

RHomRopp (RHomR(M,R),ρ)∼=
��

RHomR(D,D
L⊗RM)

∼=
��

RHomRopp (RHomR(M,R),RHomR(D,D))

s∼=
��

RHomR(D,RHomRopp (R,D)
L⊗RM)

∼=
RHomR(D,θ2)

�� RHomR(D,RHomRopp (RHomR(M,R),D)).

All derived functors exist because we can use the resolutions P and I
from [D1] to:

• replace the functor RHomR(D,−) with HomR(P,−).
• replace the functor RHomR(−, D) with HomR(−, I).
• replace the functor RHomR(−, R) with HomR(−,HomR(P, I)) when

needed. (Note that HomR(P, I) is right-K-injective.)
• replace M with a left-K-projective resolution Q.

Let us take a look at the morphisms in the diagram starting with ηM and
proceeding counterclockwise:

• the morphism ηM is the unit of the adjoint pair (D
L⊗R −,RHomR(D,−))

applied to M .
• the next morphism is an isomorphism since it is induced by the

canonical identification D ∼= RHomRopp(R,D).
• the morphism RHomR(D, θ2) is obtained from the first evaluation

morphism from [D3] which we here denote θ2. Since θ2 is an
isomorphism, so is RHomR(D, θ2).
• the morphism s is the so-called swap isomorphism.
• the morphism RHomRopp(RHomR(M,R), ρ) is an isomorphism

since it is induced by the isomorphism R
ρ−→ RHomR(D,D) from

[D2].
• the morphism θ1 is the first evaluation morphism from condition

[G2].
• the last morphism is an isomorphism since it is induced by the

canonical identification R ∼= RHomRopp(R,R).

It is now easy but tedious to check that the diagram is commutative,
hence θ1 and η are isomorphisms simultaneously. �

(2.12) Definition ((Finite) Reflexive DG-modules). We let

Rf(R) =

{
X ∈ R(R)

∣∣∣∣ X ∈ fin(R) and
RHomR(X,R) ∈ fin(Ropp)

}
.
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We call the DG-modules in Rf(R) finite reflexive.
There is of course a corresponding class of finite reflexive DG-R-right-

modules, denoted Rf(Ropp).

(2.13) Remark. Observe from remark (2.10) and definition (2.12) that
conditions [G2] and [G3] together are equivalent to:

• Rf(R) = fin(R) and
• Rf(Ropp) = fin(Ropp).

(2.14) Definition. Let D be a dualizing DG-module for R. We define
the following auxiliary classes:

X (R) = fin(R) ∩ {X ∈ D(R) |D L⊗R X ∈ fin(R) },
Z(R) = fin(R) ∩ {Z ∈ D(R) | RHomR(Z,R) ∈ fin(Ropp) },

and

Y(R) =

{
Y ∈ D(R)

∣∣∣∣ Y ∼= RHomRopp(A,D) for an A ∈ fin(Ropp)
with RHomRopp(D,A) ∈ fin(Ropp)

}
.

There are of course corresponding classes of DG-R-right-modules.

(2.15) Remark. The point of X and Z is that we have

Af(R) = A(R) ∩ X (R) and Rf(R) = R(R) ∩ Z(R)

and corresponding equations for DG-R-right-modules.

(2.16) Lemma. Let D be a dualizing DG-module for R. Then we have
the following equalities,

X (R) = Z(R) = Y(R).

There are of course corresponding equalities for DG-R-right-modules.

Proof. The equalities for DG-R-right-modules follow by symmetry.
To prove the claim for DG-R-left-modules we proceed as follows. We

first prove X (R) = Z(R):

“⊆”: Let X ∈ X (R). Then D
L⊗R X ∈ fin(R) and by [D4] we have

RHomR(D
L⊗R X,D) ∈ fin(Ropp).

But we have the following isomorphisms,

RHomR(X,R)
(a)∼= RHomR(X,RHomR(D,D))

(b)∼= RHomR(D
L⊗R X,D),

where (a) is by [D2], and (b) is due to adjointness. We now conclude that
X is in Z(R).
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“⊇”: Let Z ∈ Z(R). Then RHomR(Z,R) ∈ fin(Ropp) and by [D4] we
have

RHomRopp(RHomR(Z,R), D) ∈ fin(R).

But we have the following isomorphisms,

D
L⊗R Z ∼= RHomRopp(R,D)

L⊗R Z
(a)∼= RHomRopp(RHomR(Z,R), D).

Here (a) is due to [D3] since Z is in fin(R). We now conclude that Z is
in X (R).

We next prove Z(R) = Y(R):
“⊆”: Let Z ∈ Z(R). Then Z ∈ fin(R) so by the duality (1.2) we have

Z ∼= RHomRopp(RHomR(Z,D), D)

and A = RHomR(Z,D) ∈ fin(Ropp). We will have proved that Z is in
Y(R) when we have proved that RHomRopp(D,A) is in fin(Ropp). But

RHomRopp(D,A) ∼= RHomRopp(D,RHomR(Z,D))

(a)∼= RHomR(Z,RHomRopp(D,D))

(b)∼= RHomR(Z,R).

Here (a) is due to the so-called swap isomorphism, and (b) is due to
[D2]. Now, since Z ∈ Z(R), we have RHomR(Z,R) ∈ fin(Ropp) so
RHomRopp(D,A) ∈ fin(Ropp).

“⊇”: Let Y ∈ Y(R). Then Y ∼= RHomRopp(A,D) for an A ∈ fin(Ropp)
so Y ∈ fin(R). Moreover, RHomRopp(D,A) ∈ fin(Ropp). Now, the duality
(1.2) says

A ∼= RHomR(RHomRopp(A,D), D) ∼= RHomR(Y,D).

And so

RHomRopp(D,A) ∼= RHomRopp(D,RHomR(Y,D))

(a)∼= RHomR(Y,RHomRopp(D,D))

(b)∼= RHomR(Y,R),

where (a) is due to the so-called swap isomorphism, and (b) is due to
[D2]. We conclude RHomR(Y,R) ∈ fin(Ropp) so Y ∈ Z(R). �

(2.17) Proposition. Let D be a dualizing DG-module for R. Then

Af(R) = Rf(R).

There is of course a corresponding equality for DG-R-right-modules.
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Proof. As everything is left/right-symmetric, it is enough to check the
claim for DG-R-left-modules.

But remark (2.15) says Af(R) = A(R) ∩ X (R) and Rf(R) = R(R) ∩
Z(R), and we have A(R)∩ fin(R) = R(R)∩ fin(R) by proposition (2.11)
and X (R) = Z(R) by lemma (2.16). �

(2.18) Maximality. Note from definitions (2.3) and (2.12) that in the
presence of a weak dualizing DG-module we have the following inclusions:

•
{
Af(R) ⊆ fin(R) and

Af(Ropp) ⊆ fin(Ropp).

•
{
Bf(R) ⊆ fin(R) and

Bf(Ropp) ⊆ fin(Ropp).

•
{
Rf(R) ⊆ fin(R) and

Rf(Ropp) ⊆ fin(Ropp).

So the maximal possible size of either of the classes Rf , Af , and Bf is fin.
The following main theorem now characterizes the DGAs for which this
maximal size is attained.

(2.19) Gorenstein Theorem. Let R be a DGA satisfying [Grade] and
[G1]. Moreover, let D be a dualizing DG-module for R. The following
conditions are equivalent:

(1) R is a Gorenstein DGA (i.e., [G2] and [G3] hold).

(2)

{
Af(R) = fin(R) and

Af(Ropp) = fin(Ropp).

(3)

{
Bf(R) = fin(R) and

Bf(Ropp) = fin(Ropp).

(4)

{
Rf(R) = fin(R) and

Rf(Ropp) = fin(Ropp).

Proof. We shall prove (1)⇔ (4)⇔ (2)⇔ (3).
(1)⇔ (4): Holds by (2.13).
(4)⇔ (2): Follows by proposition (2.17).
(2)⇒ (3): When

Af(R) = fin(R) and Af(Ropp) = fin(Ropp),

let us prove Bf(Ropp) = fin(Ropp). The inclusion “⊆” is clear. To prove
the inclusion “⊇”, consider A ∈ fin(Ropp). To see A ∈ Bf(Ropp), it is
enough to see

RHomRopp(D,A) ∈ Af(Ropp) = fin(Ropp),
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by theorem (2.8).
If we let

Y = RHomRopp(A,D)

then we have Y ∈ fin(R), and

RHomR(Y,D) ∼= RHomR(RHomRopp(A,D), D) ∼= A

by the duality (1.2). Clearly up to isomorphism, only this particular A
can give Y under the duality. So the desired conclusion, RHomRopp(D,A) ∈
fin(Ropp), is equivalent to Y ∈ Y(R) where Y(R) is one of the sets from
definition (2.14).

But lemma (2.16) shows that Y(R) = X (R), and X (R) = fin(R) since
Af(R) = fin(R) by assumption. So we conclude Y ∈ Y(R), as desired.

A symmetric argument shows Bf(R) = fin(R).
(3)⇒ (2): When

Bf(R) = fin(R) and Bf(Ropp) = fin(Ropp),

let us prove Af(R) = fin(R). The inclusion “⊆” is clear. To prove the
inclusion “⊇”, consider X ∈ fin(R). To see X ∈ Af(R), it is enough to
see

D
L⊗R X ∈ Bf(R) = fin(R)

by theorem (2.8).
Now, since Bf(Ropp) = fin(Ropp) by assumption, any A ∈ fin(Ropp) has

RHomRopp(D,A) ∈ fin(Ropp). This proves Y(R) = fin(R). But lemma
(2.16) shows that X (R) = Y(R), so we get X (R) = fin(R), whence

D
L⊗R X ∈ fin(R), as desired.
A symmetric argument shows Af(Ropp) = fin(Ropp). �

3. Natural DGAs satisfying Grade

It is natural to ask if one can actually come up with DGAs which
satisfy [Grade]. Let A be a commutative noetherian local ring and let B
be a non-commutative noetherian local PI algebra over a field (see [20]).
Paragraphs (3.1), (3.2), (3.5), and (3.6) show that

• The ring A viewed as a DGA concentrated in degree zero satifies
[Grade].

• The algebra B viewed as a DGA concentrated in degree zero
satisfies [Grade].

• The Koszul complex K(aaa) on a sequence aaa = (a1, . . . , an) of ele-
ments in the maximal ideal of A satisfies [Grade]. (Note that by
[21, exer. 4.5.1] the Koszul complex is a commutative DGA.)
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• The endomorphism DGA E = HomA(L,L), where L is a bounded
complex of finitely generated projective A-modules which is not
exact, satisfies [Grade]. (For details on E we refer the reader to
[9] and [12, rem. (1.2)].)

The two last statements are special cases of lemma (3.4) which says

that if there is a so-called finite Gorenstein morphism of DGAs A
ϕ−→

R, where A is a noetherian local commutative ring viewed as a DGA
concentrated in degree zero and R is a DGA, then R satisfies [Grade].

(3.1) Commutative rings satisfying [Grade]. Let A be a noetherian
local commutative ring. Then A viewed as a DGA concentrated in degree
zero satisfies [Grade].

Proof. First observe that since A is commutative, the two halves of
condition [Grade] coincide.

Without loss of generality we may assume that A is complete. Then
A admits a dualizing complex D. Let M be any non-trivial complex in
fin(A) = Df

b(A). We may compute as follows:

RHomA(M,A) ∼= RHomA(M,RHomA(D,D))

(a)∼= RHomA(D
L⊗A M,D),

where (a) is by adjointness. Evoking that M is non-trivial and that
D is a dualizing complex for A, we conclude using [10, prop. 2.2] that

D
L⊗A M is non-trivial and bounded to the right; it has finitely generated

homology by [4, proof of 4.7.I]. Since the functor RHomA(−, D) gives a
duality between Df

+(A) and a subcategory of Df
−(A) (see [18, prop. V.2.1]

and [2, p. 27, thm. 1(4)]), this ensures that RHomA(D
L⊗A M,D) is non-

trivial. �

(3.2) Non-commutative rings satisfying [Grade]. Let B be a noe-
therian local PI algebra over a field. Then B satifies [Grade].

Proof. By [20, thm. B] and [23, lem. 4.1] we may assume that B
is complete. Now, by the mirror version of [22, cor. 0.2] there exists
a noetherian complete semi-local PI algebra T and a dualizing complex

TDB over (T,B) (see [22] for an explanation of this use of the terminology
“dualizing complex” which generalizes paragraph (1.5)). Let M be any
non-trivial complex in fin(B) = Df

b(B). As in the proof of (3.1) we may
compute as follows:

RHomB(M,B) ∼= RHomB(M,RHomT (TDB, TDB))

(a)∼= RHomT (TDB

L⊗B M, TDB).
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Here (a) is by adjointness. Thus (again as in the proof of (3.1)) it clearly

suffices to check that TDB

L⊗B M is non-trivial with finitely generated
homology bounded to the right. This, however, follows from the non-
commutative Nakayama’s lemma.

The mirror version of the above argument applies to complexes in
fin(Bopp) = Df

b(B
opp). �

(3.3) Gorenstein morphisms. In the next result the notion of finite
Gorenstein morphisms of DGAs plays an important role. For details on
such morphisms we refer the reader to [15, sec. 2].

(3.4) Lemma. Let A be a noetherian local commutative ring. Let A
ϕ−→

R be a finite Gorenstein morphism of DGAs (A is viewed as a DGA
concentrated in degree zero). Then R satisfies [Grade].

Proof. Since the morphism A
ϕ−→ R is a Gorenstein morphism we have

the following two isomorphisms in D(A),

RRA
∼= RHomA(RR,Σ

nAA), (*)

ARR
∼= RHomA(RR,Σ

n
AA), (**)

for some n ∈ Z, where Σn denotes the n’th suspension of a DG-module

(see [15, def. (2.4)]). Note that since A
ϕ−→ R is a finite morphism (see

[15, def. (2.1)]) any M in fin(R) or fin(Ropp) is in fin(A) when viewed
over A.

Given M ∈ fin(R), we may now perform the following computations,

RHomR(M,R)
(a)∼= RHomR(M,Σn RHomA(R,A))

(b)∼= Σn RHomA(M,A).

Here (a) is due to (∗), and (b) is due to adjointness.
Since M is in fin(A) when viewed over A, this computation and the

corresponding computation for DG-R-right-modules using (∗∗) show that
since A satisfies [Grade] by (3.1), so does R. �

(3.5) The Koszul complex satisfies [Grade]. Let A be a noetherian
local commutative ring, and let aaa = (a1, . . . , an) be a sequence of ele-
ments in the maximal ideal of A. Now, there is a canonical morphism of
DGAs

A
θ−→ K(aaa).

Moreover, from [15, lem. (3.3)], we know that θ is a finite Gorenstein
morphism whence K(aaa) satisfies [Grade] by lemma (3.4).

(3.6) The endomorphism DGA satisfies [Grade]. Let A be a noe-
therian local commutative ring, let L be a bounded complex of finitely
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generated projective A-modules which is not exact, and let E = HomA(L,L)
be the endomorphism DGA of L. Now, there is a canonical morphism of
DGAs

A
ψ−→ E , a �−→ (L

a·−→ L)

(see [15, (3.7)]). Moreover, from [15, lem. (3.8)], we know that ψ is a
finite Gorenstein morphism whence E satisfies [Grade] by lemma (3.4).
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DUALIZING DG MODULES AND GORENSTEIN DG
ALGEBRAS

ANDERS FRANKILD, SRIKANTH IYENGAR, AND PETER JØRGENSEN

Introduction

There is a growing body of research concerned with extending the rich
theory of commutative Gorenstein rings to DG (=Differential Graded) alge-
bras. This subject began with the work of Félix, Halperin, and Thomas [6]
on a Gorenstein condition for (cochains complexes of) topological spaces,
which extends classical Poincaré duality for manifolds. Their study was
complemented by that of Avramov and Foxby [3], who adopted a similar
definition of the Gorenstein property, but focused on DG algebras arising in
commutative ring theory.

In a recent article, Frankild and Jørgensen [10] proposed a new notion of
‘Gorenstein’ DG algebras. The natural problem arises: How does their ap-
proach relate to those of Félix-Halperin-Thomas and Avramov-Foxby? The
content of one of the main theorems in this paper is that the Avramov and
Foxby definition of Gorenstein, for the class of DG algebras considered by
them, is equivalent to the one of Frankild-Jørgensen.

In order to facilitate the ensuing discussion, we adopt the convention
that the term ‘Gorenstein DG algebra’ is used in the sense of Frankild and
Jørgensen. Their definition is recalled in Section 4; see also the discussion
below.

Theorem I. Let R = {Ri}i� 0 be a commutative DG algebra where R0 is
a local ring, with residue field k, and the H0(R)-module H(R) is finitely
generated.

Then R is Gorenstein if and only if rankk ExtR (k,R) = 1.

The implication: when R is Gorenstein the k-vector space ExtR (k,R) is
one dimensional, was proved in [10]. The converse settles a conjecture in
loc. cit.

We establish a similar result for cochain complexes of certain topological
spaces. This amounts to the statement: Let k be a field and and let X be a
finite simply connected space. If X is Gorenstein at k, in the sense of Félix,
Halperin, and Thomas, then the cochain complex of X (with coefficients in
k) is Gorenstein. The converse holds if the characteristic of k is 0.
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Key words and phrases. dualizing DG modules, Gorenstein DGA, Gorenstein
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Theorem I is established in Section 4, as is a corollary related to ascent
and descent of the Gorenstein property. The topological counterpart of
Theorem I is established in Section 5.

By definition, a DG algebra is Gorenstein if it is dualizing, in the sense
of [9], as a module over itself. Thus, it is no surprise that the protagonists
in this work are dualizing DG modules over DG algebras. These objects,
which are DG analogues of dualizing complexes over commutative rings,
were introduced in loc. cit., wherein one finds also DG versions of some
central results in the theory of dualizing complexes for commutative rings.

Section 3 delves deeper into this subject, focusing on finite commutative
local DG algebras: a class of DG algebras which is slightly larger than that
considered in Theorem I. For instance, one finds there the following result
that detects dualizing DG modules. The adjective ‘balanced’ explained in
(1.1).

Theorem II. Let R be a finite commutative local DG algebra and D a
balanced DG R-module. Then D is dualizing if and only if the H0(R)-module
H(D) is finitely generated and rankk ExtR (k,D) = 1.

This is one of the principal results of this section, and indeed of this
work. One piece of evidence for its efficacy is that one can immediately
deduce Theorem I from it. Section 3 contains also the following result:

Theorem III. Let R be a finite commutative local DG algebra. Then any
pair of balanced dualizing DG R-modules are quasiisomorphic up to suspen-
sion.

The results obtained demonstrate that the theory of dualizing DG mod-
ules over finite commutative local DG algebras is akin to that over commu-
tative local rings.

There are numerous questions that have not been addressed as yet, espe-
cially when one considers dualizing DG modules over general, not necessarily
commutative, DG algebras. Among these, perhaps the most important one
is: Do dualizing DG modules exist?

Section 2 deals exclusively with this question. The following portman-
teau result sums up the results arrived at there; it shows that many of the
naturally arising DG algebras possess dualizing DG modules. The paper is
so organized that statements (1)–(4) are to be found in Section 2, while the
last one is in Section 5.

Theorem IV. Let A be a commutative noetherian ring with a dualizing
complex. Then the following statements hold:

(1) The Koszul complex on each finite set of elements in A admits a du-
alizing DG module;

(2) For each bounded complex of projective A-modules P with H(P ) �= 0,
the endomorphism DG algebra HomA (P,P ) admits a dualizing DG
module;
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(3) Suppose that A is local and that ϕ : A′ → A is a local homomorphism
of finite flat dimension. The DG fibre of ϕ admits a dualizing DG
module;

(4) The chain complex (with coefficients in A) of each finite topological
monoid admits a dualizing complex.

(5) The cochain DG algebra (with coefficients in a field) of each finite
simply connected CW complex admits a dualizing complex;

Besides being of intrinsic interest, we anticipate that this existence re-
sult will prove useful in future applications of the theory of dualizing DG
modules. Already, in Section 5, we make crucial use of (5) above.

As is to be expected, extensive use is made of techniques from homological
algebra. For ease of reference, Section 1 recapitulates of some of the notions
and constructions in this subject that arise frequently in this paper.

1. DG homological algebra

It is assumed that the reader is familiar with basic definitions concerning
DG algebras and DG modules; if this is not the case, then they may consult,
for instance, [7]. Moreover, in what follows, a few well known results in
this subject are used; for these we quote from [4] whenever possible, in the
interest of uniformity.

A few words about notation: Most graded objects that appear here are
assumed to be graded homologically; for instance, a graded set X is a col-
lection of sets {Xi}i∈Z. Also, in a complex M , the differential ∂ decreases
degree: ∂i : Mi → Mi−1. All exceptions to this convention are to be found
in Section 5 for it deals with examples from topology, and where the natural
grading is the cohomological one.

1.1. Modules. Over a DG algebra R, it is convenient to refer to left DG R-
modules (respectively, right DG R-modules) as left R-modules (respectively,
right R-modules), thus omitting the ‘DG’. One exception: When speaking
of a ring, rather than a DG algebra, we distinguish between modules, in the
classical sense of the word, and complexes, which are the DG modules.

We denote R◦ the opposite DG algebra. Note that a right R-module may
be viewed as a left module over R◦, and vice-versa.

An R-bimodule is an abelian group with compatible left and right R-
module structures. One example of an R-bimodule is R itself, viewed as a
left and right R-module via left and right multiplication respectively. In the
sequel, this will be canonical bimodule structure on R.

Suppose that R is commutative, that is to say, rs = (−1)|r||s|sr for each
r, s ∈ R. Then an R-bimodule M is said to be balanced if the left and right
structures determine each other, in the sense that, for r ∈ R and m ∈M , one
has rm = (−1)|r||m|mr. For example, R is itself balanced. Moreover, any left
(or right) R-module can be naturally enriched to a balanced R-bimodule.

Next we recall the basics of projective and injective resolutions.
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1.2. Resolutions. Let R be a DG algebra and M a left R-module. A left R-
module P is K-projective if HomR (P,−) preserves quasiisomorphisms. A K-
projective resolution of M is a quasiisomorphism of left R-modules P →M ,
where P is K-projective. Analogously, a left R-module I is K-injective if
HomR (−, I) preserves quasiisomorphisms; a K-injective resolution of M is
a quasiisomorphism of left R-modules M → I such that I is K-injective.

It is well known that every module has a K-projective and a K-injective
resolution, and that they are unique up to quasiisomorphism; for example,
see [4]. Thus one can construct the derived functor − ⊗L

R − of the tensor
product functor, as well as the derived functor RHomR (−,−) of the ho-
momorphism functor. Let L be a right R-module, and let M and N be left
R-modules. Set

TorRi (L,M) = Hi(L⊗L
RM) and ExtiR (M,N) = H−i(RHomR (M,N) ) .

When R is a ring, these correspond with the classically defined objects.
Suppose that X is an R-bimodule. We call a biprojective resolution of X a

quasiisomorphism of R-bimodules P → X such that P is K-projective both
as a left R-module and as a right R-module. One has also the analogous
notion of a biinjective resolution of X.

It turns out that for the specific modules that interest us biinjective res-
olutions always exist, but biprojective resolutions may not. This problem
explains our interest in the next result. First, some notation.

Henceforth, k denotes a fixed commutative noetherian ring. A DG algebra
over k is a DG algebra R equipped with a morphism of DG algebras k→ R
with the property that the image of k lies in the centre of R. Here k is
viewed as a DG algebra (necessarily concentrated in degree 0) with trivial
differential.

For each complex X of k-modules, X� denotes the underlying graded
k-module.

1.3. Proposition. Let R be a DG algebra over k and let X be an R-
bimodule. Then X has a biprojective resolution under either one of the
following conditions.

(a) R is commutative and X is balanced.
(b) Ri = 0 for i� 0 and the k-module R� is projective.
(c) k is a field.

Proof. (a) Let P → X be a K-projective resolution of the left R-module X.
Since R is commutative, P can be endowed with a structure of a balanced
R-module, and with this structure, the homomorphism P → X is in one of
R-bimodules. Moreover, P is K-projective also when considered as a right
R-module. Thus, P is a biprojective resolution of X.

(b) Since X is a bimodule, it can be viewed as a left module over the
enveloping DG algebra Re = R ⊗k R◦. Let P be a K-projective resolution
of X over Re; in particular, P → X is a quasiisomorphism of R-bimodules.
Under our hypothesis, R is a K-projective (left) k-module, so by base change
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we deduce that Re is a K-projective left R-module. Thus, the adjunction
isomorphism:

HomR (P,−) ∼= HomR (Re ⊗Re P,−) ∼= HomRe (P,HomR (Re,−) )

yields that P is K-projective on the left.
An analogous argument establishes that P is K-projective also on the

right.
(c) This proof in this case is akin to the one in (b). �
The next few paragraphs concern finiteness issues for DG algebras and

modules.

1.4. Finiteness. Let R be a DG algebra and M a (left or right) R-module.
We say that M is bounded above (respectively, bounded below) if Hi(M) =

0 for i � 0 (respectively, for i � 0); it is bounded if it is bounded both
above and below. We say that M is degreewise finite if for each integer i
the H0(R)-module Hi(M) is finitely generated; M is finite if it is degreewise
finite and bounded. In other words, the graded H0(R)-module H(M) is
finitely generated.

One often encounters the following problem: One begins with a pair of
(degreewise) finite modules and would like to know whether their derived
tensor product has the same property. This turns out to be true in many
situations of interest; this is the content of the next two results.

A DG algebra R is said to be connective if Hi(R) = 0 for i < 0, and
coconnective if Hi(R) = 0 for i > 0. The following facts are well known;
one way to prove them is to use the Eilenberg-Moore spectral sequence that
converges, under either sets of hypotheses, from TorH(R) (H(L),H(M)) to
TorR (L,M) ; see, for example, [5, (1.10)] or [6, (1.3.2)].

1.5. Let R be DG k-algebra that is connective, and degreewise finite over
k. Let L be a right R-module and M a left R-module. If L and M are
degreewise finite and bounded below, then the same holds for the complex of
k-modules L⊗L

R M . �
1.6. Let k be a field and R a degreewise finite coconnective DG k-algebra
such that H0(R) = k and H−1(R) = 0. Let L be a right R-module and M
a left R-module. If L and M are degreewise finite and bounded above, then
the same holds for the complex of k-vector spaces L⊗L

R M . �
Next we wish to introduce, following [9], dualizing DG modules. To this

end, it is expedient to have on hand the following notion.

1.7. Let R be a DG algebra and X an R-bimodule. We say that a left
R-module M is X-reflexive if the following biduality morphism is an iso-
morphism:

M → RHomR◦ (RHomR (M,X) ,X) .

A right R-module N is X-reflexive if it is X-reflexive over R◦; in other
words, if the biduality morphism N → RHomR (RHomR◦ (N,X) ,X) is an
isomorphism.
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1.8. Dualizing modules. Let R be a DG algebra. An R-bimodule D is
dualizing (for R) if for any finite left R-module M and finite right R-module
N , the following conditions are satisfied.

(1) D has a biprojective resolution and a biinjective resolution;
(2) The R-modules RHomR (M,D) and RHomR◦ (N,D) are both fi-

nite;
(3) The left R-modules M and D⊗L

RM are D-reflexive, as are the right
R-modules N and N ⊗L

R D;
(4) R is D-reflexive as left R-module and as a right R-module.

The properties asked of a dualizing module are inspired by the ones en-
joyed by dualizing complexes over commutative noetherian rings; confer
Hartshorne [11, Chapter V] or P. Roberts [12, Chapter 2]. Over such rings,
the following strengthening of (1.8.3), contained in [11, V.2.1], holds; this is
useful in the sequel.

1.9. Let C be a balanced dualizing complex for k. If a complex of k-modules
V is degreewise finite, then V is C-reflexive. �

For the remainder of this section let R be a DG k-algebra.
In Section 2 we prove that in many cases one can obtain a dualizing

module over R by coinducing one from k. This calls for a recap on this
process.

1.1. Coinduction. Let V be a complex of k-modules.
The complex of k-modules RHomk (R,V ) acquires a structure of an R-

bimodule as follows: Let I be a K-injective resolution of V . Since (the
image of) k is central in R, the complex of k-modules Homk (R, I) inherits a
structure of an R-bimodule from the canonical one on R. This R-bimodule
structure does not depend on the choice of the injective resolution: If J
is another K-injective resolution of V , then there is a quasiisomorphism
I → J ; this induces the quasiisomorphism Homk (R, I) → Homk (R, J) ,
which is a morphism of R-bimodules.

There are a couple of simple observations that are worth recording:
(a) If R is commutative, then the R-bimodule RHomk (R,V ) is balanced.
(b) If R is K-projective when viewed as a complex of k-modules, then the

R-bimodules RHomk (R,V ) and Homk (R,V ) are quasiisomorphic.
Indeed, the R-bimodule structure on RHomk (R,V ) is induced by the

one on Homk (R, I) , where I is a K-injective resolution of V . Thus, (a)
holds because the canonical R-bimodule structure on R is balanced. As
to (b): Since R is K-projective over k, the canonical map Homk (R,V ) →
Homk (R, I) is a quasiisomorphism. A straightforward calculation verifies
that this homomorphism is one of R-bimodules.

1.10. Let V be a complex of k-modules, and M a left R-module. The
derived category avatar of the classical Hom-Tensor adjointness yield a
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quasiisomorphism

RHomR (M,RHomk (R,V ) ) � �� RHomk (M,V ) .

Now, RHomk (R,V ) is an R-bimodule, so its right R-structure induces a
left R-structure on RHomR (M,RHomk (R,V ) ) . On the other hand, since
the image of k is central in R, the left R-module structure of M carries over
to RHomk (M,V ) . The quasiisomorphism above is compatible with this
additional data.

2. Dualizing DG modules

The gist of this section is that many of the naturally occurring DG alge-
bras possess dualizing modules. We begin by describing the main results;
their proofs are to be found at the end of the section.

2.1. Theorem. Let A be a commutative noetherian ring and C a dualizing
complex for A. Let K be the Koszul complex on a finite set of elements in
A. Then the K-bimodule HomA (K,C) is dualizing.

2.2. Let ϕ : A′ → A be a local homomorphism, so that A′ and A are local
rings and ϕ maps the maximal ideal of A′ to the maximal ideal of A. Let k
denote the residue field of A′.

One can construct a DG A′-algebra resolution A′[X] �−→ k with the prop-
erty that X is a positively graded set and A′[X] is a free commutative
A′-algebra on X. Such a resolvent is unique up to quasiisomorphism of DG
A′-algebras. The reader may refer to, for instance, [2, (2.1)] for details on
these matters.

The DG algebra A⊗A′ A′[X] is called the DG fibre of ϕ; it is immediate
from the uniqueness of resolvents that the DG fibre is well defined up to
quasiisomorphism of DG algebras. Since A′[X] is a free resolution of k, one
has an isomorphism of k-algebras: H(A⊗A′ A′[X]) ∼= TorA

′
(A, k) .

Theorem. Let ϕ : A′ → A be a local homomorphism of finite flat dimension,
and let C be a dualizing complex for A. Let A[X] be the DG fibre of ϕ. Then
the A[X]-bimodule HomA (A[X], C) is dualizing.

Remark. For commutative DG algebras, Apassov [1, §4] has considered a
weaker notion of dualizing modules and has proved that DG fibres possess
such dualizing modules; see [1, (4.3)]. That result is contained in the theorem
above.

2.3. Let P be a complex over a commutative ring A and set E = HomA (P,P ) .
Composition defines a product structure on E making it a DG algebra; this
is the endomorphism DG algebra of P . Since A is commutative, homothety
induces a map A→ E ; this is a homomorphism of DG algebras with A lying
in the centre of E . In other words, E is an A-algebra.

For the next result, recall that P is said to be perfect if P � is bounded
and, for each integer i, the A-module Pi is finitely generated and projective.
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Theorem. Let A be a commutative noetherian ring and C a dualizing
complex for A. Let P be a perfect complex of A-modules with H(P ) �= 0
and E the endomorphism DG algebra HomA (P,P ) . Then the E-bimodule
HomA (E , C) is dualizing.

2.4. Recall our standing assumption that k denotes a commutative noether-
ian ring.

Let G be a topological monoid and let C∗ (G; k) denote the singular chain
complex of G with coefficients in k. It is well known that the product on G
induces a structure of a DG k-algebra on C∗ (G; k); for example, see [6, pp.
28,88].

Theorem. Let C be a dualizing complex for k. If the homology of G with co-
efficients in k is finitely generated, then the C∗ (G; k)-bimodule Homk (C∗ (G; k) , C)
is dualizing.

The preceding theorems are deduced from more general results described
below.

2.5. Proposition. Let R be a DG k-algebra that is finite over k, and C a
dualizing complex for k. Set D = RHomk (R,C) . Suppose that the following
conditions hold.

(1) D has a biprojective resolution;
(2) For any finite left R-module M (respectively, finite right R-module

N), the k-module D ⊗L
R M (respectively, N ⊗L

R D) is C-reflexive.

Then D is a dualizing module for R.

Proof. We verify that D has the properties required of it by (1.8).
Condition (1): The desired biprojective resolution is provided by our

hypothesis. As to the biinjective one: Let J be an injective resolution of C
over k. Then, the R-bimodule I = Homk (R, J) is K-injective both on the
left and the right, as is easily verified using the adjunction isomorphism in
(1.10).

A few remarks before we proceed with the verification of (1.8.2) and
(1.8.3): By symmetry, it suffices to establish the assertions concerning left
R-modules. Also,

(a) For any left R-module L and right R-module N , (1.10) yields that:

RHomR (L,D) �−→ RHomk (L,C) and RHomR◦ (N,D) �−→ RHomk (N,C) .

(b) Since R is finite over k, a module over R is finite if and only if it is
finite when viewed as a complex of k-modules.

Condition (2): As C is a dualizing complex for k, condition (1.8) yields
that for any finite left R-module M , the R-module RHomk (M,C) is finite
as well. It remains to note that, by (a), the latter module is isomorphic to
RHomR (M,D) .
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Condition (3): We claim that if a left R-module L is C-reflexive when
viewed as a complex of k-modules, then it is D-reflexive. This is justi-
fied by the following commutative diagram where θ and γ are the respec-
tive biduality morphisms, and α and β are (induced by) the adjunction
quasiisomorphisms; see (a) above.

L
θ

�
��

γ

��

RHomk (RHomk (L,C) , C)

� α

��
RHomR◦ (RHomR (L,D) ,D) �

β
�� RHomk (RHomR (L,D) , C)

Now, if M is a finite left R-module, then, viewed as complexes of k-
modules, both M and D⊗L

RM are C-reflexive - the former by (1.9) and the
latter by assumption - so it follows from the preceding discussion that they
are D-reflexive as well.

Condition (4): Since R is finite over k, this is the special case M = R of
the already verified Condition (3).

This completes our proof that D is dualizing for R. �

The preceding proposition allows us to establish the existence of dualizing
modules for diverse classes of DG algebras.

2.6. Proposition. Let R be a connective DG k-algebra that is finite over k,
and C a dualizing complex for k. If either Ri = 0 for i� 0 and the k-module
R� is projective, or R is commutative, then the R-bimodule RHomk (R,C)
is dualizing.

Proof. Set D = RHomk (R,C) . Our hypothesis place us in the situation
treated by (2.5). So it suffices to verify that D satisfies conditions (1) and
(2) of loc. cit.

Condition (1): When R is commutative, D is balanced; see (1.1). Thus,
under either sets of hypotheses, (1.3) provides us with a biprojective reso-
lution.

Condition (2): The k-module R is finite and C is a dualizing complex over
k, so D is finite when viewed as a complex of k-modules. In particular, D
is finite over R. Therefore, R being connective, for any finite left R-module
M , the k-module H(D ⊗L

R M) is degreewise finite and bounded below; see
(1.5). Now (1.9) yields that D ⊗L

R M is C-reflexive, as desired.
An analogous argument settles the assertion concerning right R-modules.

�

This completes our preparation for proving the results announced at the
beginning of this section.

Proof of Theorem 2.1. The DG A-algebra K is finite, connective, and com-
mutative. Thus, by (2.6), the K-bimodule RHomA (K,C) is dualizing. It
remains to note that since K� is a bounded complex of projective A-modules,
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the K-bimodules HomA (K,C) and RHomA (K,C) are quasiisomorphic; see
(1.1). �
Proof of Theorem 2.2. Let A′[X] be a resolvent of k; see the discussion
in (2.2). Set A[X] = A ⊗A′ A′[X]; this is the DG fibre of ϕ. This is
a commutative DG A-algebra with structure map the canonical inclusion
A → A[X]. The homology of A[X] is TorA

′
(A, k) , so A[X] is connective;

it is also finite because the flat dimension of A′ over A is finite. Thus,
RHomA (A[X], C) is a dualizing module for A[X], by (2.6). It remains
to observe that RHomA (A[X], C) � HomA (A[X], C) as A[X]-bimodules,
since the A-module A[X] is free. �
Proof of Theorem 2.3. Let D = RHomA (E , C) . Since E is a bounded com-
plex of projective A-modules, the R-bimodule HomA (E , C) is quasiisomorphic
to D, by (1.1). So it suffices to prove that D is dualizing for E . To this end,
we verify that the DG A-algebra E meets the criteria set out in (2.5).

To begin with, note that E is finite over A; this is by construction.
Condition (1): For each i, the A-module Ei is projective and Ei = 0 when

i� 0, so (1.3) yields that D has a biprojective resolution.
Condition (2): In the following sequence of isomorphisms of right E-

modules, the one on the left holds because E is a bounded complex of
projective A-modules, the one in the middle is by [10], and the last one
is the canonical one.

RHomA (E , C) � C ⊗L
A RHomA (E , A) � C ⊗L

A Σ
nE = Σ

nC ⊗L
A E .

Let M be a finite left E-module. The quasiisomorphism above implies that
the left module D ⊗L

E M is quasiisomorphic to
(
ΣnC ⊗L

A E
) ⊗L

E M , that is
to say, to ΣnC ⊗L

A M . By (1.5), this last module is degreewise finite and
bounded below, hence (1.9) yields that it is C-reflexive, as desired.

An analogous argument may be used to verify that N ⊗L
E D is C-reflexive

for any right R-module N . �
Proof of Theorem 2.4. Set R = C∗ (G; k). By construction, R is concen-
trated in non-negative degrees, so it is connective. Moreover, the homology
of G is the homology of the chain complex of G so the hypothesis translates
to: The k-module H(R) is finitely generated, that is to say R is finite over k.
Finally, since the k-module R� is projective, (2.6) yields that RHomk (R,C)
is dualizing for R; it remains to invoke (1.1) to obtain that Homk (R,C) is
quasiisomorphic to RHomk (R,C) , and hence, dualizing for R. �

3. Dualizing modules over local DG algebras

This section focuses on properties of dualizing modules over commutative
local DG algebras. First, the relevant definition.

A commutative DG algebra R is said to be local if
(1) R is concentrated in non-negative degrees: R = {Ri}i� 0;
(2) R0 is noetherian;
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(3) H0(R) is local and H(R) is degreewise finite.
The residue field of such a DG algebra R is the residue field of the local
ring H0(R). The residue field k has the structure of an R-module via the
canonical surjections: R→ H0(R)→ k.

Remark. Typically, when dealing with commutative rings it is tacitly as-
sumed that dualizing complexes are balanced. And indeed all the result in
this section are proved under such a hypothesis. However, we have opted
not to incorporate this as part of our definition of dualizing modules (over
commutative DG algebras), see 1.8. This is keeping with line with the point
of view adopted here that commutative DG algebras are specializations of
general DG algebras.

The following existence theorem for dualizing modules is a DG algebra
version of [11, (V.3.4)]; it differs from Theorem II stated in the introduction
only in the form. It can be used, for example, to give quick proofs of theorems
2.1 and 2.2.

3.1. Theorem. Let R be a finite commutative local DG algebra with residue
field k, and let D be a balanced R-module. The following conditions are
equivalent.

(1) D is dualizing.
(2) D is finite and rankk ExtR (k,D) = 1.

The theorem in proved in (3.6).
When R has a dualizing module, the preceding result is contained in the

next one. It is a generalization of the well known result that (balanced)
dualizing complexes over a commutative local ring are quasiisomorphic up
to suspension [11, Chapter 5. §3]. It contains also Theorem III from the
introduction.

3.2. Theorem. Let R be a finite commutative local DG algebra, and let D,E
be balanced R-modules. If D is dualizing, then the following conditions are
equivalent.

(1) E � ΣmDr for some integers m and r.
(2) E is finite, ExtR (k,E) is concentrated in a single degree, and it has

rank r.
In particular, if E is dualizing, then it is quasiisomorphic to D, up to sus-
pension.

The proof is given in (3.9).
The following result is a first step towards theorems (3.1) and (3.2); note

that it does not require that R be finite. Numerically, it can be interpreted
as stating that, up to a shift, the Bass (respectively, Betti) numbers of D
equal the Betti (respectively, Bass) numbers of R. In fact, one can ex-
tend this result such that it deals with any finite R-module M and its dual
RHomR (M,D) . The purpose on hand does not call for that generality.
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3.3. Proposition. Let R be a commutative local DG algebra with residue
field k, and let D be a balanced dualizing R-module. Then there is an integer
n such that

(a) RHomR (k,D) � Σnk.
(b) RHomR (D, k) � Σ−nRHomR (k,R) .

Proof. Since R is commutative and D is balanced, the action of R on
RHomR (k,D) - which is apriori induced from D - coincides with the action
induced from k. Thus, as an R-module, RHomR (k,D) is quasiisomorphic
to a complex of k-vector spaces with trivial differential:

RHomR (k,D) �
⊕
i∈Z

Σ
ik
bi .

Since k is a finite R-module, and D is dualizing, RHomR (k,D) is finite.
Therefore, bi = 0 for all but a finitely many i, so that

RHomR (RHomR (k,D) ,D) �
⊕
i∈Z

Σ
−iRHomR (k,D) bi

�
⊕
i,j∈Z

Σ
j−ikbibj .

The biduality morphism k → RHomR (RHomR (k,D) ,D) is a quasiisomorphism
since k is finite. Thus, the quasiisomorphism above entails: There exists an
integer n such that bn = 1, whilst bi = 0 for i �= n. This is the result we
seek.

(b) In the following sequence of quasiisomorphisms, the first is given by
(a), the third holds because R is commutative, while the fourth is by the
definition of dualizing modules.

RHomR (D, k) � RHomR

(
D, Σ

−nRHomR (k,D)
)

� Σ
−nRHomR (D,RHomR (k,D) )

� Σ
−nRHomR (k,RHomR (D,D) )

� Σ
−nRHomR (k,R) .

This is the desired quasiisomorphism. �

Our proof of Theorem 3.1 is built on the following special case. It is well
known when, in addition, C is bounded above. Although this is all that is
required in the sequel, it might be worthwhile to record the more general
statement.

3.4. Proposition. Let (S,m, k) be a local ring and C a degreewise finite
complex of balanced S-modules. If rankk ExtS (k,C) = 1, then C is dualiz-
ing.

Proof. Since rankk ExtS (k,C) is finite, sup{i | ExtiS (k,C) �= 0} is finite.
This last number is, by definition, the depth of the complex C - see [8, (2.3)].
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Thus, since C is degreewise finite, [loc. cit., (2.5)] yields that C is bounded
above. Now apply, for example, [11, (V.3.4)]. �

Here is the last piece of machinery required in the proof of Theorem 3.1.

3.5. Truncations. Let R be a commutative local DG algebra and M a
finite R-module with H(M) �= 0. Set s = sup{i | Hi(M) �= 0}, and

τ(M) : · · · →Ms+2
∂s+2−−−→Ms+1

∂s+1−−−→ Ker(∂s)→ 0 .

Apriori, the inclusion ι : τ(M) ⊆ M is only one of complexes of abelian
groups. However, a direct calculation establishes that τ(M) is stable un-
der multiplication by elements in R. Therefore, it inherits an R-module
structure from M , and ι is a homomorphism of R-modules. It extends to a
triangle

(†) τ(M) ι−→M → C(ι)→ Στ(M)

in the derived category of R-modules.
Since Hs(M) = Ker(∂s)/∂s+1(Ms+1), there is a surjection π : τ(M) →

ΣsHs(M); it is a degree 0 homomorphism of R-modules, with R acting on
Hs(M) via H0(R).

We require the following observations. Recall that the amplitude of M ,
denoted amp(M), is the integer sup{i | Hi(M) �= 0} − inf{i | Hi(M) �= 0}.

(a) π is a quasiisomorphism. Moreover, if amp(M) = 0, then ι : τ(M)→
M is also a quasiisomorphism, so M � ΣsHs(M) as R-modules.

(b) amp(τ(M)) = 0 and amp(C(ι)) ≤ amp(M)− 1.
(c) If M is (degreewise) finite, then so is C(ι).

Furthermore, for any R-modules D and X one has:

(d) If both RHomR (τ(M),D) and RHomR (C(ι),D) are (degreewise)
finite, then so is RHomR (M,D) .

(e) If both X⊗L
Rτ(M) and X⊗L

RC(ι) are D-reflexive, then so is X⊗L
RM .

Indeed, by construction, π is a quasiisomorphism, Hs(ι) : Hs(τ(M)) →
Hs(M) is bijective and Hn(τ(M)) = 0 for n �= s. This explains (a), and
the equality amp(τ(M)) = 0 in (b). From (a) and the homology long exact
sequence of H0(R)-modules engendered by (†) above

· · · → Hn(τ(M))→ Hn(M)→ Hn(C(ι))→ Hn−1(τ(M))→ · · · ,
one obtains that Hn(C(ι)) ∼= Hn(M) for n ≤ s − 1 and 0 otherwise. This
yields amp(C(ι)) ≤ amp(M) − 1, and also (c). As to (d), it is immediate
from the homology exact sequence associated to the triangle

RHomR (C(ι),D) → RHomR (M,D) → RHomR (τ(M),D)

obtained by applying RHomR (−,D) to (†). Finally, denote F the biduality
functor RHomR (RHomR (−,D) ,D) associated to D. The triangle (†) and
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the naturality of the biduality morphism yields the ladder:

X ⊗L
R τ(M) ��

�
��

X ⊗L
R M ��

��

X ⊗L
R C(ι)

�
��

F (X ⊗L
R τ(M)) �� F (X ⊗L

R M) �� F (X ⊗L
R C(ι))

where the quasiisomorphism are due to X ⊗L
R τ(M) and X ⊗L

R C(ι) being
D-reflexive. The associated homology exact ladder and the five lemma yield
that the middle vertical arrow is a quasiisomorphism as well; that is to say,
X ⊗L

R M is D-reflexive.

3.6. Proof of Theorem 3.1.
(1) =⇒ (2). Since R is finite and D is dualizing, RHomR (R,D) is

finite; that is to say, D is finite. The remaining assertion is contained in
Proposition 3.3.a.

(2) =⇒ (1) We verify that D satisfies the conditions set out in (1.8).
The basic strategy is to reduce everything to questions concerning modules
over the ring H0(R). To facilitate its implementation, let S = H0(R) and
C = RHomR (S,D) . Note that C is endowed with a natural structure of a
balanced S-module; see (1.1).

Claim. C is dualizing for S.
Indeed, for any S-module M , viewed as an R-module via the surjection

R→ S, adjointness yields the quasiisomorphism of R-modules

(*) RHomS (M,C) � �� RHomR (M,D) .

In particular, RHomS (k,C) � RHomR (k,D) , so that rankk ExtS (k,C) =
1. Moreover, since R is connective, and both S and D are finite, C is
degreewise finite and bounded above. It remains to invoke Proposition 3.4.

Note that since D is balanced one need worry only about left R-modules.
Also, for any R-module M the left and right structures on M ⊗L

R D and
RHomR (M,D) coincide. These remarks will be used without further ado.

Condition (1): Since R is commutative and D is balanced, any K-projective,
respectively, K-injective, resolution can be enriched to a biprojective, respec-
tively, biinjective, one.

Condition (2): If M is a finite S-module, then so is RHomS (M,C) , since
C is dualizing for S. Thus, RHomR (M,D) is finite, by (*). This entails
the finiteness of RHomR (M,D) also when M is a finite R-module.

Indeed, the required finiteness is tautological if H(M) = 0, so assume
that H(M) is nontrivial. Now induce on the amplitude of M . Suppose that
ampM = 1. Then M � ΣsHs(M) for some integer s, by (3.5.a), so by
passing to Hs(M) one may assume that M is a finite S-module; this case
has been dealt with.

Let n be a positive integer such that the desired finiteness holds for any
finite R-module with amplitude at most n. Let M be a finite R-module
with amp(M) = n+1. Consider the R-modules τ(M) and C(ι) constructed
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as in (3.5). Both these have amplitude ≤ n, by (3.5.b), and are finite, by
(3.5.c). Thus, the induction hypothesis yields that RHomR (τ(M),D) and
RHomR (C(ι),D) are both finite. Now (3.5.d) yields that RHomR (M,D)
is finite as well.

Thus, Condition (2) is verified.
Condition (3): We check: If an R-module M is finite, then D ⊗L

R M is
D-reflexive.

To begin with, suppose that M is an S-module, with R on it via S. Then
the action of R on D⊗L

RM induced by D coincides with the one induced by
M , so D⊗L

RM is quasiisomorphic, to a (DG) S-module U , as an R-module.
Although U may not be finite, it is degreewise finite and bounded below;
see (1.5).

The biduality morphism θ : U → RHomR (RHomR (U,D) ,D) fits in the
following commutative square. In it γ is the biduality map associated to U
when viewed as an S-module; by (1.9), it is a quasiisomorphism since U
is degreewise finite and C is dualizing. Adjunction - see (*) - induces the
remaining quasiisomorphisms.

U
θ ��

�γ

��

RHomR (RHomR (U,D) ,D)

�
��

RHomS (RHomS (U,C) , C) � �� RHomR (RHomS (U,C) ,D)

So θ is a quasiisomorphism; that is to say, U , and hence D ⊗L
R M , is D-

reflexive.
Now an induction argument akin to the one used in verifying Condition (2)

settles the issue for any finite R-module M . Here is a sketch: If amp(M) = 0,
then, by passing to a quasiisomorphic R-module, one may assume that M
is an S-module; this case has already been settled. If amp(M) ≥ 2, then the
R-modules τ(M) and C(ι) from (3.5.c) are both finite, and have amplitudes
less than amp(M). So the induction hypothesis ensures that both D⊗L

Rτ(M)
and D ⊗L

R C(ι) are D-reflexive. Therefore, (3.5.e) - with X = D - yields
that D ⊗L

R M is also D-reflexive.
A similar argument establishes that any finite R-module is D-reflexive.
Condition (4): This is covered by Condition (3) as R is finite.
Thus D is dualizing. This completes the proof of the theorem. �

Now to prepare for the proof of Theorem 3.2.

3.7. Let R be a commutative local DG algebra and M an R-module. If M
is degreewise finite and bounded below, then one can construct a resolution
F of M such that there is an isomorphism of R�-modules

F � ∼=
⊕
i∈Z

Σ
i
(
R�

)bi
with bi = 0 for i� 0 ,
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and the complex F ⊗R k has trivial differential. Such an F is said to be a
minimal semifree resolution of M ; see [4, §10], [6, (A.3)].

Here is a simple application of the preceding construction.

3.8. Lemma. Let R be a commutative local DG algebra with residue field
k, and let M be an R-module that is degreewise finite and bounded below. If
there integers n and b such that ExtR (M,k) ∼= Σnkb, then M � Σ−nRb.

Proof. Let F be a minimal semifree resolution of M given by (3.7). Then the
complex of k-vector spaces HomR (F, k) , being isomorphic to Homk (F ⊗R k, k) ,
has trivial differential. The isomorphism ExtR (M,k) ∼= Σnkb translates to
the isomorphism: HomR (F, k) ∼= Σnkb. Therefore, bi = 0 for i �= −n whilst
b−n = b. In other words, F ∼= Σ−nRb; thus M � Σ−nRb. �

3.9. Proof of Theorem 3.2. (1) =⇒ (2): Since R is finite and D is dual-
izing, RHomR (R,D) is finite; thus D is finite. Therefore, E is also finite.
Moreover

RHomR (k,E) � RHomR (k, Σ
mDr) � Σ

mRHomR (k,D) r � Σ
m+nk

r
,

while the last quasiisomorphism is due to Proposition 3.3.a. Taking homol-
ogy yields the desired conclusion.

(2) =⇒ (1): Since E is finite and D is dualizing, RHomR (E,D) is
finite. Moreover, the following biduality morphism is a quasiisomorphism.

(†) E
�−→ RHomR (RHomR (E,D) ,D) .

This engenders the first of the following sequence of quasiisomorphisms; the
second is due to the commutativity of R, whilst the third is by (3.3).

RHomR (k,E) � RHomR (k,RHomR (RHomR (E,D) ,D) )

� RHomR (RHomR (E,D) ,RHomR (k,D) )

� RHomR (RHomR (E,D) , Σ
nk)

� Σ
nRHomR (RHomR (E,D) , k) .

The hypothesis is that Hl(RHomR (k,E) ) ∼= kr for some integers l, r. This is
tantamount to: RHomR (k,E) � Σlk

r; see (3.5.a). Thus, the quasiisomorphism
above yields that RHomR (RHomR (E,D) , k) � Σl−nkr. Now Lemma (3.8)
implies that RHomR (E,D) � Σn−lRr. Feeding this into equation (†) yields:

E � RHomR

(
Σ
n−lR

r
,D

)
� Σ

l−nD
r
.

This completes the proof that (2) =⇒ (1).
Finally, if E is dualizing, then rankk ExtR (k,E) = 1, by Proposition

3.3.a, so the already established implication (2) =⇒ (1) yields that E �
ΣmD, as desired. �

In attempting to extend Theorem 3.2 to dualizing modules that are not
balanced, one has to contend with the following phenomenon.
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Example. Let R be a commutative local ring and σ : R → R a nontrivial
ring automorphism. Let Rσ denote the R-bimodule on the set underlying
R with multiplication defined by r · x = rx and x · r = xσ(r), for r ∈ R and
x ∈ Rσ. Then Rσ and R are not quasiisomorphic as bimodules.

Indeed, suppose there is such a quasiisomorphism. This induces a bimod-
ule isomorphism ϕ : Rσ → R. Hence, for each r ∈ R one has

ϕ(r − σ(r)) = ϕ(r · 1− 1 · r) = rϕ(1) − ϕ(1)r = 0 .

In particular, r = σ(r); this contradicts the non-triviality of σ.
On the other hand, if R is Gorenstein, then both R and Rσ are dualizing;

the first by definition, and the second by a direct verification.

We hope to investigate this matter elsewhere.

4. Gorenstein DG algebras

In this short section we apply the results in Section 3 to the study of
Gorenstein DG algebras, as introduced in [10]. To begin with, a definition.

4.1. A DG algebra R is Gorenstein if R is dualizing, in sense of (1.8). Since
R is biprojective and R-reflexive, it follows from the definition that R is
Gorenstein if and only if for each finite left R-module M and finite right
R-module N :

(1) R has a biinjective resolution;
(2) The R-modules RHomR (M,R) and RHomR◦ (N,R) are both fi-

nite;
(3) M and N are R-reflexive.

4.2. Remark. Let R be a commutative local DG algebra with residue field
k, as defined in (3.3). If R is Gorenstein, then ExtR (k,R) ∼= Σnk for some
integer n; this is by (3.3.a).

In [3] Avramov and Foxby define a commutative local DG algebra R to
be ‘Gorenstein’ if it is finite and the k-vector space ExtR (k,R) has rank 1.
Thus, among finite commutative local DG algebras, the Gorenstein class as
identified by [10] is potentially smaller than that identified by [3]. In fact,
these classes coincide; this is immediate from Theorem 3.1. We record this
fact in the following result; it contains Theorem I from the introduction.

4.3. Theorem. Let R be a finite commutative local DG algebra with residue
field k. The following conditions are equivalent.

(1) R is Gorenstein;
(2) rankk ExtR (k,R) = 1. �

As a corollary, we obtain the following result which completes [10, (2.11)].

4.4. Let Q be a commutative local DG algebra with residue field k, and let
ϕ : Q → T be a homomorphism of DG algebras such that ϕ(Q) lies in the
centre of T and T ⊗Q k �= 0. Assume that the following conditions hold:
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(1) T has a biinjective resolution over itself;
(2) Viewed as an Q-module, T admits a K-projective resolution P

�−→ T
such that P ⊗Q k has trivial differential.

Theorem. Suppose ϕ is finite and Gorenstein. Then, Q is Gorenstein if
and only if T is Gorenstein.

Proof. Suppose Q is Gorenstein. Since Q is commutative, it has a biinjective
resolution; this follows from an argument analogous to that of 1.3.a., and T
has a biinjective resolution, by hypothesis. Thus [10, (2.6)] yields that T is
Gorenstein.

If T is Gorenstein, then according to [10, (2.11)], the k-vector space
ExtQ (k,Q) is one dimensional. It remains to invoke Theorem 4.3. �

5. Cochain complexes

The results in this section are geared towards application in topology. For
this reason, all graded objects that appear will be graded cohomologically.
For instance, any complex M is assumed to be of the form {M i}i∈Z with
differential that increases degrees: ∂i : M i →M i+1.

For the rest of this section, let k be a field. The following definition
is motivated by the example of cochain complexes of topological spaces;
cf. (5.5).

5.1. A DG k-algebra R is said to be cochain if

(1) R is concentrated in non-negative degrees: R = {Ri}i� 0;
(2) R0 = k and H1(R) = 0;
(3) the graded k-vector space H(R) is degreewise finite.

Given such a DG algebra R, we call k its residue field. It has the structure
of an R-module via the canonical surjection R→ k.

Cochain DG algebras are cohomological versions of local DG algebras
introduced in Section 3. With one major difference: they are not assumed
to be commutative.

The following result ensures that cochain DG algebras posses dualizing
modules. Its proof is akin to that of Proposition 2.6, except that, in verifying
Condition 2 of (2.5) one invokes (1.6) instead of (1.5).

5.2. Proposition. Let R be a finite cochain DG k-algebra. Then the DG
R-bimodule Homk (R, k) is dualizing. �

The remaining results concern cochain DG k-algebras that are Gorenstein,
that is to say, those that are dualizing; see (4.1). To begin with, one has the
following counterpart of implication (2) =⇒ (1) of Theorem 4.3.

5.3. Theorem. Let R be a finite cochain DG k-algebra such that H(R) is
commutative. If rankk ExtR (k,R) = 1, then R is Gorenstein.
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Proof. Set D = Homk (R, k) ; by (5.2), this R-module is dualizing.
Claim. It suffices to prove that D is quasiisomorphic to a suspension of

R as a left R-module and also as a right R-module.
Indeed, assume that D has this property. We verify conditions set out in

(4.1).
Condition (1): This follows from arguments analogous to the proof of

(1.3.c).
By symmetry, it is enough to check the remaining conditions for left R-

modules.
Condition (2): Say D � ΣnR as left R-modules, for some integer n.

Then, for any finite left R-module M , the k-modules RHomR (M,D) and
ΣnRHomR (M,R) are quasiisomorphic. Since D is dualizing, this yields
that the latter module is finite over k, and hence over R, because H0(R) =
R0 = k.

Condition (3): Let M be a finite left R-module. The quasiisomorphism
in the diagram below is by adjunction, while evaluation yields the first ho-
momorphism.

RHomR (M,R) ε−→ RHomR

(
D ⊗L

R M,D
) �−→ RHomR (M,RHomR (D,D) ) .

The composed homomorphism coincides with the one induced by the ho-
mothety R → RHomR (D,D) . Since this last map is a quasiisomorphism
one obtains that ε is also one such. Note that ε is compatible with the
right R-module structures. This results in the second of the following
quasiisomorphisms; the first one is the biduality morphism, and hence also
a quasiisomorphism.

D ⊗L
R M

�−→ RHomR◦
(
RHomR

(
D ⊗L

R M,D
)
,D

)
�−→ RHomR◦ (RHomR (M,R) ,D) .

Therefore, the composed map γ : D⊗L
RM → RHomR◦ (RHomR (M,R) ,D)

is a quasiisomorphism. Note that γ is the canonical evaluation homomor-
phism. Since D and R are quasiisomorphic as right R-modules and the
left R-module structure of D is not involved in the definition of γ, we
deduce that the corresponding evaluation morphism M = R ⊗R M →
RHomR◦ (RHomR (M,R) , R) , which is the biduality morphism, is a quasiisomorphism.
Thus, Condition (3) is satisfied.

This completes the justification of our claim.
It remains to prove that D and R are quasiisomorphic, up to suspension,

as left R-modules and also as right R-modules. To this end, note that since
k is a field, H(D) = Homk (H(R), k) . By [6, (3.6)], our hypothesis entails
that H(R) satisfies Poincaré duality, that is to say, the H(R)-module H(D)
is isomorphic to ΣnH(R), for some integer n. Observe that, since H(R)
is commutative, H(D) is balanced and the last isomorphism respects this
structure.
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The Eilenberg-Moore spectral sequence that converges from TorH(R) (k,H(D))
to TorR (k,D) - see [6, (1.3.2)] - collapses and the k-vector space TorR (k,D)
is one dimensional. This entails D � ΣnR-module as left R-modules; this
follows by an argument akin to that in the proof of Proposition 3.8.

Similarly, one deduces that D � ΣnR also as right R-modules.
This completes the proof of the theorem. �

Here is a partial converse to the preceding theorem; it is the cohomological
version of (the special case D = R) of (3.3.a), and can be proved in the same
way.

5.4. Theorem. Let R be a cochain DG k-algebra. Suppose that R is com-
mutative. If R is Gorenstein, then rankk ExtR (k,R) = 1. �

Given Theorem 5.3, one is tempted to raise the following

Question. In the result above, can one weaken the hypothesis ‘R is commu-
tative’ to ‘H(R) is commutative’?

The last result is a topological avatars of the ones above.

5.5. Let X be a topological space. The complex of cochains on X with
coefficients in k, which is denoted C∗ (X; k), is a DG k-algebra, with product
defined by the Alexander-Whitney map; see [7, §5]. Although this product is
not itself commutative, it is homotopy commutative, so that the cohomology
of C∗ (X; k) is a commutative k-algebra. It is denoted H∗(X; k).

According to Félix, Halperin, and Thomas a topological space X is Goren-
stein at k if the k-vector space ExtC∗(X;k) (k,C∗ (X; k)) is one dimensional.

5.6. Theorem. Let X be a simply connected topological space such that
the k-vector space H∗(X; k) is finite dimensional. If X is Gorenstein at
k, then the DG algebra C∗ (X; k) is Gorenstein. The converse holds if the
characteristic of k is 0.

Proof. Since H(C∗ (X; k)) is the cohomology of X, our hypotheses translate
to: C∗ (X; k) is a cochain DG k-algebra. Thus, by Theorem 5.3, if X is
Gorenstein at k, then C∗ (X; k) is Gorenstein.

Suppose that the characteristic of k is 0. Then C∗ (X; k) is quasiisomorphic
to a commutative DG k-algebra R; see [6, §10]. It immediate from the
definition that C∗ (X; k) and R are Gorenstein simultaneously; moreover,
ExtC∗(X;k) (k,C∗ (X; k)) and ExtR (k,R) are isomorphic. The desired re-
sult is thus contained in (5.4). �
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HOMOLOGICAL IDENTITIES FOR DIFFERENTIAL
GRADED ALGEBRAS

ANDERS FRANKILD AND PETER JØRGENSEN

0. Introduction

Our original motivation for this paper was to answer [4, question (3.10)]
on gaps in the sequence of Bass numbers of a Differential Graded Algebra
(DGA). We do this for some important classes of DGAs in paragraph
(3.1).

[4, question (3.10)] asks for a sort of No Holes Theorem for Bass num-
bers of DGAs. More precisely, it asks for a certain bound on the length
of gaps in the sequence of Bass numbers; namely, that if one has µ	 �= 0
and µ	+1 = · · · = µ	+g = 0 and µ	+g+1 �= 0, then g is at most equal to
the degree of the highest non-vanishing homology of the DGA. This is
the best possible bound one can hope for, as shown in [4, exam. (3.9)]).

As mentioned, we provide this bound in paragraph (3.1) and thereby
answer the question. The bound arises as corollary to a more general
Gap Theorem, theorem (2.5), which is the natural generalization to the
world of DGAs of the classical No Holes Theorem from homological ring
theory (see [11, thm. (1.1)], [13], [18, thm. 2]), and [20, thm. 0.3]).

Since the classical No Holes Theorem lives in the world of so-called
homological identities, such as the Auslander-Buchsbaum and Bass For-
mulae (see [2, thm. 3.7], [8, lem. (3.3)], [20, thm. 0.3], and [21, thm.
1.1]), it seemed natural also to generalize these to DGAs. This is done in
theorems (2.3) and (2.4). The results work for some important classes of
DGAs, among them DG-fibres, Koszul complexes, and DGAs of the form
C∗(G; k) where k is a field and G a path connected topological monoid
with dimk H∗(G; k) <∞ (see remark (2.2)).

We prove theorems (2.3), (2.4), and (2.5) by means of what we call
dualizing DG-modules (DG-module being our abbreviation of Differen-
tial Graded module). These are the natural generalization of dualizing
complexes from homological ring theory, and were made available in [14]
and [15]. As any reader of the ring theoretic literature will know, dualiz-
ing complexes can be used to give nice proofs of homological identities;
it is hence not surprising that dualizing DG-modules enable us to prove
homological identities for DGAs.

1991 Mathematics Subject Classification. 16E45, 16E10, 55P62.
Key words and phrases. Differential Graded Algebra, dualizing DG-module,

Auslander-Buchsbaum Formula, Bass Formula, Gap Theorem, DG-fibre of a ring
homomorphism, chain DGA of a topological monoid, No Holes Theorem.
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Indeed, this is a very simple paper. Our proofs are close in spirit to
homological ring theory (see [12], [18], [20], and [21]) and use dualizing
DG-modules much as ring theory uses dualizing complexes. If anything,
our proofs are slightly simpler than the corresponding ones from ring
theory, because they have the benefit of so-called semi-free resolutions,
the device from DGA theory which replaces free resolutions.

Our results have other consequences than the answer to [4, question
(3.10)]. For instance, applying the Auslander-Buchsbaum Formula to
C∗(G; k) proves additivity of homological dimension onG-Serre-fibrations
(see paragraph (3.2)). Also, the classical Auslander-Buchsbaum and Bass
Formulae and No Holes Theorem for noetherian local commutative rings
are special cases (see paragraph (3.3)).

The paper is organized thus: This section ends with a few blanket
items. Section 1 introduces some homological invariants for DG-modules
and proves some elementary properties. Section 2 proves our main re-
sults. Section 3 gives the applications we have mentioned.

(0.1) Some notation. Most of our notation for DGAs and DG-modules
is standard, in particular concerning derived categories and functors and
the various resolutions used to compute them, cf. [6], [10, chaps. 3 and
6], and [17]. There are a few items we want to mention explicitly:

Let R be a DGA. By D(R) we denote the derived category of DG-R-
left-modules. ByRopp we denote the opposite DGA ofR, whose product is
defined as s·r = (−1)|r||s|rs for graded elements r and s. The idea of Ropp

is that we can identify DG-R-right-modules with DG-Ropp-left-modules.
So for instance, we will identify D(Ropp) with the derived category of
DG-R-right-modules. This approach enables us to state many of our
definitions and results for DG-R-left-modules only; applying them to
DG-Ropp-left-modules then takes care of DG-R-right-modules.

Let M be a DG-R-module. The amplitude of M is defined by

ampM = sup{ i | Hi(M) �= 0 } − inf{ i | Hi(M) �= 0 }.
We operate with the convention sup ∅ = −∞ and inf ∅ =∞.

Finally, R� denotes the graded algebra obtained by forgetting the differ-
ential of R, and M � denotes the graded R�-module obtained by forgetting
the differential of M .

(0.2) The category fin. Let R be a DGA for which H0(R) is a noetherian
ring. Then fin(R) denotes the full trianguated subcategory of D(R) which
consists of M ’s so that the homology H(M) is bounded, and so that each
Hi(M) is finitely generated as an H0(R)-left-module.

(0.3) Dagger Duality. In [15], the theory of dualizing DG-modules and
the duality they define (“dagger duality”) is developed (see [15, (1.2)] in
particular). Here is a short summary:
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Let R be a DGA for which H0(R) is a noetherian ring, and suppose
that R has the dualizing DG-module D. For any DG-R-left-module M
and any DG-R-right-module N we define the dagger duals by

M † = RHomR(M,D) and N † = RHomRopp(N,D).

Strictly speaking, these should be called the dagger duals with respect
to D, but we always only have a single D around, so there is no risk of
confusion.

Dagger duality is now the pair of quasi-inverse contravariant equiva-
lences of categories between fin(R) and fin(Ropp),

fin(R)
(−)†

��
fin(Ropp).

(−)†
��

Note the slight abuse of notation in that (−)† denotes two different func-
tors.

An alternative way of expressing the duality is to say that

the biduality morphism M −→M †† is an

isomorphism for any M in fin(R) or fin(Ropp). (0.3.1)

For M,N ∈ fin(R) we even have

RHomRopp(N †,M †) = RHomRopp(RHomR(N,D),RHomR(M,D))
(a)∼= RHomR(M,RHomRopp(RHomR(N,D), D))

= RHomR(M,N ††)
∼= RHomR(M,N), (0.3.2)

where (a) is by the so-called swap isomorphism.
The name “dagger duality” is due to Foxby.

(0.4) Blanket Setup. For the rest of this paper, R denotes a DGA
satisfying:

• Ri = 0 for i < 0 (that is, R is a chain DGA).
• H0(R) is a noetherian ring which is local in the sense that it has

a unique maximal two sided ideal J such that H0(R)/J is a skew
field.
• RR ∈ fin(R) and RR ∈ fin(Ropp).

We denote the skew field H0(R)/J by k.
Note that k can be viewed in a canonical way as a DG-R-left-R-right-

module concentrated in degree zero.

(0.5) Semi-free resolutions. Let M be a DG-R-left-module with H(M)
bounded to the right and each Hi(M) finitely generated as an H0(R)-
module.
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Since R satisfies the conditions of setup (0.4), there is a minimal semi-

free resolution F
�−→ M with

F � ∼=
∐
v≤j

Σj(R�)βj ,

where v = inf{ i | Hi(M) �= 0 } and where each βj is finite. Here Σj

denotes the j’th suspension. Minimality of F means that the differential
∂F maps into mF , where m is the DG-ideal

· · · −→ R2 −→ R1 −→ J −→ 0 −→ · · · .
As consequence, HomR(F, k) and k⊗RF have vanishing differentials. See
[1, prop. 2], [6], and [9, lem. (A.3)(iii)].

1. Invariants

(1.1) Definition. For a DG-R-left-module M , we define the k-projective
dimension, the k-injective dimension, and the depth as

k .pdRM = − inf{ i | Hi(RHomR(M, k)) �= 0 },
k .idRM = − inf{ i | Hi(RHomR(k,M)) �= 0 },

depthRM = − sup{ i | Hi(RHomR(k,M)) �= 0 }.

(1.2) Remark. By the existence of minimal semi-free resolutions (see
paragraph (0.5)), it is easy to prove for M ∈ fin(R) that

k .pdRM = sup{ i | Hi(k
L⊗R M) �= 0 }.

(1.3) Definition. For a DG-R-left-module M , we define the j’th Bass
number and the j’th Betti number as

µjR(M) = dimk H−j(RHomR(k,M)),

βRj (M) = dimkopp H−j(RHomR(M, k)).

(Note that µjR(M) and βRj (M) may well equal +∞.)

(1.4) Remark. Let M be a DG-R-left-module. It is clear from the defi-
nitions that

k .pdRM = sup{ j | βRj (M) �= 0 },
k .idRM = sup{ j |µjR(M) �= 0 },

depthRM = inf{ j |µjR(M) �= 0 }.
See also lemma (1.7).

(1.5) Proposition. Let M and N be DG-R-left-modules with H(M)
bounded to the right and H(N) bounded to the left, and each Hi(M)



HOMOLOGICAL IDENTITIES FOR DIFFERENTIAL GRADED ALGEBRAS 5

finitely generated as an H0(R)-left-module. Then

sup{ i | Hi(RHomR(M,N)) �= 0}
≤ sup{ i | Hi(N) �= 0} − inf{ i | Hi(M) �= 0}.

Proof. Paragraph (0.5) gives that M admits a semi-free resolution

F
�−→M with

F � ∼=
∐
v≤j

Σj(R�)βj ,

where v = inf{ i | Hi(M) �= 0 } and where each βj is finite. Let T be
a truncation of N which is quasi-isomorphic to N and is concentrated
in degrees smaller than or equal to sup{ i | Hi(N) �= 0 }. We then have
RHomR(M,N) ∼= HomR(F, T ).

Now,

HomR(F, T )� = HomR�(F
�, T �)

∼= HomR�(
∐
v≤j

Σj(R�)βj , T �)

∼=
∏
v≤j

Σ−j(T �)βj

is concentrated in degrees smaller than or equal to sup{ i | Hi(N) �= 0 }−
v. This gives the last ≤ in

sup{ i | Hi(RHomR(M,N)) �= 0}
= sup{ i | Hi(HomR(F, T )) �= 0 }
≤ sup{ i | (HomR(F, T )�)i �= 0 }
≤ sup{ i | Hi(N) �= 0 } − v
= sup{ i | Hi(N) �= 0} − inf{ i | Hi(M) �= 0}.

�

(1.6) Lemma. Let F be a K-projective DG-R-left-module with

F � ∼=
∐
j≤p

Σj(R�)βj ,

and let N be a DG-R-left-module with H(N) bounded to the right. Then

inf{ i | Hi(HomR(F,N)) �= 0 } ≥ −p + inf{ i | Hi(N) �= 0 }.
Proof. This is just like the proof of proposition (1.5): Let T be a
truncation of N so that T is quasi-isomorphic to N and so that T is
concentrated in degrees larger than or equal to inf{ i | Hi(N) �= 0 }. We
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then have a quasi-isomorphism HomR(F,N) � HomR(F, T ), and

HomR(F, T )� ∼= HomR�(F
�, T �)

∼= HomR�(
∐
j≤p

Σj(R�)βj , T �)

∼=
∏
j≤p

Σ−j(T �)βj

is concentrated in degrees larger than or equal to−p+inf{ i | Hi(N) �= 0 }.
This gives the last “≥” in

inf{ i | Hi(HomR(F,N)) �= 0 } = inf{ i | Hi(HomR(F, T )) �= 0 }
≥ inf{ i | (HomR(F, T )�)i �= 0 }
≥ −p + inf{ i | Hi(N) �= 0 }.

�

(1.7) Lemma. Let M be a DG-R-left-module and suppose that F
�−→

M is a minimal K-projective resolution with

F � ∼=
∐
v≤j

Σj(R�)βj ,

where each βj is finite. Then

βRj (M) =

{
0 for j < v,
βj for j ≥ v,

(1)

and we have

k .pdRM = sup{ j | βRj (M) �= 0 } = sup{ j | βj �= 0 } (2)

and

inf{ i | Hi(M) �= 0 } = inf{ j | βRj (M) �= 0 } = inf{ j | βj �= 0 }. (3)

Proof. To see (1), we use RHomR(M, k) ∼= HomR(F, k) to compute,

βRj (M) = dimkopp H−j(RHomR(M, k))

= dimkopp H−j(HomR(F, k))

(a)
= dimkopp(HomR(F, k)�)−j

= dimkopp(HomR�(F
�, k�))−j

= dimkopp(HomR�(
∐
v≤	

Σ	(R�)β� , k�))−j

= dimkopp(
∏
v≤	

Σ−	(k�)β�)−j

=

{
0 for j < v,
βj for j ≥ v,
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where (a) is because F is minimal.
In (2), the first = is known from remark (1.4), and the second = is

clear from (1).
As for (3), the second = is again clear from (1). We will therefore be

done if we can prove inf{ i | Hi(M) �= 0 } = inf{ j | βj �= 0 }, and this is
equivalent to

inf{ i | Hi(F ) �= 0 } = inf{ j | βj �= 0 }.
So let u = inf{ j | βj �= 0 }. Then we have

F � ∼=
∐
u≤j

Σj(R�)βj , (b)

so F is concentrated in degrees larger than or equal to u, proving

inf{ i | Hi(F ) �= 0 } ≥ u.

It hence only remains to prove Hu(F ) �= 0, and this is easy, using that F
is minimal, and that by (b), the right-most summand in F � is Σu(R�)βu .
�

(1.8) Proposition. Let M and N be DG-R-left-modules with H(M)
and H(N) bounded to the right, and each Hi(M) and each Hi(N) finitely
generated as an H0(R)-module. Suppose that k .pdRM is finite. Then

inf{ i | Hi(RHomR(M,N)) �= 0 } = − k .pdRM + inf{ i | Hi(N) �= 0 }.
Proof. If N ∼= 0 then both sides of the equation are +∞, so we can
assume N �∼= 0.

First, we let F
�−→ M be a semi-free resolution. By paragraph (0.5)

we can pick F minimal with F � ∼= ∐
v≤j Σj(R�)βj and all βj finite, and

by lemma (1.7)(2) we can even write

F � ∼=
∐
v≤j≤p

Σj(R�)βj

with p = k .pdRM and βp �= 0.
Secondly, we write u = inf{ i | Hi(N) �= 0 } and let T be a truncation

of N so that T is quasi-isomorphic to N and so that T is concentrated
in degrees larger than or equal to u.

We now have RHomR(M,N) ∼= HomR(F, T ), and the lemma’s equa-
tion amounts to

inf{ i | Hi(HomR(F, T )) �= 0 } = −p + u.

Now, lemma (1.6) gives

inf{ i | Hi(HomR(F, T )) �= 0 } ≥ −p + u,

so we will be done when we have proved

H−p+u(HomR(F, T )) �= 0.
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As Tu is the right-most non-zero component of T , there is a surjection
of R0-left-modules Tu −→ Hu(T ). Moreover, since Hu(T ) ∼= Hu(N)
is finitely generated as an H0(R)-left-module, Nakayama’s lemma gives
that there is a surjection of H0(R)-left-modules Hu(T ) −→ k. Altogether,
there is a surjection of R0-left-modules,

Tu −→ k.

It is clear how this gives rise to a surjection of DG-R-left-modules T −→
Σuk, and denoting the kernel by T ′, there is a short exact sequence of
DG-R-left-modules,

0→ T ′ −→ T −→ Σuk → 0. (a)

Note that

inf{ i | Hi(HomR(F, T ′)) �= 0 } ≥ −p+ inf{ i | Hi(T
′) �= 0 }

≥ −p+ u, (b)

where the first ≥ is by lemma (1.6), and the second ≥ is because T ′ is
a DG-submodule of T , so is concentrated in degrees larger than or equal
to u.

As F is semi-free, acting with the functor HomR(F,−) on (a) gives a
new short exact sequence

0→ HomR(F, T ′) −→ HomR(F, T ) −→ HomR(F,Σuk)→ 0

whose homology long exact sequence contains

H−p+u(HomR(F, T )) −→ H−p+u(HomR(F,Σuk)) −→ H−p+u−1(HomR(F, T ′)).

The last term is zero because of (b), so we will be done if we can prove
that the middle term is non-zero. But by minimality of F we have the
first ∼= in

H(HomR(F,Σuk)) ∼= HomR(F,Σuk)�

∼= HomR�(F
�, (Σuk)�)

∼= HomR�(
∐
v≤j≤p

Σj(R�)βj , (Σuk)�)

∼=
∏
v≤j≤p

Σ−j+u(k�)βj ,

and as we have βp �= 0, this is non-zero in degree −p+ u, as required. �

(1.9) Lemma. Suppose that R has a dualizing DG-module D satisfying
the extra conditions

RHomR(Rk, RDR) ∼= kR and RHomRopp(kR, RDR) ∼= Rk.

Let M be in fin(R). Then

µjR(M) and βR
opp

j (M †) are zero simultaneously, (1)
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and we have

k .idRM = k .pdRopp M † (2)

and

depthRM = inf{ i | Hi(M
†) �= 0 }. (3)

Proof. The lemma’s extra conditions on D can also be expressed

(Rk)
† ∼= kR and (kR)† ∼= Rk. (a)

Thus,

RHomR(Rk, RM) ∼= RHomR((kR)†, (RM)† †) ∼= RHomRopp((RM)†, kR),

where the first ∼= follows from equations (a) and (0.3.1), and the second
∼= follows from equation (0.3.2). Hence we get isomorphisms of abelian
groups,

H−j(RHomR(k,M)) ∼= H−j(RHomRopp(M †, k)),

and (1) follows.
As for (2), it follows immediately from (1) and remark (1.4).
To see (3), we can compute,

depthRM
(b)
= inf{ j |µjR(M) �= 0 }
(c)
= inf{ j | βRopp

j (M †) �= 0 }
(d)
= inf{ i | Hi(M

†) �= 0 },
where (b) is by remark (1.4) and (c) is by (1), while (d) is by lemma
(1.7)(3) because M † is in fin(Ropp) and hence by paragraph (0.5) admits
a resolution as required in (1.7)(3). �

(1.10) Corollary. Suppose that R has a dualizing DG-module D satis-
fying the extra conditions

RHomR(Rk, RDR) ∼= kR and RHomRopp(kR, RDR) ∼= Rk.

Then

depthRR = inf{ i | Hi(D) �= 0 } = depthRopp R.

Proof. The corollary’s first = can be proved as follows,

depthRR = inf{ i | Hi((RR)†) �= 0 }
= inf{ i | Hi(RHomR(R,D)) �= 0 }
= inf{ i | Hi(D) �= 0 },

where the first = is by lemma (1.9)(3). The corollary’s second = follows
by an analogous computation. �
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2. Identities

(2.1) Setup. Recall that R denotes a DGA satisfying the conditions of
setup (0.4). In this section, R will also satisfy:

• R admits a dualizing DG-module D satisfying

RHomR(Rk, RDR) ∼= kR and RHomRopp(kR, RDR) ∼= Rk.

(2.2) Remark. From [14] we know that, in suitable circumstances, one
can get a dualizing DG-module for the DGA R by coinducing a dualizing
complex from a commutative central base ring A. That is, if A has the
dualizing complex C, then

D = RHomA(R,C)

is a dualizing DG-module for R.
A small computation with the generic pattern

RHomR(k,D) = RHomR(k,RHomA(R,C))

∼= RHomA(R
L⊗R k, C)

∼= RHomA(k, C)
∼= k

proves frequently that such a dualizing DG-module D also satisfies the
extra conditions of setup (2.1). (Some care is needed when making this
concrete; for instance, we have made no assumptions on the behaviour of
k when viewed as an A-module, so the last ∼= does not necessarily apply.)

Summing up, when this method works, the conditionss of setup (2.1)
hold for R, and hence the results of this section apply to R.

In particular, the DGAs in the following list satisfy the standing con-
ditions of setup (0.4), and the method we have sketched shows that they
also satisfy the conditions of setup (2.1). Hence the results of this section
apply to them:

• The DG-fibre F (α′), where A′ α′−→ A is a local ring homomor-
phism of finite flat dimension between noetherian local commu-
tative rings A′ and A, and where A has a dualizing complex. See
[7, (3.7)].
• The Koszul complex K(aaa), where aaa = (a1, . . . , an) is a sequence

of elements in the maximal ideal of the noetherian local commu-
tative ring A, and where A again has a dualizing complex. See
[19, exer. 4.5.1].
• The chain DGA C∗(G; k) where k is a field and G is a path

connected topological monoid with dimk H∗(G; k) <∞. See [10,
chap. 8].

Finally, let us mention a “degenerate” case: Let A be a noetherian
ring which is local in the sense that A has a unique maximal two sided
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ideal J such that A/J is a skew field. We can then consider A as a
DGA concentrated in degree zero, and A falls under setup (0.4). So if
A satisfies the conditions of setup (2.1), then the results of this section
apply to A.

A special case of this is that A is even a noetherian local commutative
ring. Then “dualizing DG-module” just means “dualizing complex” by
[15, thm. (1.7)], and if D is a dualizing complex for A then the extra
conditions of setup (2.1) hold automatically by [16, prop. V.3.4] (we
might need to replace D by some ΣiD). So we can extend the list above:
The results of this section also apply to

• The noetherian local commutative ringA, where A has a dualizing
complex.

(2.3) Theorem (Auslander-Buchsbaum Formula). Let M be in
fin(R) and suppose that k .pdRM is finite. Then

k .pdRM + depthRM = depthRR.

Proof. Proposition (1.8) applies to RHomR(M,D): We have M ∈ fin(R)
by assumption, so M satisfies the lemma’s finiteness conditions. And RR

is in fin(Ropp) by setup (0.4), so

(RR)† = RHomRopp(RR, RDR) ∼= RD

is in fin(R), so RD also satisfies the lemma’s finiteness conditions. Finally,
we have k .pdRM <∞ by assumption.

We can now compute,

depthRM
(a)
= inf{ i | Hi(M

†) �= 0 }
= inf{ i | Hi(RHomR(M,D)) �= 0 }
(b)
= − k .pdRM + inf{ i | Hi(D) �= 0 }
(c)
= − k .pdRM + depthRR,

where (a) is by lemma (1.9)(3) and (b) is by proposition (1.8), while (c)
is by corollary (1.10). �

(2.4) Theorem (Bass Formula). Let N be in fin(R) and suppose that
k .idRN is finite. Then

k .idRN + inf{ i | Hi(N) �= 0 } = depthRR.

Proof. From the duality (0.3) we know that N † is in fin(Ropp), and from
lemma (1.9)(2) we have k .pdRopp N † = k .idRN , so k .pdRopp N † is finite.
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Now

k .idRN = k .pdRopp N †

(a)
= depthRopp R− depthRopp N †

(b)
= depthRopp R− inf{ i | Hi(N

††) �= 0 }
(c)
= depthRopp R− inf{ i | Hi(N) �= 0 }
(d)
= depthRR− inf{ i | Hi(N) �= 0 },

where (a) is by the Auslander-Buchsbaum Formula, theorem (2.3), and
(b) is by lemma (1.9)(3), while (c) is by equation (0.3.1) and (d) is by
corollary (1.10). �

(2.5) Gap Theorem. Let M be in fin(R) and let g ∈ Z satisfy g >
ampR. Assume that the sequence of Bass numbers of M has a gap of
length g, in the sense that there exists 	 ∈ Z such that

• µ	R(M) �= 0.

• µ	+1
R (M) = · · · = µ	+gR (M) = 0.

• µ	+g+1
R (M) �= 0.

Then we have

ampM ≥ g + 1.

Proof. We can replace R by a quasi-isomorphic quotient DGA concen-
trated between degrees 0 and sup{ i | Hi(R) �= 0 } = ampR.

Observe from the duality (0.3) that M † is in fin(Ropp). So paragraph

(0.5) gives that M † admits a minimal semi-free resolution F
�−→ M †

with

F � ∼=
∐
v≤j

Σj(R�)βj ,

where v = inf{ i | Hi(M
†) �= 0 } and where each βj is finite. Lemma

(1.7)(1) yields

βR
opp

j (M †) =

{
0 for j < v,
βj for j ≥ v.

(a)

Note that we have F ∼= M † in D(Ropp) and F † ∼= M in D(R).
By assumption we have

µ	R(M) �= 0, µ	+1
R (M) = · · · = µ	+gR (M) = 0, µ	+g+1

R (M) �= 0.

Applying lemma (1.9)(1) this translates to

βR
opp

	 (M †) �= 0, βR
opp

	+1 (M †) = · · · = βR
opp

	+g (M †) = 0, βR
opp

	+g+1(M
†) �= 0.

And by equation (a) this says

β	 �= 0, β	+1 = · · · = β	+g = 0, β	+g+1 �= 0. (b)
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But then the graded R�-right-module F � splits as

F � ∼= F �
1 � F �

2 ,

where the summands have the form

F �
1 =

∐
v≤j≤	

Σj(R�)βj , (c)

F �
2 =

∐
	+g+1≤j

Σj(R�)βj . (d)

Now observe that

• The leftmost summand in F �
1 has index j = 	, so is concentrated

between degrees 	 and 	 + ampR < 	 + g because R� itself is
concentrated between degrees 0 and ampR.
• The rightmost summand in F �

2 has index j = 	+ g+ 1, so has its
rightmost component in degree 	 + g + 1 (and continues to the
left).

In other words, the summands F �
1 and F �

2 are separated by at least one

zero in degree 	 + g so the differential of F does not map between F �
1

and F �
2 . Hence the splitting of F � is induced by a splitting of the DG-R-

right-module F ,

F ∼= F1 � F2.

Clearly, both F1 and F2 are minimal K-projective, as F itself is. Also,
we have F1 �∼= 0 and F2 �∼= 0 in D(Ropp), as one sees easily from β	 �= 0
and β	+g+1 �= 0 (see equation (b)).

The rest of the proof consists of computations with RHomRopp(F1, F2).
Let us first check that we have

RHomRopp(F1, F2) �∼= 0. (e)

From F ∼= M † we get

H(F1)� H(F2) ∼= H(F ) ∼= H(M †),

so it is clear that F1 and F2 are in fin(Ropp). Moreover, we know β	 �= 0
from equation (b), so equation (c) and lemma (1.7)(2) give

k .pdRopp F1 = 	,

in particular k .pdRopp F1 < ∞. Finally, F2 is bounded to the right and
has F2 �∼= 0, so inf{ i | Hi(F2) �= 0 } is finite. Proposition (1.8) can now
be applied and proves

inf{ i | Hi(RHomRopp(F1, F2)) �= 0}
= − k .pdRopp F1 + inf{ i | Hi(F2) �= 0}
= −	 + inf{ i | Hi(F2) �= 0}, (f)

and this is a finite number, from which (e) follows.
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Let us now compute a lower bound for

inf{ i | Hi(RHomRopp(F1, F2)) �= 0}.
Equation (d) gives

inf{ i | Hi(F2) �= 0 } ≥ 	+ g + 1.

So starting with equation (f) we get

inf{ i | Hi(RHomRopp(F1, F2)) �= 0} = −	 + inf{ i | Hi(F2) �= 0}
≥ −	+ 	+ g + 1

= g + 1. (g)

Next we want to compute an upper bound for

inf{ i | Hi(RHomRopp(F1, F2)) �= 0}.
From F † ∼= M we get

H(F †
1 )� H(F †

2 ) ∼= H(F †) ∼= H(M), (h)

so it is clear that F †
1 and F †

2 are in fin(R). We also get the estimate

sup{ i | Hi(F
†
1 ) �= 0} ≤ sup{ i | Hi(M) �= 0}.

Hence

inf{ i | Hi(RHomRopp(F1, F2)) �= 0}
(i)

≤ sup{ i | Hi(RHomRopp(F1, F2)) �= 0}
(j)
= sup{ i | Hi(RHomR(F †

2 , F
†
1 )) �= 0}

(k)

≤ sup{ i | Hi(F
†
1 ) �= 0} − inf{ i | Hi(F

†
2 ) �= 0}

≤ sup{ i | Hi(M) �= 0} − inf{ i | Hi(F
†
2 ) �= 0},

(l)

where (i) holds because of (e) and (j) is by equation (0.3.2), while (k) is
by proposition (1.5).

Combining (g) and (l) we may write

g + 1 ≤ inf{ i | Hi(RHomRopp(F1, F2)) �= 0}
≤ sup{ i | Hi(M) �= 0} − inf{ i | Hi(F

†
2 ) �= 0},

hence

sup{ i | Hi(M) �= 0} ≥ inf{ i | Hi(F
†
2 ) �= 0}+ (g + 1). (m)

Finally, from equation (h) we also get the estimate

inf{ i | Hi(M) �= 0} ≤ inf{ i | Hi(F
†
2 ) �= 0}. (n)
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Subtracting (n) from (m) we get

ampM = sup{ i | Hi(M) �= 0} − inf{ i | Hi(M) �= 0}
≥ inf{ i | Hi(F

†
2 ) �= 0}+ (g + 1)− inf{ i | Hi(F

†
2 ) �= 0}

= g + 1.

�

3. Applications

(3.1) Gaps in Bass series. We can use theorem (2.5) to answer [4,
question (3.10)], on gaps in Bass series of DGAs, for a DGA R which
satisfies the conditions of setup (2.1) (and as always, the standing con-
ditions of setup (0.4)). By remark (2.2), this includes DG-fibres, Koszul
complexes, and DGAs of the form C∗(G; k) where k is a field and G a
topological monoid with dimk H∗(G; k) <∞.

First a short recap on [4]. Following theorem (2.5), we say that the
sequence of Bass numbers of a DG-R-left-module M has a gap of length
g if there exists an 	 with

• µ	R(M) �= 0,

• µ	+1
R (M) = · · · = µ	+gR (M) = 0,

• µ	+g+1
R (M) �= 0.

Now, [4] defines the Bass series of M by

IM(t) =
∑
n

µnR(M)tn,

and defines the gap of IM(t) by

gap IM(t) = sup

{
g

∣∣∣∣ the sequence of Bass numbers
of M has a gap of length g

}
.

[4, question (3.10)] asks whether gap IR(t) ≤ ampR holds. (The num-
ber fdR from [4] is just ampR in our notation.) And indeed, using the-
orem (2.5), we can prove even more: Let M be any DG-R-left-module in
fin(R) with ampM ≤ ampR+1. If we had gap IM(t) = g > ampR then
theorem (2.5) would give ampM ≥ g + 1 > ampR + 1 > ampR, hence
ampM ≥ ampR + 2, a contradiction. So we must have

gap IM(t) ≤ ampR.

Note that in the case of R being the DG-fibre of a local ring homo-
morphism of finite flat dimension, one can prove the stronger result that
there are no gaps in IR(t) by using [5, (7.2) and thm. (7.4)].

(3.2) G-Serre-fibrations. The Auslander-Buchsbaum Formula (theo-
rem (2.3)) can be applied to G-Serre-fibrations: Let k be a field, G a
path connected topological monoid, and

G −→ P
p−→ X
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a G-Serre-fibration (see [10, chap. 2]). Assume that H∗(G; k), H∗(P ; k)
and H∗(X; k) are finite dimensional over k. Note that it is the compo-
sition in G that turns C∗(G; k) into a DGA which is potentially highly
non-commutative (see [10, chap. 8]).

By remark (2.2), the standing conditions of setup (0.4) and the con-
ditions of setup (2.1) hold for C∗(G; k). Hence the results of section 2
hold for C∗(G; k), in particular the Auslander-Buchsbaum Formula.

In fact, note that by remark (2.2), the conditions of setup (2.1) are
satisfied with the dualizing DG-module

C∗(G;k)DC∗(G;k) = RHomk(k,C∗(G;k) C∗(G; k)C∗(G;k), k).

Dagger dualization with respect to this D is particularly simple: For a
DG-R-left-module M we have

M † = RHomC∗(G;k)(M,D)

= RHomC∗(G;k)(M,RHomk(C∗(G; k), k))

∼= RHomk(C∗(G; k)
L⊗C∗(G;k) M, k)

∼= RHomk(M, k), (a)

that is, dagger dualization is just dualization with respect to k.
We now want to use the Auslander-Buchsbaum Formula on the DG-

C∗(G; k)-right-module C∗(P ; k). Clearly C∗(P ; k) is in fin(C∗(G; k)opp).
Next note that

C∗(P ; k)
L⊗C∗(G;k) k ∼= C∗(X; k)

by [10, thm. 8.3], so using remark (1.2) we may compute,

k .pdC∗(G;k)opp C∗(P ; k) = sup{ i | Hi(C∗(P ; k)
L⊗C∗(G;k) k) �= 0 }

= sup{ i | Hi(C∗(X; k)) �= 0 }
= sup{ i | Hi(X; k) �= 0 }.

This is finite by assumption.
Thus we may apply the Auslander-Buchsbaum Formula, and get

k .pdC∗(G;k)opp C∗(P ; k) + depthC∗(G;k)opp C∗(P ; k)

= depthC∗(G;k)opp C∗(G; k).

Substituting the above expression for k .pdC∗(G;k)opp C∗(P ; k), this be-
comes

sup{ i | Hi(X; k) �= 0 }+ depthC∗(G;k)opp C∗(P ; k)

= depthC∗(G;k)opp C∗(G; k). (b)
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Finally, for any M ∈ fin(C∗(G; k)opp) we have

depthC∗(G;k)opp M
(c)
= inf{ i | Hi(M

†) �= 0 }
(d)
= − sup{ i | Hi(M) �= 0 },

where (c) is by lemma (1.9)(3) and (d) follows from (a).
Using this in equation (b), we finally get

sup{ i | Hi(P ; k) �= 0 } = sup{ i | Hi(G; k) �= 0 }+ sup{ i | Hi(X; k) �= 0 },
stating that homological dimension is additive on G-Serre-fibrations.

(3.3) Commutative rings. We noted already in remark (2.2) that the
results of section 2 apply to noetherian local commutative rings with
dualizing complexes.

Indeed, let us show that for any noetherian local commutative ring A,
the classical Auslander-Buchsbaum and Bass Formulae and the No Holes
Theorem (see [2, thm. 3.7], [8, lem. (3.3)], [13], [11, thm. (1.1)], and [18,
thm. 2]) follow from theorems (2.3), (2.4), and (2.5):

First, to prove the three classical results for A, it suffices to prove them

for the completion Â, so we can assume that A is complete. Hence A has
a dualizing complex D by [16, p. 299], and by remark (2.2), the results
of section 2 apply to A.

The classical Auslander-Buchsbaum Formula now follows from theorem
(2.3) since our notions of k .pd and depth coincide with the classical
notions of projective dimension and depth for complexes in Df

b(A), by [3,
prop. 5.5].

The classical Bass Formula likewise follows from theorem (2.4) since
our notion of k .id coincides with the classical notion of injective dimen-
sion for complexes in Df

b(A), again by [3, prop. 5.5].
The classical No Holes Theorem can be obtained as follows from the-

orem (2.5): Consider M ∈ Df
b(A) and suppose that there is a “hole” in

the sequence of Bass numbers of M , that is, we have µjA(M) = 0, but

there are non-zero Bass numbers both below and above µjA(M). In the
terminology of theorem (2.5), this says that the sequence of Bass num-
bers of M has a gap. If we let g be the length of the gap, then we have
g > 0 whence g > ampA since ampA = 0, so theorem (2.5) states

ampM ≥ g + 1 > 1,

so M is certainly not an ordinary A-module, since it is not concentrated
in one degree. So if M is an ordinary A-module, then there are no holes
in the sequence of Bass numbers of M .

(3.4) Non-commutative rings. The method of paragraph (3.3) could
also be used on a suitable non-commutative noetherian ring, and, when
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successful, would recover the Auslander-Buchsbaum and Bass Formulae
and the No Holes Theorem (see [20, thm. 0.3] and [21, thm. 1.1]).

However, the question of existence of a suitable dualizing DG-module
satisfying the conditions of setup (2.1) is much more delicate in this case
(see [20] and [15, thm. (1.9)]), so we prefer to leave the matter with this
remark.

References

[1] D. Apassov, Homological dimensions over differential graded rings, pp. 25–39 in
“Complexes and Differential Graded Modules”, ph.d. thesis, Lund University,
1999.

[2] M. Auslander and D. Buchsbaum, Homological dimension in Noetherian rings,
Proc. Nat. Acad. Sci. U.S.A. 42 (1956), 36–38.

[3] L. L. Avramov and H.-B. Foxby, Homological dimensions of unbounded com-
plexes, J. Pure Appl. Algebra 71 (1991), 129–155.

[4] and , Locally Gorenstein homomorphisms, Amer. J. Math. 114
(1992), 1007–1047.

[5] and , Ring homomorphisms and finite Gorenstein dimension,
Proc. London Math. Soc. (3) 75 (1997), 241–270.

[6] , , and S. Halperin, Differential graded homological algebra, in
preparation.

[7] and S. Halperin, Through the looking glass: a dictionary between rational
homotopy theory and local algebra, pp. 1–27 in “Algebra, algebraic topology and
their interactions” (proceedings of the conference in Stockholm, 1983), Lecture
Notes in Math., Vol. 1183, Springer, Berlin, 1986.

[8] H. Bass, On the ubiquity of Gorenstein rings, Math. Z. 82 (1963), 8–28.
[9] Y. Félix, S. Halperin, and J.-C. Thomas, Gorenstein spaces, Adv. Math. 71

(1988), 92–112.
[10] , , and , “Rational Homotopy Theory”, Grad. Texts in

Math., Vol 205, Springer, Berlin, 2000.
[11] R. Fossum, H.-B. Foxby, P. Griffith, and I. Reiten, Minimal injective resolu-

tions with applications to dualizing modules and Gorenstein modules, Inst. Hautes
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HOMOLOGICAL IDENTITIES FOR DIFFERENTIAL
GRADED ALGEBRAS, II

ANDERS FRANKILD AND PETER JØRGENSEN

0. Introduction

This is a direct sequel to [8]. That paper was very simple: It took
a few so-called homological identities from ring theory and generalized
them to chain Differential Graded Algebras.

This paper is even simpler: It takes note of the so-called looking glass
principle of [2], which propounds symmetry between chain and cochain
Differential Graded Algebras (abbreviated DGAs from now on). This
principle indicates that each result in [8] on chain DGAs ought to have
a mirror version for cochain DGAs.

Indeed, this is exactly what we shall prove. The mirror results are
closely parallel to the original results, and can be obtained from them
by applying an extension of the dictionary between chain and cochain
DGAs contained in [2]; see below.

However, proving the new results is not a matter of simply translating
the old proofs. Just as in [2], we shall see that although the results
themselves translate perfectly, some of the proofs do not.

The extension of the dictionary from [2] results from the following con-
siderations: The looking glass principle basically tells us to interchange
left and right. A way of doing this is to interchange homology and coho-
mology, so if M and N denote DG-modules, then we clearly must have
in the dictionary

Chain DGAs Cochain DGAs

sup{ i | HiM �= 0 } sup{ i | HiN �= 0 }
inf{ i | HiM �= 0 } inf{ i | HiN �= 0 }.

To continue the dictionary with some more subtle entries, let us look at
the behaviour of semi-free resolutions:

Over (sufficiently nice) chain DGAs, it is well-known that semi-free
resolutions can be constructed very much like free resolutions over a ring:
One starts at the right end of a DG-module and “kills” homology, and

1991 Mathematics Subject Classification. 16E45, 16E10, 55P62.
Key words and phrases. Differential Graded Algebra, dualizing DG-module,

Auslander-Buchsbaum Formula, Bass Formula, Gap Theorem, cochain DGA of a
topological space, semi-free resolution.
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proceeds to the left. Thus, to measure the “size” of a semi-free resolution
over a chain DGA, one should measure how far it extends to the left. This
is exactly what is done by the invariant k-projective dimension which was
introduced in [8] and is abbreviated k .pd.

It is less well-known that over (sufficiently nice) cochain DGAs, semi-
free resolutions can be constructed in the opposite way: One starts at
the left end of a DG-module and “kills” cohomology, and proceeds to
the right. This is implicit in [4, appendix], and is made explicit in the
appendix of the present paper. Thus, to measure the size of a semi-free
resolution over a cochain DGA, one should measure how far it extends
to the right. This is exactly what is done by the invariant width to be
defined below in definition (1.1). So we can continue the dictionary

k .pd(M) −width(N)

(the sign on width is made necessary by our sign conventions).
By entirely similar considerations we can go on, adding to the dictio-

nary

k .id(M) − depth(N)

depth(M) − sup{ i | HiN �= 0 }.
For definitions of the chain DGA invariants in the left-hand column,
see [8]; for definitions of the cochain DGA invariants in the right-hand
column, see definition (1.1).

The paper is hence organized as follows: Sections 1 and 2 contain
the results obtained when applying the dictionary above to the results
from [8] (but as we said, some of the proofs are new and cannot be
obtained from the proofs in [8]). We have named the results in section 2
in parallel to the results in [8, sec. 2], as the Auslander-Buchsbaum and
Bass Formulae and the Gap Theorem. Section 3 gives an application:
It applies the Auslander-Buchsbaum Formula to the singular cochain
DGA of a topological space, and recovers additivity of cohomological
dimension on fibrations. Finally, the appendix does semi-free resolutions
over cochain DGAs.

Let us finish the introduction with some blanket items.

(0.1) Notation. The notation of this paper is the same as in [8].

(0.2) Blanket Setup. For the rest of this paper, k is a field and R is a
DGA over k satisfying:

• Ri = 0 for i < 0 (that is, R is a cochain DGA).
• R0 = k and R1 = 0.
• dimk HR <∞.

Note that since we have R/R≥1 ∼= k, we can view k as a DG-R-left-R-
right-module concentrated in degree zero.
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(0.3) Duality. As described in [6] and [7], there is a theory of dualizing
DG-modules over DGAs, and a dualizing DG-module induces so-called
dagger duality between DG-left-modules and DG-right-modules.

However, in the present simple circumstances, dagger duality turns out
to degenerate into simple duality over the ground field k. Let us briefly
state what we need about this duality:

Defining

M ′ = Homk(M, k),

we have that (−)′ can be viewed as a functor from DG-R-left-modules
to DG-R-right-modules, or vice versa. These functors are well-defined
on the relevant derived categories, and when M and N are DG-R-left-
modules with HM and HN finite dimensional over k, then we have

M ′′ ∼= M (1)

and

RHomRopp(N ′,M ′) ∼= RHomR(M,N). (2)

Also,

inf{ i | Hi(M ′) �= 0 } = − sup{ i | HiM �= 0 }. (3)

(0.4) Minimal resolutions. A DG-R-left-module F is called minimal if
the differential ∂F takes values inside R≥1 · F .

A minimal semi-free resolution of a DG-module is a semi-free resolution
F so that F is minimal; the notion of minimal K-projective resolution
is defined similarly. Any minimal semi-free resolution is in particular a
minimal K-projective resolution. For an existence theorem on minimal
semi-free resolutions, see theorem (A.2).

Note that if F is minimal then HomR(F, k) and k ⊗R F have zero
differentials. This is handy for computations.

1. Invariants

(1.1) Definition. For a DG-R-left-module M , we define width and depth
by

widthM = − sup{ i | Hi(k
L⊗R M) �= 0 },

depthM = inf{ i | Hi(RHomR(k,M)) �= 0 }.

(1.2) Definition. For a DG-R-left-module M , we define the j’th Bass
number and the j’th Betti number as

µj(M) = dimk Hj(RHomR(k,M)),

βj(M) = dimk Hj(RHomR(M, k)).

(Note that µj(M) and βj(M) may well equal +∞.)
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Of the following two lemmas, the first is trivial, and the second only
uses existence of minimal semi-free resolutions (theorem (A.2)).

(1.3) Lemma. Let M be a DG-R-left-module which has a minimal K-

projective resolution F
�−→M with

F � ∼=
∐
j

Σj(R�)(βj),

where � indicates the graded modules obtained by forgetting the differ-
entials. Then

widthM = inf{ j | βj �= 0 }.

(1.4) Lemma. Let M be a DG-R-left-module with HM finite dimen-
sional over k. Then

widthRopp M ′ = depthRM.

The proof of the following lemma is completely analogous to the proof
of [8, lem. (1.6)], so we omit it.

(1.5) Lemma. Let F be a K-projective DG-R-left-module with

F � ∼=
∐
j≥w

Σj(R�)(βj),

and let N be a DG-R-left-module with HN bounded to the left. Then

inf{ i | Hi(HomR(F,N)) �= 0 } ≥ w + inf{ i | HiN �= 0 }.

The formula in the following proposition can be obtained by applying
the dictionary of the introduction to [8, prop. (1.8)], but the proof cannot.

(1.6) Proposition. Let M and N be DG-R-left-modules with HM and
HN bounded to the left. Suppose that each HiM is finite dimensional
over k, and that widthM is finite. Then

inf{ i | Hi(RHomR(M,N)) �= 0 } = widthM + inf{ i | HiN �= 0 }.
Proof. We use theorem (A.2)(1) to construct a minimal semi-free reso-

lution F
�−→ M , along with a semi-free filtration of F . If the semi-free

filtration continued indefinitely, then F � would contain as summands ar-
bitrarily high negative suspensions of R�. But then lemma (1.3) would
give widthM = −∞, contradicting that widthM is finite.

Hence the semi-free filtration must terminate, so we are in the situation
of theorem (A.2)(3), so have a semi-split exact sequence

0→ P −→ F −→ ΣwR(α) → 0 (4)
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with α �= 0, with P being K-projective, and with

P � ∼=
∐
j≥w

Σj(R�)(βj). (5)

As the sequence (4) is semi-split, it gives

F � ∼= P � � Σw(R�)(α) ∼= (
∐
j≥w

Σj(R�)(βj))� ΣwR(α), (6)

and lemma (1.3) hence gives

widthM = w. (7)

If we introduce the notation

u = inf{ i | HiN �= 0 }
and keep RHomR(M,N) ∼= HomR(F,N) in mind, then the proposition’s
formula amounts to

inf{ i | Hi(HomR(F,N)) �= 0 } = w + u.

Now, ≥ holds by lemma (1.5) and equation (6). So we must prove that
≤ holds. In other words, we must prove

Hw+u(HomR(F,N)) �= 0.

For this, note that as the sequence (4) is semi-split, it remains semi-
split when we apply HomR(−, N). This gives a semi-split exact sequence

0→ Σ−wN (α) −→ HomR(F,N) −→ HomR(P,N)→ 0. (8)

From lemma (1.5) and equation (5) we get

inf{ i | Hi(HomR(P,N)) �= 0 } ≥ w + u.

Also,

Hw+u(Σ−wN (α)) = Hu(N (α)) �= 0.

But the long exact sequence induced by (8) contains

Hw+u−1(HomR(P,N)) −→ Hw+u(Σ−wN (α)) −→ Hw+u(HomR(F,N)),

and we have just proved that the first term is zero and the second non-
zero, so it follows that the third term is non-zero, which is what we
wanted. �

2. Identities

(2.1) Theorem (Cochain Auslander-Buchsbaum Formula). Let
M be a DG-R-left-module with HM finite dimensional over k, and sup-
pose that widthM is finite. Then

widthM + sup{ i | HiM �= 0 } = sup{ i | HiR �= 0 }.
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Proof. We can compute,

sup{ i | HiM �= 0 } (a)
= − inf{ i | Hi(M ′) �= 0 }
= − inf{ i | Hi(RHomRopp(R,M ′)) �= 0 }
(b)
= − inf{ i | Hi(RHomR(M ′′, R′)) �= 0 }
(c)
= − inf{ i | Hi(RHomR(M,R′)) �= 0 }
(d)
= −(widthM + inf{ i | Hi(R′) �= 0 })
(e)
= −(widthM − sup{ i | HiR �= 0 }),

where (a) and (e) are by equation (3), (b) is by equation (2), (c) is by
equation (1), and (d) is by proposition (1.6). �

(2.2) Theorem (Cochain Bass Formula). Let N be a DG-R-left-
module with HN finite dimensional over k, and suppose that depthN is
finite. Then

depthN − inf{ i | HiN �= 0 } = sup{ i | HiR �= 0 }.
Proof. From lemma (1.4) we have

widthRopp N ′ = depthRN,

forcing widthRopp N ′ to be finite. So

depthRN = widthRopp N ′

(a)
= sup{ i | HiR �= 0 } − sup{ i | Hi(N ′) �= 0 }
(b)
= sup{ i | HiR �= 0 }+ inf{ i | HiN �= 0 },

where (a) is by the Cochain Auslander-Buchsbaum Formula (theorem
(2.1)), and (b) is by equation (3). �

(2.3) Theorem (Cochain Gap Theorem). Let M be a DG-R-left-
module with HM finite dimensional over k, and let g be an integer satis-
fying g > sup{ i | HiR �= 0 }. Assume that the sequence of Bass numbers
of M has a gap of length g, in the sense that there exists an integer 	
such that

• µ	(M) �= 0.
• µ	+1(M) = · · · = µ	+g(M) = 0.
• µ	+g+1(M) �= 0.

Then we have

sup{ i | HiM �= 0 } − inf{ i | HiM �= 0 } ≥ g + 1.

Proof. The proof is almost verbatim to the proof of the Chain Gap
Theorem, [8, thm. (2.5)], the main difference being to use proposition
(1.6) in place of [8, prop. (1.8)]. �
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3. A topological application

(3.1) Fibrations of topological spaces. Let k be a field and let

F −→ X
p−→ Y

be a fibration with Y simply connected (see [5, chp. 2]). Assume that
H∗(F ; k), H∗(X; k), and H∗(Y ; k) are finite dimensional over k.

Since Y is simply connected with dimk H∗(Y ; k) finite, it follows from
[4, proof of thm. 3.6] that C∗(Y ; k) can be replaced with an equiva-
lent cochain DGA, R, which falls under setup (0.2). Hence the Cochain
Auslander-Buchsbaum Formula (theorem (2.1)) holds over C∗(Y ; k). We
will use it on the DG-C∗(Y ; k)-left-module C∗(X; k).

To see that this is possible, note that by assumption

H(C∗(X; k)) = H∗(X; k)

is finite dimensional over k. Next note that

k
L⊗

C∗(Y ;k)
C∗(X; k) ∼= C∗(F ; k)

by [5, thm. 7.5], so we may compute width
C∗(Y ;k)

C∗(X; k) as follows:

width
C∗(Y ;k)

C∗(X; k) = − sup{ i | Hi(k
L⊗

C∗(Y ;k)
C∗(X; k)) �= 0 }

= − sup{ i | Hi(C∗(F ; k)) �= 0 }
= − sup{ i | Hi(F ; k) �= 0 }.

This is finite by the assumptions, so the Cochain Auslander-Buchsbaum
Formula can be applied to the DG-C∗(Y ; k)-left-module C∗(X; k).

Doing so, we get

width
C∗(Y ;k)

C∗(X; k) + sup{ i | Hi(C∗(X; k)) �= 0 } =

sup{ i | Hi(C∗(Y ; k)) �= 0 }.
Inserting the above expression for width

C∗(Y ;k)
C∗(X; k), this becomes

− sup{ i | Hi(F ; k) �= 0 }+sup{ i | Hi(X; k) �= 0 } = sup{ i | Hi(Y ; k) �= 0 },
that is,

sup{ i | Hi(X; k) �= 0 } = sup{ i | Hi(F ; k) �= 0 }
+ sup{ i | Hi(Y ; k) �= 0 }. (9)

This can also be written

cdkX = cdkF + cdkY

if we follow [3] in defining the cohomological dimension cdkX of a topo-
logical space X with respect to k by

cdkX = sup{ i | Hi(X; k) �= 0 }.
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In other words, we have recovered the result that cdk is additive on
fibrations. See also [3, prop. 6.14].

Appendix A. Semi-free resolutions

We shall prove a result on minimal semi-free resolutions over R, our
standing DGA. The first results of this type were given without proof in
[4, appendix], but we need some details which are not in that source.

The following remark was made by Apassov [1, lemma], in a slightly
weaker form.

(A.1) Remark. Let Q be a DGA with H1Q = 0, let L
α−→ M be a

morphism of DG-Q-left-modules, and let n be in N.
There is a “canonical” way of doctoring Hnα to become a bijection:

Let Y be a set of n-cocycles in L so that the cohomology classes of the
elements of Y generate KerHnα, and pick a system {my}y∈Y in Mn−1

so that α(y) = ∂M (my) for each y ∈ Y . Define Σ−nQ(Y ) ∆−→ L by
Σ−n1y �−→ y, where Σ−n1y is the generator of the y’th copy of Σ−nQ.

Now let F be the mapping cone of ∆. There is a mapping cone short
exact sequence which is semi-split,

0→ L −→ F −→ Σ−n+1Q(Y ) → 0,

in particular

F � = (Σ−n+1(Q�)(Y )) � L�.
Define a morphism of DG-Q-left-modules F

α̃−→M by

α̃(
∑
y

ry(Σ
−n+11y), 	) =

∑
y

rymy + α(	).

Now α̃ extends α and by a diagram chase using the condition H1Q = 0
one checks that Hnα̃ is injective, and that if Hnα is surjective then Hnα̃
is even bijective.

(A.2) Theorem. Let M be a DG-R-left-module with HM non-zero and
bounded to the left, and each HiM finite dimensional over k. Set u =
inf{ i | HiM �= 0 }.

(1) We can construct a minimal semi-free resolution F
�−→ M which

has a semi-free filtration with quotients as indicated,

Σ−uR(γ0) Σ−uR(γ1) Σ−u−1R(γ2) · · ·
�
� �

� �
� �

� �
� �

�
0 ⊆ F (0) ⊆ L(1) ⊆ F (1) ⊆ L(2) ⊆ F (2) ⊆ · · · ⊆ F,

�
� �

� �
� �

�

Σ−u−1R(δ1) Σ−u−2R(δ2) · · ·
where each γj and each δj is finite.
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(2) In the construction from (1), we can write F � as

F � ∼=
∐
j≤−u

Σj(R�)(βj),

where each βj is finite.
(3) In the construction from (1), if the filtration terminates, then there

exists a semi-split exact sequence of DG-R-left-modules

0→ P −→ F −→ ΣwR(α) → 0 (10)

with α �= 0, with P being K-projective, and with

P � ∼=
∐
j≥w

Σj(R�)(εj). (11)

Proof. All direct sums in the proof will be finite because each HiM
is finite dimensional over k. Without loss of generality, we can assume
u = 0 throughout.

(1) We construct the semi-free filtration of F by induction, and define
F as the union.

To start, we construct a morphism R(γ0) −→M so that H0(R(γ0)) −→
H0M is an isomorphism, and set F (0) = R(γ0). This is possible because
we work over the field R0 = k.

Suppose now that F (n − 1) has been constructed along with a mor-
phism F (n−1) −→M so that Hi(F (n−1)) −→ HiM is an isomorphism
for i = 0, . . . , n− 1. Suppose also that F (n− 1) is minimal.

First, we construct L(n) by adding some Σ−nR(δn) to F (n− 1) so that
there is a morphism

L(n) = Σ−nR(δn) � F (n− 1)
α−→M

which extends the previously constructed morphism F (n−1) −→ M and

which induces a surjection Hn(L(n))
Hnα−→ HnM . We do this in a way so

that the image under Hnα of Hn(Σ−nR(δn)) is a complement to the image
of Hn(F (n− 1)), whence

Ker Hnα is contained in the summand Hn(F (n− 1)) of Hn(L(n)).

Again, this is possible because we work over the field R0 = k. It is
clear that L(n) is minimal and that Hiα is still an isomorphism for i =
0, . . . , n− 1.

Secondly, we construct F (n) by using remark (A.1) on α. We pick the
set of cocycles Y in a way so that

Σ−nR(Y ) ∆−→ L(n) has Hn∆ injective,

which is possible because we work over the field R0 = k. Also, since
the cocycles in Y have their cohomology classes in Ker Hnα which is
contained in the summand Hn(F (n− 1)) of Hn(L(n)), we can choose the



10 ANDERS FRANKILD AND PETER JØRGENSEN

set Y in the summand F (n−1) of L(n). Hence, as ∆ maps the generators
of Σ−nR(Y ) to the cocycles in Y , we can assume that

∆ maps into the summand F (n− 1) of L(n).

Denoting Σ−nR(Y ) by Σ−nR(γn), remark (A.1) now gives a mapping
cone short exact sequence which is semi-split,

0→ L(n) −→ F (n) −→ Σ−n+1R(γn) → 0, (12)

and a morphism F (n)
α̃−→M extending α so that Hnα̃ is an isomorphism.

Using that Hn∆ is injective, it is easy to see from the long exact sequence
that Hiα̃ is still an isomorphism for i = 0, . . . , n− 1.

So the only question is whether F (n) is minimal. Now, F (n) is con-

structed as the mapping cone of the morphism Σ−nR(γn) ∆−→ L(n) be-
tween two minimal DG-modules, so the only potential problem is the
cross term in the differential. But the cross term equals ∆ which maps
into the summand F (n − 1) of L(n). In particular, the generators of
Σ−nR(γn) map to the part of F (n− 1) which is in cohomological degree
n. And the filtration leading up to F (n − 1) has quotients of the form
Σ	R(α) with 	 ≥ −n + 1, so the image of ∆ is in R≥1 · F (n− 1).

(2) This is immediate from the semi-free filtration of F given in (1).

(3) Recall that we are assuming u = 0. Consider the iterative con-
struction given in the proof of (1). For the filtration of F to terminate
means that from a certain step, the iterations yield F (n − 1) = F (n).
Let us consider the last iteration with F (n− 1) �= F (n),

Σ−n+1R(γn)

�
� �

�
· · · ⊆ F (n− 1) ⊆ L(n) ⊆ F (n) = F ;

�
� �

�

Σ−nR(δn)

here γn and δn are not both zero.
Now there are two possibilities: Either δn = 0 or δn �= 0.
The case δn = 0: Here we have γn �= 0. From the construction in the

proof of (1) we have the mapping cone short exact sequence (12). Using
δn = 0 and γn �= 0, it is easy to check that (12) can be used as the
sequence (10).

The case δn �= 0: We still have the sequence (12), but it can no longer
be used as (10) because δn �= 0 introduces a summand Σ−n(R�)(δn) in
L(n)�, preventing L(n) from being used as P in (10) because of the
condition in equation (11).

We hence come up with a different idea: By construction we have

L(n) = Σ−nR(δn) � F (n− 1);
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that is, Σ−nR(δn) is a direct summand in L(n). And in fact, Σ−nR(δn)

remains a direct summand in F (n):
From the construction in the proof of (1), we have that F (n) is con-

structed as the mapping cone of the map Σ−nR(γn) ∆−→ L(n). Hence

F (n)� ∼= Σ−n+1(R�)(γn) � L(n)�.

The differential of F (n) is constructed from the differentials of Σ−n+1R(γn)

and L(n), and from a cross term equal to ∆. But now recall that by
construction, ∆ maps into the summand F (n − 1) of L(n). Writing
F (n)� as

F (n)� = Σ−n+1(R�)(γn) � L(n)�

= Σ−n+1(R�)(γn) � Σ−n(R�)(δn) � F (n− 1)�,

it follows that the differential of F (n), viewed as a map on F (n)�, cannot
map between Σ−n(R�)(δn) and the rest of F (n)�. Hence Σ−nR(δn) remains
a direct summand in F (n).

But then there exists a split exact sequence

0→ P −→ F (n) −→ Σ−nR(δn) → 0,

where P � ∼= Σ−n+1(R�)(γn) � F (n− 1)�. It is easy to check that this can
be used as the sequence (10). �
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