Abstract

This thesis studies stability issues of ruin probabilities in various models occurring in risk theory. The
question of stability arises naturally in risk theory since the governing parameters in these models can
only be estimated with uncertainty. Moreover, in most cases there are no explicit expressions known for
the ruin probabilities.

The main contribution of the thesis is to provide explicit stability bounds for ruin probabilities in
various risk models. Since asymptotic behaviour of ruin probability is very important, we consider
weighted distance between the ruin probabilities. The proper choice of the weight functions is part of
the problem. It is related to the tail behaviour of the ruin probabilities, if the latter is known. Distance
between the governing parameters is dictated by the techniques involved. We are following mainly two
approaches to obtain our stability bounds: one is based on the stability bounds for stationary distributions
of Markov chains developed by Kartashov. A second approach exploits the regenerative property of so-
called reversed process.
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Chapter 1

Introduction

1.1 Actuarial risk models and the stability issue

Actuarial risk theory goes back to the works of Lundberg and is used to model the portfolio of an insurance
company. The risk process R represents the capital value of a company at each time ¢. Typically the
risk process R takes care of the premiums paid to the insurance company and the claims paid out by the
insurance company, thus considers the insurance risk. Such a situation is present in the Cramér-Lundberg
(also called classical), the Sparre Andersen and many others risk models. Some of the more recent risk
models involve also investment possibilities and consider the situation where capital is exposed to financial
as well as insurance risk. Such risk models were investigated by Paulsen, Norberg, Kalashnikov and many
others.

One of the most important characteristics of the risk process is a ruin probability v(x) which is a
probability that the capital falls below the level 0 and is considered as a function of an initial capital
x := R(0):

Y(z) =P (inf R(t) <0 ‘ R(0) = x) .

t>0

The level 0 here is chosen by tradition and convenience, one can consider any other level defining the
event ruin instead, see for example Embrechts & Schmidli [13]. However, the initial capital = can be
always adopted so that ruin is associated with the level 0. Note also that ruin hardly means bankruptcy
of the company. It should be considered as a technical term which expresses riskiness of the business.

Ruin probabilities can be found explicitly only in rare cases. This is so for the Cramér-Lundberg
risk model where claims are following the exponential distribution (or a mixture of exponentials), or the
Markov modulated risk model with phase-type distributed claims, see Asmussen [3]. However, in many
other interesting cases the ruin probability cannot be found explicitly, and thus the main attention is
devoted to the asymptotic behaviour of 1(u) when u tends to co. In the Cramer-Lundberg model under
the Cramér assumption the ruin probability decays exponentially fast, i.e.,

P(x) ~ Cexp(—ex), asr — 00,

where constants C' > 0, € > 0. The situation alters if one assumes "heavy-tailed’ claims (all positive
exponential moments are infinite) or investments. For example, if the claim size distribution function (d.f.)
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is such that the corresponding integrated tail distribution (say, F1) is subexponential, then the asymptotic
behaviour of the ruin probability is given by the function C(1 — F%), where C' > 0, see Embrechts et
al. [12]. Risk models with investments driven by a Lévy process were considered by Kalashnikov and
Norberg [31], among others. They investigated the tail behaviour of the ruin probability and showed
that with the possibility of risky investments, i.e. investments which may possibly lead to a loss, the ruin
probability is in general no longer an exponentially decaying function even in the case of small claims.
In some cases, the latter probability decays not faster than a power function. The behaviour of the ruin
probability in risk models with capital exposed to financial as well as insurance risks was considered by
various authors. Paulsen [41] sets up quite a general model with stochastic investments and shows that
the financial risk has a significant influence on the ruin probability. Norberg [39] considers risk processes
where the cash flow and the log accumulation factor are independent Brownian motions with drift. By
an application of martingale techniques it is shown that the ruin probability exhibits power function
behaviour. Those results indicate that even very small random perturbations may have a significant
influence on the ruin probability.

The listed examples show that the asymptotic behaviour of ruin probabilities is quite different. This
leads to the following considerations.

Stability issues. Let us collect all the parameters of a risk model to a vector valued governing parameter
or input characteristic a. For example, the Cramér-Lundberg model is governed by the premium rate
¢, the claims occurrence intensity A and the claim size d.f., say Fz. In the Sparre Andersen model the
intensity A would be replaced by the claims inter-occurrence times d.f., say Fp. Depending on the model,
the governing parameter a may take more complicated values including parameters of (random) interest,
etc. The ruin probability function

e 1= {1/)a($)}zzo

(we will refer to 1, simply as ruin probability) is fully determined by the input a, and thus it represents
an output characteristic of the model. The examples above show that the ruin probability may have
different asymptotic behaviour for different inputs a. Thus, a natural and also crucial question for
applications is whether the model under consideration is stable, i.e., whether small perturbations in the
input characteristic a yield also to the small deviations of the output 1,. This question is not trivial, since
in general, the explicit expression for the ruin probability is not known, and hence the dependence of 1, on
the governing parameter a cannot be investigated directly. Furthermore, the importance of the stability
analysis is motivated by the fact that the governing parameter a is not known in practice. One typically
would estimate it from the data and replace it by the statistical estimates and empirical distributions
or use some other parameter which is believed to be close to the ’true’ (or optimal) parameter a. Thus,
we are in the situation where the input parameters are not known and for any given input, the output
characteristic is also not known (in certain ceases even the asymptotic behaviour of the ruin probability is
also not known). One major problem we are studying is whether convergence of the governing parameters
(in some sense) implies convergence of the corresponding ruin probabilities (in some sense). The goal
of the thesis is to obtain ezplicit bounds for the (unknown) ruin probabilities in terms of the governing
parameters.

Stability questions do not originate from actuarial risk theory. On the contrary, this question is well
known and has been investigated in the context of stochastic processes and their applications: stationary
distributions of Markov chains, finite-time and uniform-in-time stability of regenerative processes, waiting
times in queuing theory, reliability, storage theory, etc. The creator of the stability theory is considered
to be Lyapunov who considered stability in the theory of differential equations. The general stability
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problem for stochastic models was proposed by Zolotarev, see [52] and references therein. Its basic
statements with a view towards actuarial risk theory are reproduced in Kalashnikov [30, 32]. Stability
of the ruin probability is a particular case of the general setting. The above discussed stability in these
terms is a ’direct-stability’, whereas an ’inverse-stability refers to the deviations of input, in our case a,
with respect of the perturbations of output, 1,. This question also makes sense in our setting of ruin
probabilities. In this thesis stability refers to the ’direct-stability’, unless stated otherwise. The inverse
problem will be only touched briefly in the discussion of the main result.

Now we formulate the stability problem for the ruin probability.

1.2 Stability problem for the ruin probability

Stability problem. Let A be the space of governing parameters describing the risk model. The ruin
probability v is considered as a function of a € A and is a mapping from the space A of governing
parameters into a functional space ¥, i.e. ¢ : A — ¥, where 1, € ¥ is a function of the initial capital
x. Assume that the spaces A and ¥ are metric spaces (A,dy) and (¥,dg). This setup allows for the
following notion of stability: The ruin probability ¥ is called stable at the point a if for any sequence
{a'} C A converging to a we have the convergence of the corresponding ruin probabilities, i.e.,

da(a,a’) — 0= dy (e, ) — 0.

We will not deal with the whole space of governing parameters but only with a certain subset meeting
conditions to be specified later. Throughout the thesis this set will be denoted by A and will be called
the set of admissible parameters. If we can find a function f, continuous at 0 with f(0) = 0, and a set A
such that

dy (Va,Var) < fldp(a,a’)), a,a’ € A (1.1)

then the inequality (1.1) is called a stability bound for the ruin probability. Often the function f depends
on some characteristics of the parameters ¢ and @’ (moments, etc.). Our aim is to obtain stability bounds
of the form (1.1).

In the sequel we assume that the original process is governed by a given parameter a. Together
with the original process we consider a perturbed process. All quantities (parameters, random variables,
processes) referring to a perturbed process will be marked by a prime.

Metrics dy and dg. The choice of metrics dy and dg is of crucial importance for the successful
stability analysis and represents part of the problem. Since the most important characteristic of the
ruin probability is its asymptotic behaviour, we seek for such stability bounds which allow for a tail
comparison of the ruin probabilities. This implies that metric dgy has to be weighted metric. We will use
the following metrics dy:

The weighted total variation metric || - ||,
e =l = | @)l (dn) = )l (1.2

The weighted uniform metric | - |,

Y0 = arlw = sup w(u)|tpa(u) — Yo (u)]-
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Here w is a weight function, i.e., it is bounded away from 0 and increasing (typically to o). The weight
function w restricts a set of admissible deviations in terms of the tail behaviour of the ruin probability
from the original model. Typically, the choice of w is related to the asymptotic behaviour of the ruin
probability, if the latter is known. We will use w(x) = exp(ex) if the ruin probability has an exponential
decay, and w(z) = (1 4+ z)° in the case of power law decay of the ruin probability. However, stability
bounds are more interesting when the asymptotics of the ruin probability is not known. Thus, the choice
of the metric dy constitutes a part of the stability problem.

However, sometimes it is easier to obtain the stability bound in some other metric. Then one need
to use relations between the two metrics in order for the final result to be stated in a desired metric dg.
This task is not always easy since in general, different metrics induce different topologies. This problem
has been discussed in Zolotarev [52], Kalashnikov & Rachev [33], Kalashnikov [30]. Coming back to
the metrics || - || and | - |, we consider that weighted uniform metric may be more useful for practical
applications. An inequality | - | < || - ||w allows to rewrite the stability bound (1.1) in terms of the
weighted uniform metric | - |,.

The choice of the metric da in the parameter space A is mostly dictated by the techniques to be used.
For the better result, one should seek for the weaker metric dy. For example, the weighted total variation
metric is too strong: we cannot approximate absolutely continuous density functions by empirical (pure
jump) density functions.

1.3 Approaches to the solution

Since stability has been intensively investigated for different stochastic models, before solving the stability
of ruin probability problem, we list some important (for our problem) features of already developed results
and techniques.

First, stability analysis deals mainly with stationary stochastic systems and their stationary character-
istics: stability in the limit theorems was investigated by Zolotarev with the help of probability metrics,
see [52]; stability bounds for the stationary distributions of MC’s were investigated by Borovkov [10],
Kartashov [35] and others. The works of Kartashov are based on perturbation theory of linear oper-
ators in Banach spaces. Further, the stability of regenerative processes (such process consists of i.i.d.
cycles) was extensively studies by Kalashnikov using coupling and crossing arguments, see [28] and the
references therein. The finite-time stability bounds for different systems (regenerative process, queuing
systems, etc.) may be obtained using the technique of minimal probability metrics, see Zolotarev [52],
Kalashnikov [26], Rachev [44]. The uniform-in-time bounds use regenerative arguments.

The other feature of the above mentioned results is that they deal with bounded probability metrics
(i.e., probability metrics v is bounded if v < C for some C < o0), such as uniform, total variation,
Prohorov, Fortet-Mourier and other probability metrics. Stability bounds in terms of unbounded metrics
can be obtained with the help of existing relations between the probability metrics, and possibly under
some additional assumptions on the risk model. This problem is discussed in Kalashnikov [28]. However
weighted probability metrics had very limited attention. The only exception, to our knowledge, are
stability bounds for the stationary distributions of MC’s developed by Kartashov. These results hold in
the weighted total variation distance (1.2).

Coming back to the stability of the ruin probability problem let us note the following. Because of
the so-called positive safety loading condition which ensures that ruin does not occur with probability 1,
the risk process typically has drift to oo, and thus, it does not possess stationary characteristics. This
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prevents the application of developed results to the risk process directly. However, this does not represent
a major problem either. It is well known that the risk process can be related to a dual process {V;,} like in
queuing and storage. In risk theory this process is known as a the reversed process since it is constructing
by a certain time-reversing procedure, see Amussen [3], Enikeeva et. al. for such constructions. The
reversed process satisfies the relation
Y(z) = lim P(V, > z).
n—oo

The construction of the reversed process is typically algebraic (uses path-wise arguments) and does
not rely on the probabilistic properties of {R,,}. Therefore, in some cases {V;,} does not represent a
MC. Typically this can be solved by supplementing {V;,} with the additional coordinates form a certain
stationary sequence {¢,}, which makes the process {V,,vn} a MC and possibly also a regenerative
process. This allows one to employ the well developed results for the stability investigation.

The second problem concerning the unbounded probability metric is more difficult to overcome and
may require more sophisticated techniques.

Some of the results for the stability of the ruin probability are based on bounds for general MC’s
obtained by Kartashov, see Enikeeva et. al. [14], Rusaityte [46]. This technique uses a decomposition
(also called splitting) of the transition kernel P of a MC {V,,, 7, },

P,T') = K(v,T') + h(v)v(T), (1.3)

where h is a non-negative function, v is a probability measure and a kernel K > 0. The shift operator &
corresponding to kernel K has to meet a certain norm condition, namely, for some weight function w,

RKw(v)
w(v)

For further details about this technical condition we refer to Section 3.2.2. Now we would like to emphasize
that this yields the stability bound for the stationary distribution 7 of a MC {V,,, 7,,} in the weighted total
variation metric with the latter weight w. Thus, it is very important to use the 'right’ (with respect to
the risk model) weight function w. In simple cases, like Sparre Andersen model, this does not represent a
big problem, and, actually, has been carried out by Kartashov in terms of queuing applications, see [35].
However, in general, it represents the main technical difficulty. In many other risk models it is not
possible to prove that the required norm condition ||£]|, < 1 holds with the desired weight function w.
One needs to construct another weight function which has the same tail behaviour and is related to w.
This yields the stability bound for the ruin probability in metric || - ||,. However, this is not a final bound
since it is given in terms of the shift operators of the reversed processes. The bound directly in terms
of the governing parameters is obtained by solving the stability problem for the shift operator. It can
be solved with the help of minimal metrics. Typically the application of Kartashov’s bounds rely on the
assumptions which are related to the Cramér condition of the corresponding risk model.

IRl w := SL;% < 1. (1.4)

Another approach proposed in Kalashnikov [30] uses the regenerative property of the reversed process.
Thus, we refer to his method as regenerative approach. This approach deals with the weighted uniform
metric |- |,. The two cases, so-called Cramér and non-Cramér, are treated differently. In a Cramér case,
the original and perturbed reversed processes {V,} and {V,}, respectively, with V,, ~ G,, and V) ~ G/,
satisfy the following contraction property:

|Gn+1 - G;z+1|w < "ilGn - G;z|w + dA(a, al)v (1-5)
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where the constant k < 1. Property (1.5) is typically related to the Cramér condition, see examples in
Kalashnikov [30]. In order that (1.5) holds one need to prove that Ew(V;,) is uniformly bounded for all
n > 0. The latter proof uses the regenerative property of the reversed process and test functions technique.
The construction of the test function problem is related to the construction of the weight function in the
MC approach discussed above. The stability bound follows immediately from the relation (1.5):

da(a,a)

11—k

[ — | < sup |G = G lw < (1.6)

Since G, corresponds to the finite-time ruin probability /(™) caused by the first n claims, the above bound
also holds for |¢p(™) — ¢ (n)|w. In Kalashnikov [30] this approach was applied to the Cramér-Lundberg
risk model and to the model with Lévy processes driven investments. In Rusaityte [47] it was generalized
to the Markov modulated risk model with investments driven by a Lévy process.

The non-Cramér case refers to the case when the relation (1.5) holds with constant £ > 1. Typically
this is the case when Cramér condition of the risk model is violated, for a example the risk model with
heavy tailed claims, see [30]. In this case the approach is built upon the ideas from the uniform-in-time
comparison of regenerative processes developed by Kalashnikov, see [28, 29] and further references therein.
The first step is to prove the finite-time stability bound sup, <y |Gn — G, |w < da(a,a’)N. Then, by the
regenerative property of process {V;,}, to bound the remaining term &y, so that §y — 0 when N — oo.
The final uniform-in-time stability bound in terms of sup,,~q |Gr — G, |w follows from the successful choice
of N = N(da(a,a’)). For the further details we refer to [30].

Contribution of the thesis
This thesis is based on the following papers:

1. Continuity estimates for ruin probabilities, [14] (together with F. Enikeeva and V. Kalash-
nikov, Scan. Act. J., 2001). This paper proposes a general approach allowing to obtain explicit sta-
bility (continuity) bounds for ruin probabilities. The approach is based on the three steps: (i) reverse
the risk process; (ii) if necessary, make it a MC by supplementing with additional coordinates, and (iii)
apply known stability results. Each of these three steps are well-known in the literature. The paper also
proposes another construction of the reversed process. In particular it is useful in the risk models where
income depends on the current reserve, for example, the risk models with investments. This approach
is illustrated by two examples, the Sparre Andersen and Markov modulated risk models. Application
of Kartashov’s results for general MC’s yields stability bounds in weighted total variation distance with
exponential weight.

2. Continuity of the ruin probability in a model with borrowing and investments, [46]
(conditionally accepted). In this paper the above approach based on the stability bounds for general
MC’s is applied to the risk model where capital in excess of a given (large) level is invested to a portfolio
driven by a Lévy process, and when capital drops below certain given level, the company is obliged to
borrow the missing amount at a constant interest rate. This model is technically more involved and uses
different constructions concerning the decomposition of the transition kernel and the explicit expressions
in terms of the governing parameters. Distance between the ruin probabilities is weighted with exponential
weight when investments take place at constant interest rate, and with the power-law weight in general
model. This corresponds to exponential and power-law upper bounds for the ruin probability in the
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respective models. Explicit stability bounds are obtained for the investments at constant interest rate,
the interest rate is perturbed by jumps at Poisson times, and the Black-Scholes price process.

3. Stability of the ruin probability in a Markov modulated model with investments, [47]
(submitted). This paper deals with the stability of the ruin probability in a Markov modulated risk
model with Lévy process driven investments. We apply the regenerative approach from Kalashnikov [30].
Stability bounds are based on a certain ’'contraction’ property for the reversed process {V,}, and also
finiteness of the moments Ew(V},), where w is a weight function in a weighted distance between ruin
probabilities. The latter moment condition is proved with the help of test functions. The final stability
bounds are given in weighted uniform metrics.

Some general remarks. 1. The results show that in our case ruin probability is stable, i.e. in each
model we are able to find a set of admissible governing parameters A where stability bound holds. The
main result of the thesis are the explicit stability bounds in the weighted metric. Weights play very
important role in the thesis. In some cases, when asymptotic behaviour of ruin probability is known, the
asymptotically faster weight functions can lead to instability. Such examples are given in Kalashnikov [30].

2. The weighted total variation metric is too strong: there is no convergence between absolutely
continuous and pure jump (for example, empirical) distributions. This is a disadvantage of the MC
approach since it provides stability bounds in weighted total variation metric between the distributions
involved in the governing parameter.

3. The regenerative approach yields stability bounds in a weighted uniform metric, which for practical
applications are better.

Outline of the thesis

In Chapter 2 we introduce the risk models which will be considered in the thesis. We start with the
general concepts of the risk process {R,} and the corresponding ruin probability . In Section 2.1.1
we present the construction of the so-called reversed process {V;,}, the stationary distribution of which
is identified with the ruin probability. This construction is taken from Enikeeva et. al. [14]. It uses a
path-wise argument, similar to Asmussen & Petersen [6], and is useful particularly in such cases where
income of the insurance company depends on the capital level, i.e., R,,+1 — R, depends on R,, (among
other processes and r.v.’s). Such a situation occurs, for example, in models with investments. All the
technical details in the stability analysis of the ruin probability will be carried out in terms of the reversed
process.

Next, we introduce the particular risk models for which stability bounds of ruin probability will be
obtained. We consider four models: the Sparre Andersen risk model, well known in actuarial litera-
ture; the Markov modulated risk model representing the classical (or Cramér-Lundberg) risk model in
a Markovian environment; the model with Lévy processes driven investments and borrowing which is
a generalization of risk models considered by Kalashnikov & Norberg [31] (the Lévy process driven in-
vestments) and Embrechts & Schmidli [13] (borrowing and investments at constant interest rates). The
last model encounters both, random interest driven by a Lévy process and Markov modulation. The last
section is devoted to some facts about the asymptotic behaviour of the ruin probabilities in the listed
models under assumptions similar to those under which the stability bounds will be obtained.

In Chapter 3 we give the mathematical background on which thesis relies. MC’s are used throughout
all thesis. In Section 3.1 we introduce some basic notions, like generating operator of a MC, etc. Dynkin’s
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formula is an important tool used in Chapter 7 in a regenerative approach. Further we give some facts
about the ergodicity of denumerable (with finite or countable state space) and general (with state space
in R¥) MC’s. Ergodicity here means existence of a unique stationary distribution of a MC.

Part of the results in thesis rely on the stability bounds for stationary distributions of MC’s developed
by Kartashov [35]. These bounds together with involved facts about kernel operators and their norms are
given in Section 3.2. At the end of the section we discuss the applicability of these results to the stability
problem of ruin probability. Kartashov’s bounds serve as a main source for the results in Chapters 4 to 6.

Next we introduce regenerative processes and the notion of crossing of regenerative processes. The
stability bounds (uniform-in-time and finite-time) for the regenerative processes using crossing arguments
were developed by Kalashnikov, see for example [28]. They rely on finiteness of the moments of crossing
times. Such a uniform-in-time stability bound for discrete time regenerative process is given in Proposi-
tion 3.18. We use this result in order to compare finite-state MC’s, which can be treated as regenerative
processes. Also, the regenerative structure of the reversed process is exploited in Chapter 7.

Ergodicity theorems for general MC’s and also stability bounds for regenerative processes involve
certain moment requirements on the first passage time of the process to a given set. Test function
technique is very helpful in proving such conditions. Some results in this direction are given in Section 3.4.

Some facts about probability metrics are given in Section 3.5. In particular, technique of minimal
metrics play very important role in this thesis. In Chapter 6 it is used to solve the stability of the shift
operator of a MC problem with respect to the governing parameter.

In Chapter 4 we illustrate the applicability of Kartashov’s bounds for stationary distributions of MC’s
in the Sparre Andersen model. The imposed assumptions are related to the Cramér condition and yield
the exponential upper bound for the ruin probability () < e~¢*. The final result is given in a weighted
total variation metric with weight function w(z) = e°*. In this model stability bounds for the ruin
probability follow straightforwardly. This example is taken from Enikeeva et. al. [14].

In Chapter 5 we apply the same MC approach based on the results of Kartashov to the Markov
modulated risk model. We work under assumptions related to the Cramér condition. The final result is
given in a weighted total variation metric with exponential weight e . Decomposition (1.4) is based on
the fact that for every n, V;, attains value {0} with positive probability. The main difficulty concerns
the norm condition (1.4) of the decomposed kernel K, see (1.3): we have to construct another weight
function W (i,v) s.t. W(i,v) ~ C;je? ¥ when v — oo for some constants C; > 0 and ||&||w < 1. This
allows us to obtain the final stability bound for the ruin probability in a weighted total variation metric
with the desired weight e . This model was treated in Enikeeva et. al. [14].

In Chapter 6 we consider a risk model with borrowing at constant interest rate when capital is low
and Lévy process driven investments taking place for the capital in excess of some (large) level. Similar
to the previous two chapters, we apply MC approach based on the results of Kartashov in order to obtain
the stability bounds for ruin probability. The decomposition (1.3) in two previous models was based on
the fact that for all n, V,, takes 0 value with positive probability. In current situation, due to borrowing
condition, the reversed process {V,,} for n > 0 stays positive. Now we decompose kernel P using that the
reversed process {V,,} has a positive density in some interval (0,d,) and also the 'memoryless’ property
of exponential claim inter-arrival times. This construction is given in Section 6.2. In order to prove
the norm condition (1.4), we consider two cases: the general model when investments are driven by a
genuine Lévy process U, and the deterministic model when process U is deterministic, i.e., Uy = at for
some constant a > 0. The reason is, that in two cases, under certain conditions, ruin probability has



1.3. APPROACHES TO THE SOLUTION 9

different asymptotic behaviour and we would like to adjust the weight functions corresponding to it.
(Note, that assumption about borrowing for small capital values has no influence on the asymptotics of
ruin probability, see Emrechts & Schmidli [13] and Kalashnikov & Norberg [31].) Constructions of the
weights are given in the Appendix I of this chapter. In deterministic case we prove the condition (1.4)
with weight function wg, where wo(x) < exp(ex) < ey, wo(z) (cw, > 1). This yields the stability bound
for ruin probabilities in metric weighted with function w(x) = exp(ex). Similarly, in the general case we
construct weight function w, satisfying conditions wq(x) < (1 + )¢ < ¢y, w1 (x) (cw, > 1). This yields
the stability bound in metric dg = || - ||, where w(z) = (1 + x)°.

Application of Kartashov’s results now yield the stability bounds for the ruin probability in desired
metric with respect to the perturbations of the shift operator . To express these stability bounds
directly in terms of the governing parameters in this case is technically more involved. The corresponding
constructions are given in the Appendix II. We use the technique of minimal metrics. In deterministic
model the final stability bound with respect to the claims occurrence intensity A and the claim size d.f.
F7 is given in Section 6.3. The in general model is illustrated by two examples corresponding to the
particular choice of the Lévy process U. One is given by the deterministic jumps at Poisson times:

Ut:at—l—ZaiPt()\i), a>0, o;€R, mina; <0,
1 1

where P;()\;) are independent Poisson processes with parameter ;. In this case the final stability bound
is given w.r.t. the governing parameter a = (\, A1, ..., Am, Fz, 8), where § is the borrowing interest rate,
see Theorem 6.9 and Example 6.10. In the other example we choose

U, = at + oWy, a, 0> 0,

where W is a standard Brownian motion. This corresponds to the Black-Scholes price model. The final
bound w.r.t. the governing parameter a = (A, ¢, Fz, 3, «, o) is given in Theorem 6.9 and Example 6.11.
This chapter is based on Rusaityte [46].

In Chapter 7 we find stability bounds for the ruin probability in the Markov modulated risk model
with Lévy process driven investments. We apply the regenerative approach developed by Kalashnikov
which uses similar ’contraction’ property to (1.5) with x < 1. Stability bounds follow immediately from
the later 'contraction’ property and the uniformly for all n > 0 bounded w-moments of the reversed
process {V,,}. These conditions are given in (C1) and (C2) in Section 7.2.

Similarly to the previous chapter, we treat separately three cases with respect to the Lévy processes
driving investments. Depending on the state ¢ of the modulating MC {I,,}, investments are driven by
m independent Lévy processes U?. The first model without investments corresponds to U; = 0 for all
i. This model has been already considered in Chapter 5 using MC approach. Stability bounds in this
chapter are derived under the same assumption which is related to the Cramér condition. The second
case is model with deterministic investments, which is given by U} = «;t with positive constants ;. Now
we require that claims Z¢, where i refers to the state of the modulating chain, possess finite exponential
moments. This implies an exponential upper bound for the ruin probability. In both cases we use the
exponential weight functions w (with different exponents) in weighted uniform metric dg = | - |,. The
final stability bounds for these two models are given in Subsections 7.2.1 and 7.2.2. The third, general
model, is given by genuine Lévy processes U?. In this case we use a power-law weight function to compare
ruin probabilities. To our knowledge, asymptotic behaviour of the ruin probability in this models has not
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been investigated. The stability results suggest power-law upper bounds, but this question is beyond the
scope of this thesis and has not been investigated.

To prove these bounds we have to show that conditions (C1) and (C2) holds for each model. These
proofs are given in the Appendix. We use the ideas from Kalashnikov [30]. The main technical difficulty
in the proof of (C1) is to construct a non-negative test function ¢(v,:) which is related to the weight
function w (asymptotically) and s.t. Ap(v,i) < —xp(v,7), where A is a generating operator of MC
{Va,I.}, and x is a positive constant. Then, (C1) follows from the regenerative property of {V,,, I,,}
and by Dynkin’s formula. The proof of (C2) provides the explicit expression for the distance d(a,a’).
For simplicity, we work under assumption that Lévy processes U’* in the perturbed model are given

by the time transformation {U’%} L {U.,} (here £ stands for the identity of the finite-dimensional
distributions).



Chapter 2

Risk models and ruin probability

In this chapter we introduce various risk models of interest and the corresponding notation. The first
section is devoted to the description of a general risk process and the construction of the so-called reversed
process; all the technical details in the following chapters will be carried out in terms of the latter process.
In the second section we define those risk processes which will be investigated in the context of stability
of ruin probabilities later in the thesis. Some facts about ruin probabilities corresponding to these risk
processes are given in the third section.

2.1 General risk models and the concept of ruin probability

A risk process { R(t) }+>0 describes the capital or reserve of an insurance company at each instant of time
t. We always assume it to have right-continuous paths with limits from the left for every ¢ > 0. The
value R(0) = z is the initial capital. We assume that the main objects governing the risk process R are
the following:

e The cash-flow process of premiums minus claims,
Ny
Pi=ct—Y Z, (2.1)
i=1

where ¢ > 0 is a constant premium rate; {Z;};>1 are the positive claims which occur at the random
time-points generated by a point process IV;

e Investments in a portfolio where a monetary unit at time 0 accumulates to exp(U;) units at time ¢.
Here U is a Lévy process called the interest process.

The cash-flow process P describes an insurance business in each time interval [0,¢]. In the case
of no investments, P coincides with the risk process R. In the literature one can find more general
models, where P is defined as a Lévy process, see Kalashnikov & Norberg [31], or the premium rate may
depend on the current reserve at each time (this can also be interpreted as interest), see Asmussen [3]
for a discussion and further references. We confine ourselves to the model (2.1) which contains many
important examples (the Cramér-Lundberg model, the renewal and Cox models, etc.) and suffices for

11
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our purposes. If one tries to capture more features of the real-life insurance business a risk model should
also encounter investment possibilities and financial risks. It is often assumed that the cash-flow process
P and the interest process U are independent. However, we do not impose such an assumption; in a
Markov modulated case with investments these processes are in general dependent, see the corresponding
example in Section 2.2.4.

Thus, given the risk process R, ruin is the event that the process R ever falls below 0,

{R: < 0 for some ¢t > 0}. (2.2)
The probability of ruin with initial capital = will always be denoted by 1 and is given by the quantity
Y(x) =P (gg R(t) <0 ’ R(0) = x) ) x> 0. (2.3)

Note that there is no particular reason to associate the event of ruin with the level 0. It is for mathematical
convenience only in order to simplify certain constructions such as the reversed process, see Section 2.1.1.
But it presents no restriction either, since the initial capital z can always be adjusted in such a way
that ruin occurs when the risk process falls below the level 0. Such a modification will be carried out in
Section 2.2.3.

Aiming at calculating the ruin probability, it suffices to consider the risk process R at the sequence
of random times

T = {Ti}i>o0, Tp :=0,

where 7 comprises the claim occurrence times, i.e. the times when the jumps of the process N happen.
This allows one to reduce the continuous time process R(t) to the (discrete time) skeleton process { R, },
where

R, = R(T,). (2.4)
Then, the (ultimate) ruin probability in terms of the process {R,} is

Y(x)=P (TIII;%Rn <0| Ry = :I:) . (2.5)

The probability of ruin up to time 7;, is denoted by

M () = i =
P () =P <01§r}£n R <0 ‘ Ry x> .
In the sequel we assume that the following holds.

Assumption 2.1. Assume that
Ryt = F(Rna Jn+1)7 (2-6)

where {0, },>1 is a (strictly) stationary sequence taking values in an appropriate Polish space ¥, and the
function F' is right-continuous with respect to its first variable and also strictly increasing, i.e.,

{r<r'}={F(r,o) < F(r',o0)}, Voe€X. (2.7)

The condition (2.7) is natural. It infers whatever the given conditions (represented by o), that if an
insurance company has a surplus r which is less than or equal to 7’ then, at the next step, its reserve
F(r,o) will still be less than or equal to F(r/, o).
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2.1.1 The reversed process and the ruin probability

In a sense, the risk process can be considered as the dual process of certain processes in queuing and
storage theory. In particular one process can be constructed from the other one by an appropriate
reversing procedure. The connection between the different areas was first discovered by Prabhu [42] in
the queuing context. The duality was studied by Siegmund [48], Asmussen & Sigman [4] and many others,
for a survey and further references see Asmussen [3].

The construction presented here is taken from Enikeeva et al. [14] and uses arguments similar to those
in Asmussen & Kella [5] and Asmussen & Petersen [6].

For a fixed N > 1, define the process {Vn(N)} by the following recursive equation:

v = (v 4y, 0<n<N -1, VY =0, (2.8)

where the random variables (r.v.’s) 7y, (™) will be defined later. Then
V.Y = max(0, ™), V) 4 nfﬁ)l, oW 4 77§N)), 1<n<N. (2.9)

Let us assume that both {R,,} and {nnN)} are defined on the same probability space and thus, {Vy N)} is
also defined on the same probability space. Now, let us require that the sequence {nn }1<n< N satisfies
the conditions

{Vn(m < RN—n} { +77n+1 < RN—p— 1} (2.10)
{vi

{Vn“” > RN_n} V) 1N s Ry 1} (2.11)

Ny _

It is possible in these arguments to put NMpal = —(RN-n — RN—n—1), but later on we need the more

general conditions (2.10) and (2.11).

Lemma 2.2. Given relations (2.10) and (2.11),

Y(xz) = lim P (V]S, ) > x)

N—o0

Proof. Define the stopping time
T =min{i > 1: R; <0},

where 7 = oo if R; > 0 for all . Let us fix N > 0 and assume that ruin occurs within [1, N] that is,
minlSiSN R; < 0. Then
YN (z) =P(r < N|Ry = x).
By (2.11),
(r<NYyc{R, <V{"}c{R1 <V JC---c{z=Ry <V{"}
It follows that
M () <P (V< S :c)
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In the complementary case, there is no ruin within [1, N], and hence, all R, > 0, 0 < n < N. But
V") = 0 < Ry. Therefore

(" < Bvyn{r > N}

c (V40 <Ry ainfr> N}

= AV +0™M)s <Ry} {r > N}

= (VM <Ry }n{r>Nic--c{V¥ <Ry=az}n{r>N}
c (VM) <Ry =a}

{r > N}

which yields that
1= 9p™@) <P (V" <2) =1-P (V{" > 2),

or
P (V]S,N) > z) < WM (z).

Therefore
oM (@) =P (VY > 2)

which completes the proof. O

The proof of Lemma 2.2 is mostly algebraic than probabilistic. It does not use any of the distributional
assumptions on the process R. Using Assumption 2.1, we will give an explicit construction of the process
VN)| For fixed o € ¥ denote

F~Yv,0) =inf{r: F(r,0) > v}. (2.12)

Under Assumption 2.1 and for fixed N > 0, let
i = PV on ) = V. (2.13)

We shall verify conditions (2.10) and (2.11) for the corresponding process {V,gN)} given by (2.8). If
Vi) < Ry, then, by monotonicity of F~1,

V) 4N = PV on ) < F Ry -y 0N -n) = Ry—no1.
1f V") > Ry_,., then
FYVWNY on_p) > F Y (RN—n,0N-n) = RN—n_1.

Thus, (2.10) and (2.11) hold and, hence,

b(z) = lim P (V}VN) > x)

N —oo

Without loss of generality the sequence {0, },,>1 can be embedded in the stationary sequence {o,, } —co<n<oo-
Thus, we can define the sequence {V},},,>0 by the relation

Vn-‘,—l = (Vn + 77n+1)+ P VO = Oa (214)
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where
i1 =F " (Vi,0-0) = Vi (2.15)
Evidently, the following equality in distribution holds

(ViYoznen 2 {VE Y ocnen,

and therefore, by Lemma 2.2,
Y(z) = lim P(V, > z). (2.16)

n—oo

The process {V,,} will be referred to as the reversed process.

The sequence {V,,} can be rather general. In order to use standard techniques it is convenient to
embed this sequence into a Markov chain (cf. Cox [11], Gnedenko and Kovalenko [18]).

Assumption 2.3. Assume that the sequence {V,,} defined by (2.14) can be embedded into a Markov
chain
Wi = Vo, o), (2.17)

where {7,,} is a sequence taking values in a Polish space T.
For any Borel set B € Ry x T, denote by
P(w,B) =P (Wyt1 = (Vog1,m) € B| W, = w)
the transition probability of the chain (2.17) and by
PLw) = E(f(Woir) | W = w) (2.18)

the corresponding shift operator. The operator 3 is defined for all measurable functions f : W — R such
that the right-hand side of (2.18) is finite.

2.2 Specific models

In this section we introduce more specific risk models to be investigated in the thesis.

2.2.1 The Sparre Andersen risk model

The Sparre Andersen (S.A.) risk model assumes continuously paid premiums with intensity ¢ > 0 and
independent identically distributed (i.i.d.) positive claims Z,, generated by an ordinary renewal process
{Ni}t>0. The skeleton risk process R = {R,, }»>0, see (2.4), is given by the recursion

Ryy1 =R, + b, — Zy, Ry =z, (2.19)

where 6,, are the i.i.d. inter-arrival times with distribution function (d.f.) Fp. This model was introduced
as a generalization of a classical risk model by Andersen [1]. In the literature the S.A. model is also called
an ordinary renewal risk process, to distinguish it from the case when 6; has a different distribution, see
Grandell [21].

To describe the S.A. risk process it suffices to determine the premium rate ¢ and the distribution
functions Fz and Fy. Thus we will refer to a S.A. risk model as to a triple (¢, Fy, Fz).

If {N;} is given by a homogeneous Poisson process (with parameter A, say) then the S.A. model

reduces to the well-known classical or Cramér-Lundberg risk model. The triple (¢, A, Fz) will be used to
describe a classical risk process.
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2.2.2 Markov modulated model

In this section we assume that the underlying point process N is a certain Cox process. Such risk models
were extensively treated in Grandell [21], see also Bjork & Grandell [8] .

Assume there are m independent classical risk processes R’ governed by the corresponding parameters
a; = (ci,A\¢, Fyi). Here A\§ stands for the claims occurrence intensity of the iht process, ¢; is the
corresponding premium rte and F: is the distribution of the i.i.d. positive claims ZJZ The corresponding
Markov modulated risk process with underlying modulating Markov chain is defined as follows.

Markov modulation. Let J = {J;};>0 be a Markov process with state space E = {1,2,...,m}. It
leaves state i with intensity A/ and, upon leaving i, it jumps to state j (j # i) with probability p{] The
risk process R behaves like R* while the underlying process J = {J; }+>0 is in state i € E.

Let {T,}n>0 be the increasing sequence of both, claims occurrence times and jump times of J. The
corresponding sequence of inter-occurrence times is {6, },>0, where 0,, = T, —T),_1, n > 1. Set Z,, = Jp,.
Then the r.v.’s {0,k € {l : Z; = i}} are i.i.d. exponentially distributed with parameter

i = A 40 (2.20)

The above defined process Z = {Z,, } ,>0 is a Markov chain with transition probabilities

Mol I\ i £
p” — z,lpz]/ ) .7 7& Zba (221)
A/, j=1.

We assume that the chain 7 has the unique stationary distribution {m;};cr and that at time 0 it is in
steady state, i.e. P(Zp =) = ;. The existence of {m; };cr follows, for example, from the existence of the
probabilities {77 };cg such that

= x/p};. (2.22)

i€E

Then the probabilities 7; are given by

nert (1423) @ (H_))? 22)

Since ruin can only occur at the claim arrival times, it suffices to consider the risk process R at the
times T),, where it is given by the recursion

Rn+1 =R, + ¢y, o — (51 I I"+1, Ry ==, (2.24)

n+1

where §;; is the Kronecker symbol and 6° is exponentially distributed with parameter );, i € E. Notice

an+1

that the process R satisfies Assumption 2.1 with oy, = ¢7,0™ — 67,1, .,
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2.2.3 Interest and borrowing

Now we consider the situation when an insurance company with reserve process R° also faces a financial
risk due to random interest. The cash-flow process P is given by (2.1), where N is a homogeneous Poisson
process with parameter A and the claims Z,, are i.i.d with distribution Fz. Thus, P is described by the
parameters (c, A, Fz). The risk process R® = { R%(t)};>0 with initial capital R°(0) = 20 is defined by the
following conditions:

(C1) The capital in excess of the level D° > 0 is invested in a portfolio with price process exp(U;), where
U = {U,} is a Lévy process on (—00,0), i.e., if R%(u) > D° for u € [s,s +t), then

s+t
RO(s +1t) = eUstt=Us (Ro(s) +/ eVs=Uugp, — DO) + DO, (2.25)

We assume that U is independent of all other processes and r.v.’s of the model.

(C2) There is a minimal requirement of liquid reserve of size d°, d° < D, and if at some ¢ > 0 the reserve
RO(t) falls below the level d° then the amount d® — R°(t) is borrowed at the constant interest rate
6> 0.

It follows from the assumption (C2) that once the level d° — ¢/3 has been reached ruin is unavoidable
since the risk process will decay thereafter. Therefore, the event

{R(t) <d” —¢/B for some t >0}

is called run.

This risk model can be considered as a generalization of the model in Embrechts & Schmidli [13] where
an insurance company invests its money at a constant interest rate (thus, U is a deterministic function).
However, this modification is essential, since randomness in the investments leads to a different asymptotic
behavior of the ruin probability, see Section 2.3. Ruin probabilities in a model with investments driven
by a Lévy process like in (2.25) were investigated by Kalashnikov & Norberg [31]. The above model can
be considered as a special case in their set up.

Risk process. For technical reasons it is more convenient if ruin is associated with hitting the level 0;
see the discussion following formula (2.3). Therefore, we shall transform our initial risk process R° by

defining the process

c

_ po -~ _ 40 ::EO E_ 0:;1‘, .
R(t)—R(t)-i-ﬂ @, R(0) +5-d (2.26)

Now, ruin in terms of the process R is the event
{R(t) < 0 for some t > 0}.

Further on we only deal with the process R which has the same cash-flow process P as R and it satisfies
the conditions (C1)-(C2) with D and d° replaced by D = D° + ¢/ — d° and d = ¢/3, respectively.

Since ruin can only occur at the claim occurrence times 7;, ¢ > 1, it suffices to study ruin for the
skeleton risk process { Ry, }n>0,

Rn:=R(T,), n>1,  Ry:=R(0). (2.27)
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2.2.4 Markov modulation and interest

In this section we consider both random interest and Markov modulation. We start with the basic process
R* given by

s+t
R*(s+1t) = VsrtUs (R*(s) +/ eVs=lu dPu> ) (2.28)

where P is of the form (2.1) governed by the triple (¢, \°!, Fz) and U is a Lévy process. Ruin probabilities
for such risk processes were investigated by Kalashnikov & Norberg [31], see Section 2.3.3 for their main
result.

Assume there are m independent processes R’ of the type (2.28). The notation corresponding to
the ith process is equipped with an index 4; upper-i for random processes and lower-i for constants (i.e.,
R, R', P!, N* and ¢;, \$!). The underlying modulating Markov process J with state space E = {1,...,m}
is as in Section 2.2.2. The corresponding Markov modulated risk process R is defined in the same manner,
see Section 2.2.2.

Since ruin can only occur at the claim arrival times, it suffices to consider the risk process R at the
times T,,, denoted by R,, = R(T},), where {T},},,>0 is the increasing sequence of claim occurrence times
and jump times of J, see Section 2.2.2). The process { R, } is given by the following recursion

Rui =Gt (Ra+057) . Ro=w, (2.20)
where
e = e (Ub,, UL ),
y . . . Tnta . .
xiﬁ+1 = —0;jiZ, exp (UZTTL+1 — U%n) + ci/T exp (U%n+1 — U;) du,

and 6;; is the Kronecker symbol.

2.3 About ruin probabilities

In this section we give some well known facts about the asymptotic behavior and bounds of the ruin
probabilities for the previously introduced risk models. Such results can give an idea about the quality
of the stability bounds. We do not aim at giving a complete survey about the results in the literature;
we are only interested in those which hold under similar conditions as the corresponding stability bounds
to be derived in this thesis. Note also, that the Markov modulated model with investments has not been
investigated so far (except for the degenerate case when the Lévy process U is identically equal to 0).

2.3.1 The Sparre Andersen model

Assume that the S.A. model (¢, Fy, Fz) satisfies the net profit condition cEf,, > EZ,, (thus we also assume
finite mean values); otherwise ruin occurs with probability (w.p.) 1.

Assumption 2.4. There exists a positive constant r* such that

Eexp(r*(Z; — cbh)) = 1. (2.30)
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The value 7* is the Lundberg exponent (see Grandell [21]) and Assumption 2.4 is called the Cramér
condition (for S.A. risk model). In the literature, r* is also called adjustment coefficient (see Gerber [19],
Asmussen [3]).

Under the Cramér condition the ruin probability 1 satisfies the Lundberg inequality
Y(x) <e "7 (2.31)
If, in addition, fooo ze" * dFy (2) < 00, then the Cramér-Lundberg approzimation

lim e" %y(zx) = C (2.32)

holds, where C' € (0,1) is an explicit constant, see Grandell [21], Asmussen [3], Rolski et al. [45] and
others.

Assumption 2.4 implies that the claims Z; are ’light-tailed’ in the sense that the moment generating
function Mz(r) := Eexp(rZ;) exists for some positive 7. The case Mz(r) = oo for all r > 0 refers to
"heavy-tailed’ claims.

2.3.2 The Markov modulated model

Ruin probabilities in the Markov modulated risk model (or risk model in Markovian environment)
were treated by a number of authors: the upper 'Lundberg-type’ bounds were investigated by Bjork &
Grandell [8] and Grandell [21] using martingale techniques; the Cramér-Lundberg approximation based
on the Wiener-Hopf factorization technique is considered in Asmussen [2]. The Lundberg bound in this
section is taken from Grandell [21] (it also holds for a more general risk model with "Markov renewal
intensity’, see Grandell [21] p.105).

We adopt the notation from Section 2.2.2. Assume that ¢; = ¢, Fiz: = Fy for all i € E, and for some
e >0,

h(e) := /000 e dFz(z) — 1 < 0.
Let P’ be the matrix (py;) and diag(¢(e)) be the diagonal matrix (6;;¢;(¢)), where
¢i(e) :=Eexp (—ecf' + h(e)N'0")
and 0° ~ Exp(\/).

Proposition 2.5. Let ¢* = sup{e > 0: ||diag(¢(e))P”|sp < 1}, where || - ||sp is the spectral radius.
Then for any € € (0,&*) we have
P(z) < O =)™ 77,

for some finite constant C(e* —¢).

2.3.3 Random interest

The ruin probability for the risk process R* in (2.28) was investigated by Kalashnikov & Norberg [31].
In particular, they considered the case when assets may yield negative interest and found upper and
lower bounds for the ruin probability. They showed under certain Cramér type conditions that the ruin
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probability decays like a power function, and they determined upper and lower bounds for the probability
of ruin of Cramér-Lundberg type.

Let R* be the risk process defined by (2.28) and introduce a r.v. 8 which is exponentially distributed
with parameter A (it can be considered as a generic claim inter-arrival time r.v.). In what follows we
assume that

0
P <1)>0, P <eU9 <1, / eV du— 7, < 0) >0 (2.33)
0

This requires that the interest process U takes negative values with positive probability, and the later
condition holds if, for example, the claims Z; have infinite support.

Assumption 2.6. Assume that for some * > 0,
Eexp(—c*Up) =1 (2.34)

Condition (2.34) is called Cramér condition in Kalashnikov & Norberg [31] (for the risk process R*).
They proved the following result.

Proposition 2.7. Under the Assumption 2.6, condition (2.33), if the claims Z; have finite e*th-moment
and for some € > 0, Eexp(—(e* +&)Rp) < 0o, then for any 6 > 0 there exist finite constants Cy > 0 and
Cy > 0 such that

Crz7% 70 < ap(x) < Coz™= H9, T — 00,

f(x)
g(x) <L

where f(z) < g(x) means imsup,_,

The upper bound can be considered as an analogue of the Lundberg inequality. The lower bound
indicates that €* is the 'correct’ exponent.

Remark 2.8. Condition (2.34) is needed for the lower bound only. If (2.34) it is not satisfied, one still
has the upper bound, although, one cannot say that £* is the ”correct’ exponent (and not even that the
ruin probability has power law decay).

Remark 2.9. The result also holds if only capital in excess of a certain level x* is invested, and below
this level the ruin probability satisfies inf, <.« 1(z) > 0 (see Section 2.3 in Kalashnikov & Norberg [31]).
This is obviously the case in a risk model with borrowing.

Borrowing and interest. As it was mentioned in Remark 2.9, the result in Proposition 2.7 also holds
in the current situation with borrowing. However, if the interest is deterministic (or absent), this bound
is not satisfactory. The case U = 0 was treated in the previous section. The case U; = «t for some o > 0
was investigated by Embrechts & Schmidli [13]. They proved that, if

e* =sup{r: Eexp(rZ;) < oo} < o0, (2.35)

then for any § > 0,
lim (z)e® 0" =0, lim p(x)e " = oo.

U— 00 U— 00

Markov modulation and random interest. The decay of the ruin probability has not been inves-
tigated so far.



Chapter 3

Mathematical background

In this chapter we give the necessary mathematical background on which the results of the thesis rely.

Throughout the chapter (X, B(X)) denotes a measurable space on which all r.v.’s and processes are
defined. The collection of all measurable finite-valued functions on (X, B(X)) is denoted by F(X) and
M(X) is the space of finite signed measures. The positive elements in the corresponding spaces are
denoted by F(X)" and M(X)7, respectively.

3.1 Markov processes

Markov process play a very important role throughout the thesis. In this section we give the necessary
theoretical background from Markov process theory. While the terminology and results for denumerable
Markov chains (MC’s) (i.e. the state space X is countable or finite) can be found in many books, like
Feller [15], Kalashnikov [29] and others, the terminology referring to general MC’s (which means that
X C R*¥) is not unique. For general MC’s we refer to Borovkov [10], Meyn & Tweedie [38], Nummelin [40].
The most important results for our purpose are the stability results for the stationary distribution of a
MC given in Section 3.2.

Let X = {X,} be a P-measurable homogeneous Markov chain on (X, B(X)) with transition proba-
bility kernel P, i.e.,
P(X]H_l S |Xk = ac) = P(ac, )

The n-step transition probabilities P(X,, € - | Xy = z) are denoted by P"(z,), i.e.,
Pra) = [ PP dy Pl ).

Many properties (concerning ergodicity, finiteness of moments, etc.) of MCs can be proved by using
'local’ characteristics. Often such characteristics are formulated in terms of the generating operator.

Definition 3.1. The operator A : F(X) — R defined by Af(xz) = E, [f(X1)] — f(z) is called the
generating operator of the MC X. In the literature, A is also called the drift operator, cf., for example
Meyn & Tweedie [38]. If Af(z) is finite for all € X then f is said to belong to the domain of the
definition of A; we write f € D 4.

21
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An important tool throughout this thesis is Dynkin’s formula which we give next; cf. Kalashnikov [29]
for the proof.

Proposition 3.2 (Dynkin’s formula). If 7 is a stopping time w.r.t. the filtration generated by the MC
X such that E,7 < 0o, f € Dy, and for some constant v < 0o

sup B, | f(X1) — f(2)] < v,
zeX

then

> Af(Xw] :

k<t

Definition 3.3. The measure 7 € M(X)" is called invariant w.r.t. the Markov chain X if
m(B) = / 7(dz)P(x, B) for all B € B(X).
X

It is an invariant probability measure if it is invariant w.r.t. to X and 7n(X) = 1.
In what follows, we give some results about the existence of the invariant probability measure m and
the convergence of P" to w. Define
Tpi=min{k > 1: Xy € B} and 7, := T(;}. (3.1)
We will use the notation P, (-) = P(-|Xo = z) and E,(:) = E,(-|Xo = ).

Denumerable Markov chains

In this case the state space X is finite or countable. By p7, we denote the n-step transition probability
from state z to y, p;y = Pay.

The MC X is called irreducible if for any =,y € X there exists n > 1 such that py, > 0. The irreducible
MC X is called recurrent if for at least one state x € X,

P,(rp < o0) =1 (3.2)
If in addition

then X is positive recurrent.
The state x € X is called periodic with period d if

d=g.cd{n:pr, >0}

(g.c.d. stands for the greatest common divisor). If a state has period 1 then it is called aperiodic.

It is well-known that all states of an irreducible MC share various properties, for example, they all
have the same period and relation (3.2) holds for each z € X. If X is also positive recurrent then (3.3)
holds for each x € X.

Proposition 3.4. If X is an irreducible positive recurrent MC then there exists a unique invariant
probability measure 7. If X is also aperiodic, then pg, — m, asn — 0o.
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General Markov chains

Now we consider MCs in the space X C R¥.

Definition 3.5. The MC X is @-recurrent for o € M(X)" if
P,(tp < o0) =1 Ve e X (3.4)

for each B € B(X) such that ¢(B) > 0. If P, (75 < c0) > 0 then the MC X is p-irreducible.

The set A € B(X) is called an atom for X if there exists a measure v € M(X)" such that P(z, B) =
v(B) for all B € B(X) and z € A.
If X is gp-irreducible and ¢(A) > 0 then A is an accessible atom.

Proposition 3.6 (Meyn & Tweedie [38], p. 234). If X is p-irreducible and contains an accessible
atom A such that
EATA < 00 (3-5)

then a unique stationary distribution m exists.

Definition 3.7. A g-irreducible MC is called periodic if there exists a finite collection of disjoint sets
X, C X,i=1,...,dsuch that

(i) forxed;, P(z,Xy1)=1,i=0,...,d— 1(mod d)
(i) (X \U,4) =0,

The maximal number d satisfying the above conditions is called the period of the MC X. If d = 1 then
X is aperiodic.

The following proposition is taken from Borovkov [10], p. 17 .

Proposition 3.8. If the MC X is aperiodic and there exist a set V € B(X), a probability measure ¢ on
(X,B(X)), a number p € (0,1) and n € N such that

(D) Pu(ry <o0) =1, forallz e X,
(I) supgey Exmv < 00,
(IIT) P™(z, B) > pp(B) for allz € V and B € B(X),
then there exists a unique invariant probability measure m, and
1P"(2,) = 7()]| = 0 as n — ox. (3.6)

Here | P"(x,-) — n(-)|| := [, |P™(x,dx) — w(dzx)| is the total variation distance, see Section 3.5 for more
details.

Remark 3.9. A set V € B(X) satisfying condition (I) is called strongly recurrent (see Kalashnikov [29],
p. 153). In specific problems, this condition usually follows from condition (II), since one often obtains
bounds for E,7y for all z € X. In case that E,7y < oo for all z € X, the set V is called positive (see
Kalashnikov [29], p. 155).
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Remark 3.10. In order to prove conditions like (II) or (3.5), it is convenient to use test functions. The
corresponding results are given in Section 3.4.

Example 3.11. Let X be a reflected random walk given by the recursive equations
Xo =0, X1 = (Xn + 1)+,

where {n,}n>1 is a sequence of iid. r.v.’s with d.f. F,. If Em < O then the MC X has a unique
stationary distribution 7. This example is standard; we include a proof for the sake of illustration.

Proof. Take the probability measure ¢ on (Ri,B(R.)) which is concentrated at 0, i.e., p({0}) = 1.
Notice that X is p-irreducible since P(n; < 0) > 0 (see also Example 2.1 in Nummelin [40]) and that the
set {0} is an accessible atom.

In order to prove the condition (3.5) for A = {0}, notice that 70 = min{n > 0: 5, < 0} =: 7(5_00701

a.s., where S,, := 0y + -+ +n, and F,(r) = P(m < ), * € R. Denote by A the generating operator of
the MC {S,,} and apply Proposition 3.24 from Section 3.4 with the test function

o) = {(:c+5)+, x>0,

0, z <0,

where the constant € > 0 is such that ffz ydFy,(y) <0 (this is possible since En; < 0). For z > 0,

Agw) = [ @rernan) - @+
= —wroPm -G+ [ yaR)

IN

| varw <o

—€

When 2 <0, A%g(z) <E(e +m)+ < e. Thus, ET(S_OQO] =Ery < 0.

Proposition 3.8 yields that P™ — 7 in the total variation metric (take the set V"= {0}, then conditions
(I) and (II) are already proved and (III) holds trivially). O

3.2 Stability of Markov processes

This section is devoted to stability bounds for the stationary distribution of a Markov chain obtained
by Kartashov, see [35] and [34]. These results serve as the main source for the stability bounds of ruin
probabilities obtained by the MC approach.

First we need some results on the norms of the kernel operators.

3.2.1 Kernel operators and their norms

Let K be a kernel on (X, B(X)), i.e., for each fixed I' € B(X), K(-,I') is a measurable function and for
each fixed x € X, K(z,-) € M(X). A non-negative kernel with K(z,X) = 1 can be considered as a
transition probability kernel P of a certain Markov chain.
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One can associate the following two linear operators with the kernel K (z,T'). The first one is the shift
operator & which operates on the functions f € F(X) according to the rule

87(0) = [ ) Klzdy). we . (3.7
X
The other operator (denoted by &%) acts on the finite measures u € M(X) according to the rule
K () ::/ K(z,T)pu(dz), T € B(X). (3.8)
X
Assume that M C M(X) is a Banach space with a norm | - || satisfying the following consistency
with the order structure in M(X’) conditions,
il < llps +palls o, po € M7, (3.9)
= pal = lpa +pall,  for pn L pa, g, p2 € MF (3.10)
WX < kllpll, peM (3.11)

where M ™ is the positive cone in the spaces M, and & is a finite constant.
Introduce the dual space F to the space M where each element f* € F corresponds to a real-valued
measurable function f: X — R according to the rule

fWW=Aﬂ@MM) (3.12)

with finite norm
T su;>{‘j/ £ (@) u(dz)
X

Slightly abusing notation, the same symbol is used to denote norms in different spaces; the space we refer
to will be clear from the context. Let F' be the positive cone in F.
The operator £ corresponding to the kernel K such that £ M C M, has a finite norm

WMSLMGM}-

[8°)] = sup{ [ pll, [|ull <1, p € M},
and by the duality of the operators & and K" (see Kolmogorov & Fomin [36]),
[R5 = (18]

In order to derive stbaility bounds for ruin probabilities it will be natural to use the weighted total
variation norm || - ||, defined by

nmwAmw@mmmx (3.13)

where |p| is the variation of a measure u and w is a positive measurable function bounded away from 0.
This norm induces the following norm of the operators (see Kartashov [35, 34] or Meyn & Tweedie [38,
Section 16.1]),

ek (3.14)

[Rllw = [|R" ]| = sup
zeX
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and the norm of the functional f*: M — R, f* € F is

157 = sup, LU, (3.15)
zeX ’LU(:L')
The norm || - ||, satisfies conditions (3.9)—(3.11) with the constant x given by
1
0<kKk=sup —— < 00, (3.16)
zeX w(x)

see Kartashov [35, 34].

We are now in the position to state the stability bounds for the stationary distribution of a MC.

3.2.2 Kartashov’s results

Here we will give Kartashov’s results which are important for the thesis. We will also briefly discuss how
these results can be used in order to obtain the stability bounds for ruin probabilities.

As before, we assume that P is the transition probability kernel of a MC with a unique stationary
distribution 7.

We introduce the following conditions on P and 7:
There exist a probability measure v € M™ and a non-negative measurable function h € F(X) such that:

(D1) fooo h(v) w(dv) > 0 and fooo h(v) v(dv) > 0;

(D2) the kernel
K(v,T) := P(v,T') — h(v)v(T) (3.17)
is non-negative;
(D3) ||’]lw < p < 1, where R is the shift operator associated with the kernel K and w is a given weight

function.

We call (3.17) a decomposition of P into the components K, h, v.

The following result is proved in Kartashov [35, Theorem 8].

Theorem 3.12. Assume that a MC with transition probability kernel P and the corresponding shift
operator P satisfy the conditions (D1)—(D3) with the norm || - ||, and let |Blw < co. Then each MC
with the transition probability kernel P’ and the shift operator B’ such that

p

17
A= B =By < —L  =A 3.18

where p is from (D3) and k is given in (3.16), has a unique invariant probability measure 7',

Allr]l
Fgll, < 20w 3.19
e (3.19)
and the norm ||7||lw can be bounded by

7l
w < . 2
Il < 22 (3.20)
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Theorem 3.12 serves as a main source for the stability results. We will use its assertion in the following
simplified form.

Corollary 3.13. Under the conditions and with the notation of Theorem 3.12,

Allv]lw

(1= p)(Ar = A) &2

7" = 7l <

(1-p)? _
AT e =Dy - 2 (3:22)

The following example was considered in Kartashov [35, 34]. The stability bound for the ruin proba-
bility in the classical risk model immediately follows from this example, see Chapter 4.

Example 3.14 (Continuation of Example 3.11). Let X = {X,,} be areflected random walk satisfying
the conditions in Example 3.11. Its transition kernel P has the form

Pw,T)=Plv+m eT,v+m >0)+Pv+m <0)d(T), (3.23)

where dg(+) is the probability measure concentrated at 0. Thus, decomposition (D2) is given by the
function h(z) = P(x 4+ m < 0) and the measure v = dy.
If there exists € > 0 such that
Eexp(en) =p < 1, (3.24)

then condition (D3) holds in the norm || - ||, where w(v) = exp(ev), and with the same constant p, see
Kartashov [34], Theorem 8.1.

Application to the stability of the ruin probability problem

Inequality (3.22) can be regarded as a stability bound of the ruin probability in a risk model governed by
a parameter a: quantities with primes correspond to the perturbed risk model governed by the parameter
a’, and A measures the distance between the parameters a and a’. Then the inequality (3.22) provides
the stability bound in the weighted total variation distance (see Section 3.5) v(¢,9') = ||¢' — ¢||w. The
relation

[ =Yl < 19" =l (3.25)

yields bounds in the weighted uniform metric |¢)’ — 4|, which is more suitable for applications.

There are two technical problems associated with the application of Theorem 3.12 in ruin theory.

The first one is to prove that the Markov chain X obtained from the reversed process V' (see Section
2.1.1) satisfies conditions (D1)—(D3). The construction of a non-negative kernel K as in (D2) is not
very complicated if the MC X has an atom. In this case one can employ splitting techniques as in
Nummelin [40].

A more difficult problem is to prove that such a ’decomposed kernel’ K satisfies condition (D3). One
typically has to impose assumptions related to the Cramér condition of the corresponding risk model.
This typically implies an asymptotic upper bound for the ruin probability ¢ (u) as u — oo (for example,
exponential bounds in the case of the Sparre Andersen model or power law bounds in a risk model with
risky investments, see Sections 2.2.1 and 2.2.4). Thus, one can obtain ’sharper’ stability bounds (w.r.t.
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the comparison of the tail behaviors of ruin probabilities) by adjusting the weight function w to this
upper bound. This usually causes additional difficulties in proving (D3). Of course, the most interesting
case is when the asymptotic decay of the ruin probability is not known (as is the case in a Markov
modulated model with random investments, see Section 2.2.4). But even in this case one should seek
for the ”optimal” weight w (optimality is not well-defined here, but the imposed conditions might still
provide some intuition, see the discussion in Section 5).

Another problem concerns the right-hand side of the stability bound (3.19). In particular, the distance
between the governing parameters a and o’ is measured by the quantity A = ||’ — ||, which is very
inconvenient since it is not expressed directly in terms of the input. Note that Theorem 3.12 and also
Corollary 3.13 remain valid if one replaces A by any upper bound. This reduces the problem to the
following: we have to find an upper bound of A = ||’ — ||, which is expressed directly in terms of
the inputs a and a’. This can easily be achieved for ”simple” risk models, but in more complicated cases
various technical problems occur.

3.3 Regenerative processes. Stability bounds

Regenerative processes find their applications in many fields, like queuing, storage, reliability theory, etc.
In actuarial risk theory regenerative techniques were used by Kalashnikov [30] in order to obtain stability
bounds for the ruin probability. Parts of the thesis (Chapter 7) use ideas of Kalashnikov [30].

In this section we give the necessary definitions together with the stability bounds for the discrete-
time regenerative processes. Such bounds for discrete and continuous-time regenerative processes were
developed by Kalashnikov, see [25, 26, 27, 28, 29], and the references therein.

Consider a random process Y = {Y; }+er, where either T'= R or T = NU{0}, in a measurable space
(X,B(X)) together with an increasing sequence of finite random times S = {S,}n,>0 C T. Define the
shifts of (Y, S) by

&5.(Y,8) = ((V(Si +D)yer (k= S ) - (3.26)
Definition 3.15. The process (Y, .5) is said to be regenerative if
(i) 6g,(Y,S),i=0,1,2,... are identically distributed;
(il) &g,(Y,S5),i=0,1,2,... do not depend on

((Yt)e<sis S0, -, 50) - (3.27)

The sequence S is called a renewal process and the random times S; are renewal or regeneration epochs.
If T =Ry then (Y, S5) is a continuous time regenerative process; otherwise, if 7= N4 U {0}, then (Y, 5)
is a discrete time regenerative process. If Sp = 0 then the process (Y, S) is said to be without delay or
zero-delayed.

If instead of condition (ii) the weaker condition
(ii") &g,(Y,S5),i=0,1,2,... do not depend on

(Sos.-,S:) (3.28)



3.3. REGENERATIVE PROCESSES. STABILITY BOUNDS 29

is fulfilled, then the process (Y, .S) is called wide sense regenerative.

Example 3.16. A @p-recurrent MC X with an accessible atom A can be considered as a regenerative
process w.r.t. a renewal process S = {5} defined by

Sp =min{k : k> S,_1,Xs, € A},

(see Example 3.14, p. 27). Indeed, P(z, B) =: v(B) for € A and by the recurrence property the times
Sy, are finite, thus (X, S) is a regenerative process.
O

Until the end of this section, (Y, .S) and (Y, S") are discrete time zero-delayed (wide-sense) regenerative
processes; Y = {Y, }n>0 and Y/ = {Y, },,>0 with P, (:) := P(Y,, € -) and P/(-) := P(Y,, € ). The symbol
| - || will denote the total variation probability metric. Define

en = sup || P, — P, (3.29)
k<n
e = lim g,. (3.30)

Upper bounds of e, provide a finite-time comparison of the processes Y and Y’ and ¢ refers to the
uniform-in-time comparison, see [25, 28, 29] and the references therein. We are interested in the uniform-
in-time bounds which are somewhat delicate and use the notion of crossing of a renewal (or regenerative)
process.

Let S and S be copies of the processes S and S’ defined on the same probability space i.e.
Sis T ilg. (3.31)

Then the corresponding inter-renewal times have the same distribution function as those of S and S’, say
F and F’'. Set

o:=inf{ Sy >0: U (S = F;) , (3.32)
Jj=21
where 0 = oo if Sy, ;é?; for all j,k > 1.

Definition 3.17. A process (S, gl) satisfying (3.31) is called the crossing of the renewal processes S and
S’ and the r.v. o is the crossing time.

The crossing (S, Fl) is successful if P(o < 00) = 1.
Proposition 3.18 ([29], p. 222). If there exists a crossing time o such that
Eexp(Ao) < ¢y (3.33)

for some constant A\ > 0, then

<infde, + 29
m e — .
SN Aexp(At)
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Remark 3.19. In Kalashnikov [29] the above lemma is proved for

e =Y(+t)=Y'(-+1), and ¢ =supey,
>0

i.e. it deals with the total variation distance between the ”shifted” processes Y (-+t) and Y”'(-+t) instead
of the r.v.’s Y(¢) and Y’(¢). However, all the arguments in the proof remain the same if one substitutes

the r.v.’s by the corresponding processes. See also Theorem 1 in Kalashnikov [25] for a similar result.

Condition (3.33) holds if the inter-renewal time distributions Fs, and Fg; satisfy certain arithmetic
properties which we are going to explain now.

Definition 3.20 ([29], p. 181). The distribution p = {pi}r>1 of a r.v. in N belongs to the class of
uniformly aperiodic distributions U(N, «), where N € Nand 0 < o < 1, if

ged{n: pp>a, 1<n<N}=1. (3.34)
Proposition 3.21 ([29], p. 186). If Fs,, F's; € U(N,a) for some N € N and a € (0,1), and if
Eexp(AS1) <b,  Eexp(AS))} <b, (3.35)

for some constants A > 0 and b < 0o, then there exist constants A\ = A\(\, N, a) < X and ¢ = ¢(\,b, N, a) <
oo (they can be written in a closed form) such that

Eexp(Ao) < c. (3.36)
The following result is a straightforward consequence of Propositions 3.18 and 3.21.
Corollary 3.22 (cf.[29], p. 223). Under the conditions of Proposition 3.21 and if
en < an (3.37)

for some o € (0,1), then
e < halog (E) , (3.38)
a

where h = max(c,1/X).

Proof. From Propositions 3.18 and 3.21, it follows that for «/(Ac) <1,

« Ace
< =1 — . 3.39
e < g () (3.39)

If Ac¢ > 1, then the result follows because (a/Ac)log(Ace/a) is decreasing in Ac when «/(Ac¢) < 1.
Otherwise, if Ac < 1, (3.36) also holds with 1/) instead of ¢. Applying the same arguments as above
we obtain (3.38). O

The following example will be used later in the thesis.
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Example 3.23. Consider two MCs I = {I,},>0, I’ = {I] }n>0 with values in {1,2,...,m}, correspond-
ing transition probabilities ¢; = (g;;) and ¢; = (g;;) and the same initial state s. The n-step transition

probabilities are denoted by qz(") (q (n)) and ¢'; 1) = (¢ EJ )), respectively. We assume that
min{g;;, ¢;;} > ¢ > 0.

Then, for some constant h (it can be written in explicit form)

sup ol /") < hmaxlas o o (). (3.40)

when max; ||q; — ‘J;“ <1

Proof. The MCs I and I’ are also regenerative processes with regenerative state s and the corresponding
renewal sequences are the successive visits to the state s. The distributions of the inter-renewal times
51,57 belong to € U (1, ). We will prove the following:

k k
a) suppe, 168 — ¢P | < nmax; [lg; — d;
b) Eexp(ro;) < oo for r < —log(1l — q).

Relation a) follows by induction using the inequalities

Zlq("+1 ¢ Zq§Z)Zquj—q§cjl+Z|q§k 7 ”Zq’”

max [lgi — gl + ) a5 — a5
k

IN

IN

Now we will prove b). Since min;; g;; > ¢, we have that for any n € N,

P.o>n) =Py(l1 #s,...,I, #5) < (lfg)n

This yields b) for any 7 < —log(1 — ¢). Analogous results hold for the Markov chain I’. An application
of Corollary 3.22 with o = max; ||¢; — ¢|| yields (3.40). O

3.4 Test functions

The method of test functions (also called Lyapunov or trial functions, see Borovkov [10], Kalashnikov [23])
originates from the direct Lyapunov method and is widely used in the analysis of stochastic processes
(MCs, renewal, regenerative processes) and their applications (queuing systems, etc). Test functions are
used in different drift criteria for the positivity, recurrence, transience, regularity and other properties
of a MC; see Meyn & Tweedie [38], Borovkov [10] for these results and further references; accessibility
and non-accessibility criteria in terms of test functions can be found in Kalashnikov [29]. These results
have further applications in regenerative process theory, see Kalashnikov [28]. The stability of random
processes in queuing problems was investigated by Kalashnikov [23]. Thus, it is not surprising that test
functions also have applications in actuarial risk theory: a risk process can be recognized as a MC or a
regenerative process, see Kalashnikov [30].
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In this thesis, following the work by Kalashnikov [30], test functions in combination with Dynkin’s
formula will be used to bound the moments of the reversed process. But first, as promised, we give some
results on accessibility, which, together with Propositions 3.6 and 3.8, provide the ergodicity conditions
of a MC.

Recall from (3.1) that for any V € B(X), 7v = min{n > 0: X,, € V'}. The following proposition is
taken from Kalashnikov [29], Section 5.2. See also Borovkov [10], Meyn & Tweedie [38] for similar results.

Proposition 3.24. The relation E,7y < 0o holds for all x € X if and only if there exist a non-negative
test function g and a constant € > 0 such that

(i) Ag(x) < —e forxz € Ve,
(ii) Ag(x) < oo forz e V.
Then,

_g(ac) reVe
EzTV S € ’ ,

1+ %(g(x) + Ag(z)), xzeV.

The renewal sequence is often generated by the random times when a MC visits a certain fixed set V.
In such cases the following proposition helps to prove conditions like (3.35), see Kalashnikov [29], Section
5.2.

Proposition 3.25 ( [29], p. 115.). The expectation E, exp Aty, A > 0 is finite for any x € X, if and
only if there exists a test function g(x) > 1, x € X such that

(Z) Ag(z) < 7(1 - ei)\)g(x)i T € VC;
(ii) Ag(z) < oo, x € V.

Then,

VC
E, exp(Ary) < {g/(\ac), rers

3.5 Probability metrics

In this section we present some parts of the theory of probability metrics. This notion was introduced by
Zolotarev [52] in order to measure the distance between the probability distributions of random elements.

Let X be a set of random elements with values in a complete separable metric space (X, dy). Suppose
that if X € X and X =Y a.s. then also Y € X. For any X,Y € X we denote their joint probability
distribution by Pxy and the marginals by Px and Py, respectively. By Pxy we denote the set of all
possible joint distributions Pxy of random vectors (X,Y) with fixed marginals Px and Py. Introduce
P? = {ny,X,Y S X}

Definition 3.26. A non-negative functional d : P? — Ry U {0} is called a probability metric if the
following conditions are fulfilled:
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1. f P(X =Y) =1 then d(Pxy) = 0;

2. d(Pxy) = d(Pyx), for any X,Y € X;

3. d(Pxy) < d(Pxz)+ d(Pzy) for any XY, Z € X.

Probability metrics can be divided into the following two classes.

Definition 3.27. A probability metric d is simple if d(Pxy) is completely defined by the marginals Px
and Py. Otherwise, d is called compound.

In the case of a simple probability metric d we use the notation d(Pxy ) =: d(Px, Py). Also, if ¥ C R¥
(as it is in our case) instead of the probability distribution Py we sometimes write the distribution function
Fx.

Remark 3.28. We will sometimes write r.v.’s instead of their distribution as the arguments in the
probability metric (i.e., d(X,Y) := d(Pxy)). This is done for convenience quite often in the literature
(see Zolotarev [52], Kalashnikov [26], Rachev [44] and others), but one has to keep in mind that we are
dealing with the corresponding distributions.

We will use the following probability metrics later.

1. The total variation metric

|Px —Py| = sup |Px(B)— Py(B)
BeB(X)
_ % / | Py (dz) — Py (dz)| . (3.41)

2. The weighted total variation metric
1
1Px = Prllw =3 /w(x) |Px (dz) — Py (dz)|, (3.42)
where a so-called weight function w is measurable, positive and bounded away from 0. Further we

reserve the symbol w for the weight function and assume that it always satisfies these properties.
Sometimes it is required that w > 1 but we do not assume this unless stated explicitly. It will also be

convenient to write Var,, (X,Y) := |Px — Py |, for the weighted total variation distance between
the distribution functions Px and Py (and similar, by Var(X,Y) := |Px — Py| for w = 1), see
Remark 3.28.

3. The supremum metric, for X,Y € R,

|FX 7Fy| :Su£|Fx(:€) 7Fy(1')|. (343)
x€

4. The weighted supremum metric is given by

|Fx — Fyl|w = gsﬁlégw(xﬂFX(x) — Fy ()|, (3.44)

where w is a weight function.
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5. The uniform metric is defined by

i(Pxy) =P(X #Y). (3.45)
6. The probability metric )
i(Pxy) = ZE[w(X) + w(y) 1(X £ 1) (3.46)

is called the weighted uniform metric. If w = 1 then 4,, coincides with the uniform metric .

7. The (-metric is defined by a class of functions F C F(X),
((Px, Py; F) :=sup{[E(f(X) = f(Y))|: feF}. (3.47)

If one takes F = Fy := {f € F(X) : |f(x)] < 1}, then it is well-known (see Zolotarev [52]) that
¢(-; F1) is the total variation metric, i.e.

¢(Px,Py;F1)=||Px — Py|.

The metrics 1., 3., 5., 7. are well known in the literature and can be found in Zolotarev [52], Kalash-
nikov [28, 26], Kalashnikon & Rachev [33], Rachev [44] and others. The weighted total variation metric
was used by Kartashov [34, 35]; for more weighted metrics see Rachev [44].

Definition 3.29. Let d be a compound metric. The functional

d(Px, Py) = inf{d(ny) : Pxy € ny} (3.48)
is called the minimal metric with respect to d.

It is well-known that d is a simple probability metric, see Zolotarev [52] for the proof.
The following result can be found in many books and papers about probability metrics, for example
see Zolotarev [52], Rachev [44] and others.

Proposition 3.30. The total variation metric || - || is minimal w.r.t. the uniform metric i.

Recall that dy is a metric in X and define
T(ny;d)() = de(X,Y) (349)

It is a compound probability metric on the set of r.v.’s for which the quantity in (3.49) is finite. We also
introduce the set of functions

Fldx) :={f e F: |f(z) - fy)| < dx(z,y)}. (3.50)

Proposition 3.31 (Zolotarev [52], Theorem 1.3.3). The metric ((-;dx) is minimal w.r.t. 7(-;dx),
i.€.,

%(ny;d;\():C(Px,Py;]:(dx)), XY eX.
This yields the following.

Corollary 3.32. The weighted total variation metric ||| is minimal w.r.t. the weighted uniform metric

G-
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Proof. Let us choose the metric in X,

du(2,y) := 5 ((w(z) + w(y))1(z # y))).

N | =

By Proposition 3.31,
7(Pxy;dw) = ((Px, Py; F(dw)),

where the set of functions F(d,,) is defined in (3.50) with the metric dxy = d,,.

It remains to show that ((Px, Py; F(dy)) = |Px — Py ||l for all X, Y € X. Tt actually suffices to show
that the latter relation holds for all absolutely continuous distributions Px, Py with the corresponding
densities px,py. The general case follows by approximation.

Let us take the function f(z) = w(x)sign(px (x) — py (z))/2. Obviously, f € F(d). Thus,

(P PriF(d) = 5 [ (@) sign(ps(e) - pr(e)(ex (@) - pr(e)) do
0
1 o0
= 5 w@lnx@ = pr@)]da
= [Px = Pyllw.
This completes the proof. O

It often turns out that it is easier to deal with compound probability metrics than with simple ones.
The following property of minimal metrics will be used later in the thesis.

Example 3.33 (Zolotarev [51]). Let X = (X1,...,X,,) and Y = (¥1,...,Y.,) be two collections of
r.v.’s on X. Then,

Var(X,Y) <Y Var(X;,Y;). (3.51)

3

Proof. Using that Var =7 and
{X7£Y}C{X17éY1}U"'U{Xm#Ym}a
we have

Var(X,Y) <i(X,Y)=P(X £Y) < iP(Xn £Y,) = ii(Xn,Yn). (3.52)

These relation hold for any Pxy € Pxy. Let now Px,y, € Px,y,, where classes Px,y, are determined by
the marginals Px and Py. If we minimize (3.52) over the distributions []]" Px,y,, where Px,y, € Px,v;,
we obtain (3.51). O

Remark 3.34. Note that all the arguments in the example above remain also valid for the weighted
total variation metric || - ||, i.e.

Varw(Xv Y) S Z Varw (Xz; }/z)

for X and Y as in Example 3.33.
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Chapter 4

The Sparre Andersen model

This chapter is based on Enikeeva, et al. [14]. Using the MC approach based on the results of Kartashov
(see Section 3.2) we derive the stability bound for the ruin probability in the S.A. risk model from
Section 2.2.1.

The reversed process. Recall the risk process { Ry, },>0 defined in (2.19). It satisfies Assumption 2.1
with the governing sequence {c,} consisting of the i.i.d. r.v.’s o, = ¢0,, — Z,,. Thus, the construction
(2.14)—(2.15) is applicable and yields

Vn+1 = (Vn + Zn - Cen)Jr . (41)

The process V = {V,, }n>0 is Markov with shift operator

Bf(0) =Ef (v + 21 = cbr)) . (4.2)
From (2.16) and (4.1) we have
Y(v) = HILH;OP (Vo + Zp, — )y > ). (4.3)

The MC V possesses a unique stationary distribution by virtue of the net profit condition cE6,, > EZ,,
see Example 3.11.

The stability bound. Now we prove that the MC V satisfies the conditions of Theorem 3.12. This
will imply the desired stability bound for the ruin probability, see the discussion in Section 3.2.2. The
following assumption is related to the Cramér condition (2.30).

Assumption 4.1. Assume that there exists constants € > 0 and p < 1 such that
Eexp(e(Z, — cby)) < p. (4.4)

Note that (4.4) yields the net profit condition.

First we will prove the conditions (D1)—(D3) from Section 3.2.2. The decomposition (3.17) of the
transition kernel P is based on the following representation:

P, T)=Plw+Z,—cb, €T,v+ Zy — by, >0)+Pv+ Z,, — b, <0)0o(T), (4.5)
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where do(T") is the probability measure concentrated at 0. Thus, the kernel K in (3.17) is defined by the
function h(v) = P(v + Z, — ¢f,, < 0) and the probability measure v = dy. Take the weight function
w(v) = . Using condition (4.4), we have

I8llw = supe‘”/ eV K (v; dy)
v>0 0

— supe'E (es(wznfcen) 1(Z, — by +v > 0))
v>0

< EefBn—ctn) < p. (4.6)

Thus, the conditions of Theorem 3.12 are satisfied. The inequality

1B W e = supe / ¢V |P' (3 dy) — P(v; dy)|
v 0

< supe” (/ efWT2) | Fy (dz) — Fz(dz)|
v>0 0
= evt2) OO‘ (Y _ Q}
+/0 e FZ(dz)/O Fy (dc) Fy (dc)
= ||Fg — Fz|lw + Ee*? ||Fyr — Fy|| =: p(a,a’) (4.7)

yields the following result.

Theorem 4.2. Let the non-perturbed model governed by the parameter a satisfy Assumption 4.1. Then
for any a' s.t. p(a,a’) < (1 — p)?, where p(a,a’) is defined by (4.7) and p is from (4.4), we have

L )
|"/)a - "/)a/|w < . (48)
1—p (1=p)* = pla,a)
Proof. We apply Corollary 3.13. Trivially,
=sup —— =1 Soflw =1 Ay = (1—p)>.
r=sup iy T b 190/l = 1, 1=01-p)
Plugging these expressions in (3.21) and using | - | < || - [|» We obtain (4.8). O

Example 4.3. Let 6 and 6’ be exponentially distributed with parameters A\ and ), respectively, i.e., we
consider the classical risk model. Then, using

2

Fy — Byl <
| Fo HH_)\\/X

A =N, (4.9)

we obtain the stability bound (4.8) with

2

Z
u(a,a/) = ”FZ’ 7FZH’LU+E68 INVBY

A=\,



Chapter 5

The Markov modulated risk model

This chapter is based on Enikeeva et. al. [14]. We derive stability bounds for the ruin probabilities in
the Markov modulated risk model. Similarly to the previous chapter, we use Markov chain approach.

Recall the Markov modulated risk model from Section 2.2.2; the skeleton risk process {R,} is given
by (2.24). First we construct the corresponding reversed process {V;,}.

The reversed process. In order to define a reversed process we first introduce a MC I = {I,},>0
which may be considered as the 'reversed’ chain with respect to Z in the sense that I,, = Z_,. Thus, I

is a stationary Markov chain with state space E = {1,..., m}, transition probabilities
PjiT5 /Ty .] 7é 7:5
qij = { i3/ i T (5.1)
Diis J=1

and initial distribution {m;} as in (2.23) which is also the stationary distribution of I. The n-step
transition probabilities will be denoted by q(") = {ql( )} We assume that I is independent of the random

elements involved in the definition of R for all i € E.
Now, following the construction (2.14)—(2.15), we define the reversed process as follows,

Vi1 = (Vn + nln,ln+1)+, Vo =0, (5.2)

where B . 4
7]‘” = 5]'1'ZZ — Cial, i,] € E. (53)

The process
Wp=Vn,I,), n>0, (5.4)
is a MC with values in Ry x E, with shift operator
‘ﬁf(vai) ZQiiEf ((’U+Zz _Cz +a +ZQUEf U_CJ )+7j) (55)
J#i

and stationary distribution II. Existence of II will be shown in Chapter 7, see Remark 7.14. Relation
(2.16) yields

Y(x) = lim P(V, > ) Z/ TI(dy, i) (5.6)

n—oo
i€E
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The main assumptions. Denote by My: () := Eexp(eZ!) the moment generating function (m.g.f.)
of the claims Z! and assume that M: () < oo for some ¢ > 0 and all i € E. We introduce a matrix P(g)
with entries p;;(¢) defined by

g
)\1‘ + c;e

SEe—ceit —p N i
Dij Dij )\j T ng, J 7é )

pii Bes(Z' =eif) = p My, (e)

) =1,

pij(e) = pijEe" =

where the probabilities p;; are from (2.21). This matrix is positive and therefore, its spectral radius
[IP(g)||sp is equal to the maximal eigenvalue which is positive and denoted by d(g). Note that d(0) = 1.

Assumption 5.1. Assume that there exists a constant ¢* > 0 such that
[P(e")llsp = d(e") < 1.

Assumption 5.1 can also be expressed in terms of the embedded reversed process (V,I). We define
another matrix Q(e) with elements
guEesZ =0 G =,

ii(g) = qi;Ee® = ;
Qz]( ) qij {ql_] Ee—acjﬁj, ,7 7& i,

where the probabilities g;; are defined in (5.1). Evidently,
Q) =T 'P'(e)T,

where T' = diag(my,...,mmn), T~ ' is the inverse of T and P!(e) is the transpose of P(g). Therefore, the
maximal eigenvalue of Q(¢) is equal to d(¢). We denote by «(e) the eigenvector (column) of the matrix
Q(g) corresponding to the eigenvalue d(g) and by ¥ (¢) the corresponding eigenvector of P!(¢). Then

1e) = T717()

Denote by v;(¢) the components of the vector v(g). All these components are positive by the Perron-
Frobenius theory. For definiteness, let us assume that that v;(¢) = 1. Evidently, v(¢) is a continuous
function of e.

Decomposition. Now we will construct a decomposition of the transition kernel P of the MC (V,I)
and will prove conditions (D1)—(D3) on p. 26. We decompose P in the following way:

P((v,4); (T, 7)) = K((v,2); (I, ) + h(v,9) v(T, 5), (5.7)
where
h(v,i) = Hléﬂgl% r%iﬂglP(v + 7" — ;0" <0),
v(lhj) = do(D)m,

where d¢ is a probability measure on [0,00) s.t. do({0}) = 1. Conditions (D1), (D2) trivially hold. We
now focus on (D3).
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We would like to compare the ruin probabilities in a weighted metric with weight function
w(v) = exp(e*v).

Such bounds would follow from Kartashov’s results (see Theorem 3.12 and Corollary 3.13) and relation

(5.6) if ||R]|jw.. < 1 for a weight function W.«(v,7) = Cj;exp(e*v), where constants C; > 0. However,
KW _x (v)
Wa* (’U)
Therefore, it becomes necessary to consider a slight modification of W,«. Now we focus on the construction

of such function W.

one may only conclude from Assumption 5.1 that < p < 1 for large enough v (see Lemma 5.2).

For each € > 0, define a weight function W, by
We(v,1) = v;(e) e, v>0, i€ (5.8)
Lemma 5.2. Let Assumption 5.1 hold and take the constant € € (0,e*]. Then,

AW, (v, 1)
— L <y 5.9
2P W) = 9

where the constants V* = V*(e) < oo and p* = p*(e) < 1 are given in (5.11).

Proof. Since K < P, it suffices to prove that (5.9) holds with P instead of & From (5.5) we have

PBWe(v,i) = Zqz'ﬂj(E)EeXP (e(v+n7)y),
jEE

where the n/’s are given in (5.3). Using

¢ij Eexp (s(v + nij)Jr) < G (]EGXP (E(U + 5iij - Cjej)) + 1)

= qij(e) e + qiy, (5.10)

and taking into account that 3. gi;(€)v;(€) = d(¢)vi(e), we have

PW(v,1i) <
We(v,i) —

where 7(¢) := max; v;(¢) and y(¢) := min; y;(¢). Choosing V* as solution to the equation

@e—av* — 1 - d(E)
(e) 2
we prove (5.9) with
V*(e) = % log %, p*(e) = 1+Td(5) (5.11)

This completes the proof of the lemma. O



42 CHAPTER 5. THE MARKOV MODULATED RISK MODEL

Remark 5.3. It follows from the proof of Lemma 5.2 that for any 0 < ¢ < &* there exists V*(gg,e*)
such that
sup p*(e) < 1. (5.12)

e€leo,e*]

Furthermore, for all € € [gg, £*] there exists one V* = V*(gg, *) satisfying Lemma 5.2.

Lemma 5.4. Let Assumption 5.1 hold. Then there exist constants 0 < €, < &* and p.(¥) < 1 such that,
for any v >0,

KW, (v,1) _

— 7 < (D). 5.13

WLy < o

Proof. Using that Wy(v,4) = v;(0) = 1, we have

%Wo(’u, Z) _
Wo(’l),i)

This together with (5.7) yields

% —1- <minqi7> s(v),

where
s(v) = min P(v + Z'— 0" <0).

1€

Evidently, s(v) > 0 for any v > 0, and s(v) — 0 as v — oo.
It follows that (5.13) holds for £, = 0 and the left hand side on (5.13) does not exceed
1 — s(7) min s
i,jEE T

The continuity of ~;(r) with respect to r and Assumption 5.1 infer that relation (5.13) holds for some
positive (sufficiently small) €, and appropriate p.(9) < 1, which completes the proof. O

Take €* as in Assumption 5.1 and ¢, < &* from Lemma 5.4. Put

W (v,i) = v (r(v)) exp(r(v)v), v>0,i€E, (5.14)
where
r(v) = e + % X > 0. (5.15)

Evidently, 7(0) = e, and r(v) — €* as v — oco. Note also that the function r(v)v satisfies the Lipschitz
condition

|r(v1)vr — r(ve)va] < e vy — val. (5.16)

Lemma 5.5. Let Assumption 5.1 hold. If W is defined by (5.14) and (5.15), then |R]lw = p < 1 for
sufficiently small x > 0.
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Proof. Introduce the function
fuolz,i) = %(r(v)) exp(r(v)z), i€E, z>0, v=0.
Then,

- KW (v,1)
vzo,zpem W (v, 1)

ﬁ(fv + (W B fv))(vvi)

(1Rl

= su :
vZO,ZPGJE W(Ua ’L)
R(fv)(v,1) AW — fu)(v,i)
< sup DY gy BT Tl 5.17
- vZO,?G]E W(v,1i) vzo,?em W (v, 1) (5:17)

We will prove that for appropriately chosen x > 0, the first supremum in (5.17) is strictly less than 1,
and the second can be made arbitrarily small, implying the assertion of the lemma.

By Lemma 5.2 and Remark 5.3, there exist V* > 0 and 0 < p* < 1 such that

Rfv(v,7) <

sup :
icEw>v+ fol(v,1)

By Lemma 5.4, there exists 0 < p.(V*) < 1 and x7 > 0 such that, for all x < x1,

Rfv(v,1) .
su ———= < p(V7).
iE]E,'UI;V* fv(v; Z) P ( )

Thus, the first supremum in (5.17) is bounded by max{p*, p.(V*)}.
Now we turn to the second term in (5.17). Since K < P, we bound the following quantity.

- e—r(v)v
= (r(v)

where E, ; is the conditional expectation given Vo = v, Iy = i, and hence, see (5.2), Vi = (v +n'1);. It
follows from the Lipschitz condition (5.16) and Assumption 5.1, that for all x > 0, the right-hand side of
(5.18) is uniformly bounded. Thus, by Lebesgue’s dominated convergence theorem, the right-hand side
converges to 0 when x — 0 (recall that ~;(r) is continuous in 7). Thus, for any ¢ > 0, there exists y2 > 0
such that

‘I}(W - fv)(va ’L)
W (v, 1)

Eo,i |7r, (r(V2))e" VOV — o, (r(v))e" Y] (5.18)

“B(W B fv)(vvi)
‘ W) |0

for all x < x2,1 € E, and v > 0.

This yields that
[Rllw < max(p®, p (V")) + 6

for all x < min(x1,x2). Since d can be chosen as small as necessary, the lemma is proved. O
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The stability bound. We have proved that the decomposition (5.7) of the kernel P satisfies the
conditions (D1)—(D3) with weight function W defined in (5.14) and (5.15). Thus, Corollary 3.13 is
applicable to a MC (V,,, I,,). For the comparisson of ruin probabilities we will use weight function

w(z) = exp(*a),

where e* is from Assumption 5.1. Using the representation of the ruin probability (5.6) and the relation

€% — ey

X

v <

+ r(v)v,
we have

e — trlle = / €V tpa(dv) — i ()

S (E**E*)/X / T(v v |7/}a(dv) 7/)a (d'U)|
< oY / eV T (dv, i) — TI(dv, )|
i€k
6(8 *5*)/)(
_ — (5.19)

infge[a* ,£*] 1(5)

The quantity ||’ — B|lw can be bounded as follows:

> 55 (r(y))er @
v20 €E = Jo  i(r(v))er®)

Z/ "WV v Py 0); (dy, §)) — P((v,); (dy, 5))],

19" — Bllw |P'((v,4); (dy, 5)) — P((v,1); (dy, 5))|

Il
i
e}
:
%
ilng
S—

IA
;“
wn
jor}

S
B
]
2

U>0 1€k
where
su (e
T in?:ee[i*,,:*]];(i))' (5.20)
Now,
/OOO WY | P (0, d); (dy, ) — P(0,3); (dy, )| < laly — aigl Cig + 4l D,
where
Cij = SL;%)EeXp (r(v+08;27 — ;7)1 (v+ 827 — c;07) 1 — r(v)v),

Ay = sup / = o wy—r(w
v>0J0

P(v+ 827 —c;07 € dy) — P(v+ 06,27 — 0" € dy)|.
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The following bounds use the Lipschitz condition (5.16) and relation (4.9),

Ci; < supEexp (r(v+Z7)(v+ Z7) —r(v)v)

v>0
< Myi(e")
N Ci c/. A/. by
Aij < 2Myg;(e7) <A—J A )\—i> = | 0l P = Fzillw.
J j g 3

This yields,

B = Pllw < hvr?e%xzmgj_%j'MZj(E*)
jEE

+ 2h, ma ZM (") S A G2 A
max j A=) |-
Ve L4 AN
J
—|—h71¥1€aﬁx|\FZi — Fuillw
=: p(a,d), (5.21)

This leads to the following result.

Theorem 5.6. If the Markov modulated risk process satisfies Assumption 5.1 and £, > 0 is taken from
Lemma 5.4, then we have the following stability bound:

plaa) el ==X
o — Ya|lw < iVi\Ex),s 22
Ion =l = 20 B Smte) (522)

for any o’ s.t. p(a,a’) < Ag, where p is from (5.21), and Ag is from (5.24).

Proof. We apply Corollary 3.13 to the MC (V,,, I,) with weight funtion W. Using relations

llw = miyiles)

i€E
-1
L. < min ’y(s)> I
K = sup — < =T,
v>0,i€E W('U, Z) e€lew,e*]

we have the following stability bound for stationary distribution IT of a MC (V, I):

-ty < 2Bl L s, (5.23)
Ao — [P =Blw 1-rx
if the perturbed process (V’, I') satisfies
1— 2
1B = Plw < 1-p) =: Ay. (5.24)

T IR mi(es) — Dp
Bound (5.22) follows from relations (5.19) and (5.21).
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Chapter 6

Model with borrowing and
investments

In this section we obtain stability bounds for the ruin probability in the risk model with borrowing and
investments introduced in Section 2.2.3. We use the MC approach from Sections 3.2.

The risk process {R(t)}+>0 and the skeleton risk process {R,}n>0 at the claims occurrence times
{Tw}n>1 (Ro := R(0)), are defined in (2.26) and (2.27), respectively. Let 6 be a generic r.v. for the i.i.d.
claim inter-occurrence times 6; := T; — T;_1 (i.e., it is exponentially distributed with parameter \) and it
is independent of all other r.v. and processes of a risk model. In the rest of this chapter we require the
following to hold true.

Assumption 6.1. There exists ¢* > 0 such that
Eexp (—*Up) < 1. (6.1)

The condition (6.1) is related to the analogue of the Cramér condition 2.6 and will be discussed and
illustrated by some examples in Section 6.4. At this stage we only use that (6.1) implies

lim U; = o0 a.s. (6.2)

t—o0
Indeed, the relation

Eexp (—elUp) = / e MEe=eUr dt < 1
0

can only hold if Ee~¢Y* < 1 for some ¢t > 0. Then, by Jensen’s inequality, e Y+ < 1, which yields
EU; > 0. The strong law of large numbers and the stationary independent increments of U imply that
1imtﬁoo Ut = o0 a.s.

In order to carry out the construction we first introduce another process X, which is closely related
to the risk process R.
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Process X. In the construction of the reversed process and in the further investigations we will rely
on the properties of the process X which is defined by the same assumptions (C1) and (C2) as the
risk process R with the exception that the accumulated claim amount process is identically equal to 0
(i.e. we assume zero claims for the process X). It is convenient to define X on the whole real line, i.e.
X = {Xi}1er (this will be useful when constructing the reversed process, see Section 6.1). For this reason
we consider the claim occurrence times sequence {T;};>1 as a part of the increasing sequence of random
times in R, {T;}iez, such that

0, :=1T; — Ti—1, 1€ Z, (63)

are i.i.d. exponentially distributed with parameter A, and T3 = min{7;, T; > 0}. Then, the Poisson
process {N;} in the condition (C1) is given by

Ny =max{i: 0 <T; <t}
We first describe the paths of the process X. Conditions (C1)-(C2) imply that X has different path

behavior in the regions [0, d), [d, D) and [D, 00). Therefore, we describe the process X through processes
X', X? and X3, which are defined as follows. For fixed v > 0 we define

L) = eV |v— c te_U“ U ; .
X; (v) ( D+ /0 d)++D, (6.4)
X2(v) = v+et (6.5)
X} (v) = wexp(Bt). (6.6)

Here v plays the role of the initial value at time 0. If the process X ever assumes values in the regions
(0,d], (d, D] and (D, oc], then it behaves as X2, X2 and X! in the corresponding regions. Relations (6.2)

and {—Uy}u>o 4 {U_v}us0 (g stands for the identity of the finite-dimensional distributions) yield

t

. lim e Vidu=—oc0 a.s. (6.7)
——00 Jg

implying that for any v > D, lim;_,o, X} (v) = 0o a.s. and that the following r.v. is well defined and
7(v) :=sup{t : X} (v) < D} > —o0 a.s. (6.8)

Thus, the process X assumes values in the mentioned above regions a.s.

The dynamics of the process X can be seen from the stochastic differential equation,
dXt = (Xt - D)+d0t - (d - Xt)+ﬂdt + Cdt,

where )
dU; = dUf + UL + (eAVr — 1) (6.9)

and U¢, AU and [U] are the continuous part, the jump part and the optional variance of the process U
respectively.
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Similarly to (6.4)-(6.6), we introduce processes (&,X;) (v) which depend on the shifted process
(Usqt — Us), where s € R is fixed,

t
(6:X}) (v) = eVsr=ls (v - D+ c/ e~ WUetu=Us) du) + D, (6.10)
0 +

and (6,X7) (v) = X7 (v) and (6,X}) (v) = X}(v), because X2 and X* do not depend on U. Obvi-
ously, ((‘50th) (v) = X}. These equations define the process (&,X;) (v), and because of the stationary
increments of U,

{(6.X) ()} £ {X,(v)}, seR

Therefore, we write X;(v) suppressing the shift S, for identities in distribution.

Lemma 6.2. Let X' be defined by the same equations as X, with U replaced by an independent copy U’.
Then, for any s and t with s-t > 0, we have

Xt (0) = (8.X0) (X.(0)) £ X{(X,(v)), (6.11)

Proof. Relation (6.11) holds for the deterministic processes X2 and X3. It only remains to prove that

X1 satisfies (6.11) for v > D and s,t such that X} > D for all u € [0,s + t] (or u € [s +t,0], if 5, < 0).
For such v, s,t we have

t s
Xsl+t(v) = Us+t= Ut gl (v - D+ c/ e Ve du + c/ e Uttu du> +D
0 0

t s
— eUert*Ut <€Ut <'U _ D + C/ e*Uu du) :l: D + C/ e*(UH»u*Ut) du) —+ D
0 0

eUs (th(v) —D+c/ e Uu du) +D=X, (X)),
0

where {U/} < {Uits— U} < {U;} and U’ is independent of U; and therefore is independent of X!(v). O

Let us return to our risk process {R,}. It satisfies the following recursive equation

Ry=u, Rn=6r,_,Xo, (Ru_1)—Zn, n>1. (6.12)

6.1 Reversed process
The construction (2.14)—(2.15) is applicable to the risk process {R,} defined in (2.4) with

On = (ena s {UTnfl‘i’u - UTn—l)}uE[O,Qn,))a

and the function F' defined by the right-hand expression in (6.12). Let us consider G;X; as a function,
which for every v > 0, 6,X; : v — 65X (v). It then follows from the definition (6.10) that &1, X g, is
the inverse function to &1, , Xy, . Therefore,

R,_1 = 6TnX_9n (Rn + Zn) (613)
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The process X is non-negative and, therefore, the construction (2.14)—(2.15) together with (6.13) gives
us the following reversed process,

Vo = 0,
V, = GTHX—Hn(Vn—l'i_Zn); (614)

which satisfies the relation (2.16).
Since {o,} is i.i.d., the sequence {V,} constitutes a homogeneous Markov chain. Because of the
negative drift, the Markov chain {V,,} has a stationary distribution given by

m(z) = lim P(V, <z)=1-19(x), (6.15)

n—oo

see (2.16). We denote the transition kernel and the shift operator of the Markov chain {V},} respectively
by

P(v,T) =
Bf(v)

( n+1 €F|Vn:7}):P(X—9('U+Z)EF)a (6'16)

PV,
/o f(@)P(v,dx)) =Ef (X_g(v+ 2)), (6.17)

where f is any measurable function. Given a non-negative kernel K, the corresponding shift operator &
is defined analogously to (6.17) with P replaced by K.

By virtue of (6.15) the problem of stability of the ruin probability is reduced to the stability of the
stationary distribution 7 of the MC {V,,}. Similarly to the two previous chapters, we would like to apply
Kartashov’s result from Section 3.2.2. Thus, our aim is to prove that the MC {V,,} satisfies conditions
(D1)-(D3). Assumption 6.1 will be crucial in the proof of (D3).

6.2 Decomposition of the kernel P

In this section we construct a decomposition (3.17) of P into K, h,G such that K > 0. As we have
assumed positive claims Z;, it follows that there exist ¢ > 0 and 0 < z; < 2o < oo such that

Fy(z2) — Fz(21) > q. (6.18)
Let dx = min{d, z1}. For every v > d,, 6*(v) is the unique solution to the equation
X_g*(v) (’U) = d* (619)

For v < D, 0,(v) is a deterministic strictly increasing function of v, which is easy to see from (6.5) and
(6.6). For v > D, we have X_g_(,)(v) = X_g.(p) (X;()(2)), where 7(v) is defined in (6.8). It follows
from (6.11) that 6.(v) = —7(v) + 0.(D). This proves the existence and uniqueness of 6, (v). Also, 6.(v)
is increasing in v as 7(v) is decreasing (see (6.8) and (6.4)).

The decomposition of the transition kernel P in (6.16) is based on the fact that for any initial value
v > 0 at time n > 0, the distribution of V41 has a strictly positive density in the interval (0, d.).

Lemma 6.3. Let v > 0 and T' C (0,d.). Then the transition kernel P satisfies the relation

P(v,T) > h(v)G(T),
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where
h(v) = qP(0 > 0.(v+ z)), (6.20)
is a positive function, and G is a probability measure on (0,d.) given by
GT) = P(X_g(dy) el). (6.21)
The value q is defined in (6.18), and the r.v.’s 8 and 0,(v + z3) are independent.

Proof. Let v >0 and I C (0,d,). From the definition (6.16) of the transition kernel P,

P(u,T) = P(X_g(v+2)eT)
P(X_g(v+2)eT,Z € [21,22) + P(X_g(v+ 2) €T,Z ¢ [21,22))
g inf P(X_p(v+2z)el)

z€[z1,22]

Y

g inf P(X_g(v+2)el0>0.(v+2)P(0>0.(v+2)), (6.22)

z€[z1,22]

where the latter equality follows from the relation {X_g(v+2) € T} C {0 > 0.(v+2)} for any z € [z1, 22).
Provided that 6 > 0, (v + z) we have from (6.11)

X_oplv+2) = X—G’—G*(U-i-z)(v +2)

L X g (X g (orny (v + 2))
X! g (dy),

where ' := 6 — 0.(v + z) and by the lack-of-memory of the exponential distribution, §’ and 6. (v + z) are
conditionally independent and P(G' <z|0>0.(v+ z)) = P(6 < x). Hence, the latter together with
(6.22) and using that 6. (v) is increasing in v, yields

P(w,I) > qP(X'4(d)€l) inf P(§>0.(v+2))

2€[z1,22]

= qP(X'4(d) €T)P(O > 0.(v + 22)),

This proves the lemma. O

6.3 Deterministic investments

In this section we obtain stability bounds for ruin probabilities in the special case when the Lévy process
degenerates to a drift function, i.e.
U = at, a > 0. (6.23)

Assumption 6.1 now trivially holds. In this case the behavior of the ruin probability was treated by
Embrechts & Schmidli [13], see Section 2.3.3.
In the following we assume that there exists €* > 0 such that

Eexp(e*Z) < cc. (6.24)
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Under this condition the ruin probability has exponential decay as u — co. From these results it seems
reasonable to compare the ruin probabilities in a weighted metric with weight function

w(v) = exp(ev)

where € < e*. If ||R]| < 1, then Kartashov’s results (see Theorem 3.12 and Corollary 3.13) are applicable
and the stability bounds for the ruin probability follow. However, one may only conclude from condition
(6.24) that TJ((J;) < p < 1 for large enough v (see Lemma 6.13 in the Appendix 6.5.1). Therefore, it
becomes necessary to consider a slight modification of w.

Lemma 6.4. Let Eexp(e*Z) < oo and fix a positive € < €*. Then there exists a function wy depending
on € which satisfies
wp(v) < exp(ev) < eyywo(v), Yo >0, (6.25)

for some constant c,,, > 1, and
[Rllwo = p < 1.

The construction of wy and the explicit value of ¢, are given in Appendix 6.5.1; see in particular
Lemma 6.15.

Now, by virtue of Corollary 3.13, we obtain stability bounds for the ruin probability with weight
function wp. Relation (6.25) provides the desired bounds with weight function w. For the sake of
simplicity and illustration we focus on stability bounds with respect to the parameter a = (A, Fz)
keeping «, § and c fixed. Bounds with respect to all parameters can also be obtained. This, however, is
technically more involved; see the discussion in Section 6.6.1.

Let

pa,a’) = ||Fz = Fgllg + hald = X, (6.26)

where

fola) = e and hy = MLA (Efo(Z) + Efo(2)).

Theorem 6.5. Let Eexp(e*Z) < oo, Eexp(e*Z') < 00 and fiz e < e*. Take p and wo as in Lemma 6.4.
If

1— 2

A-p° _ Ao,

/ _—
wla,a") < T (e — 1)

then the following stability bound holds
cwp€®®  p(a,a’)
(1—p) Ag—p(a,a)
Proof. Lemma 6.22 in Appendix II yields the inequality
1Ba = PBarlwe < pla,a). (6.28)
The constants x and ||G||., (see (3.16) and (6.21)) can be bounded as follows
1

v>0 Wo (V)

W}a - wa’ |w < (627)

=1,

1Clly = / wo(v) Gldv) < exp(ed.).
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This together with (6.28) and Corollary 3.13 yields

, et p(a, a’)
%" = Pllw, < 07 B plaa) (6.29)

From (3.25) and (6.25),
[Ya = Yarlw < Cuwp [[Ya = Yar[wo-
Now (6.27) follows from (6.29) and the latter inequality. O

6.4 The general model

In this section we consider the general model, where U is a Lévy process satisfying Assumption 6.1.
Additionally we assume that
EZ® < oo, (6.30)

where £* is as in (6.1).
To illustrate Assumption 6.1 we consider two examples.

Example 6.6. Let

Uy = at + ZaiPt()\i), a>0, eR, i=1,...,m, minaq; <0, (6.31)
1 K2

where P;();) are independent Poisson processes with parameter \;. Denote

g(e) = —ea + Z Ai(e7FY% —1). (6.32)
Then
* * A
Eexp(—e*Uy) = Eexp(fg(c¥)) = o)

From ¢(0) = 0 and ¢”(¢) > 0 it follows that there exists £* > 0 such that relation (6.1) holds if and only
if ¢’(0) < 0. Therefore, Assumption 6.1 holds if and only if

a+Y ki > 0. (6.33)
1
Example 6.7. Let
Ut =at+ O'Wt, (634)

where W is standard Brownian motion and ¢ is a positive constant. In this case,

A
A—(e*0)2/2+ e*a’

Eexp(—c*Uy) = Eexp (0((c*0)*/2 — %)) =

Assumption 6.1 holds if and only if a > 0. In this case, e* < 2a/02.
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The weight function
w(v) = (1+v)°

with € < €* seems reasonable for the tail-comparison of the ruin probabilities in this case. However, we

cannot expect that |||, < 1 holds for this function: Assumption 6.1 together with the condition (6.30)

yields va(ss) < p < 1 for large enough v (see Lemma 6.19). Similarly to the model with deterministic

investments, we consider a slight modification of w.

Lemma 6.8. Under Assumption 6.1 and condition (6.30), for any fixed ¢ < £* there exists a function
wy which satisfies

wy (V) < (1 +0)° < ¢y wi(v), for allv >0, (6.35)
for some constant ¢y, > 1, and

[&llwy = p < 1.

The construction of wy and the explicit expression of ¢,,, are given Appendix 6.5.2; see in particular
Lemma 6.20.

Now Corollary 3.13 together with the inequalities (6.35) provides the following stability bound. The
proof is analogous to the one of Theorem 6.5. The non-perturbed model is governed by the parameter
a = (\c¢ Fz,B,ay), (where ay stands for the parameters governing the process U), and all quantities
with primes refer to the perturbed model governed by the parameter a’.

Theorem 6.9. Let EZ° < oo, E(Z')¢ < 0o and wy be as in Lemma 6.8. Assume that u(a,a’) satisfies

1B = Bllw, < pla,a). (6.36)

and

/ (1 *p)Q .
pla,a’) < TF (A fd)—Dp Ag. (6.37)

Then the corresponding ruin probabilities satisfy

(4 do)ew  plad)
1—p  Ag—pla,a)

[V — Yar|w < (6.38)

We conclude this section with two examples illustrating the use of Theorem 6.9.

Example 6.10. Let U be the process in (6.31) satisfying the condition (6.33). We assume that
the parameters ¢,a and «; are fixed and, therefore, not included in the governing parameter a =
(M AL,y Am, Fiz, B). In this case the inequality (6.36) is fulfilled for

AN
pla,a’) = hxa]A = N[+ hg }B 5

+hz||Fz — Fgllp JrZhMP\i - Xl
1

Explicit expressions for hy, hg, hz, hy; and the function f; together with the proof are given in Appendix
6.6; see in particular Example 6.24.

Example 6.11. Let U be defined by (6.34). Define the governing parameter as a = (A, ¢, Fz, 3, a, 0).
Assume that parameter a’ satisfies

o 20 2 o2 co 1
g > max (; —/ = = (—) , O) and — > 7 (6.39)
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Then Theorem 6.9 holds with & < 2min(a/0?, o/ /0’?) and

AN AN
pad) = hocl= = 1+ hs |5 = 5|+ hallFe = Fyly,
« o N c |
+h/aa' 2 0_/2 + hAa ; - ? + hca ; - ? 5 (640)

where 0 < 6 < 1/2, and the constants are given in the proof of Lemma 6.29.

6.5 Appendix I

6.5.1 Construction of the weight function in the deterministic model

As promised in Section 6.3, in this section we construct a weight function wg which satisfies relation
(6.25) and

RKwp (v)
Allwe = su <p<i, 6.41
18, = sup 2250 < (6.41)

in the particular case where U; = ot.
First, we prove an inequality which will be used later in the proofs.

Lemma 6.12. For any € > 0 such that Ees? < oo,
B exp(ev)

exp(ev)
where the shift operator B is defined in (6.17).

<E [exp (ev(e™® —1))] E[exp (e(Z+ D)) }, v >0, (6.42)

Proof. We first prove two inequalities,

X_t(v)
X_t(v)

v, (6.43)

<
< D4ve @ (6.44)

for t,v > 0. For U; = ot the process X which coincides with X!, X2 and X3 in the corresponding regions
(see (6.4)—(6.6) and the discussion afterwards) is deterministic. Relation (6.43) is immediate.

Recall 7(v) from (6.8). Inequality (6.44) is valid for v < D, and for (v > D and —t < 7(v)), because
in this case X_;(v) < D. For (v > D and —t > 7(v)),

—t
X 4(v) = e ™ (v - D+ c/ e du) +D
0
< e “y4+ D,
and thus, (6.44) holds.
Now, by (6.17),
Pexp(ev)  Eexp(eX g(v+2))
exp(ev) exp(ev)

L N B
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By (6.44),

o (Xe(v +2Z) 1>

D —alb
€v< +e (erZ)l)
v+ Z

v+ Z

< eD+ev (e_a‘g -1),

and by (6.43),

X_g(’U + Z)
v+ Z

This together with (6.45) yields (6.42). O

ez <eZ.

Inequality (6.42) is the basis for the next result.

Lemma 6.13. Let Eexp(e*Z) < oo for e* > 0. Then
(i) there exists V < oo such that

sup sup ¥ exp(ev) <1. (6.46)
cel0,e*]v>V  exp(ev)

(i) for any 0 < e. <e&* and any p* € (0,1) there exists V* = V*(e,, p*) < 0o such that

sup sup M S * (647)
e€les,e*] vV eXp(Ev)

The constants V' and V* are given by (6.52) and (6.53).

Proof. Relation (6.42) and inequality

Eexp (sv(e_o‘e -1) = (/ / ) e M exp (sv( 1)) dt

= e e Mexp (ev(e™ = 1)), (6.48)
for any t > 0, yield
Lif;?ﬁi;’) < [1— e (1 —exp (v ~ 1)))] Eexp(e(Z + D)) =: /(). (6.49)

Set 7 < 1 and consider the conditions under which f.(v) <, i.e.

—t —at n —At _
e exp (sv (e 1)) < Eep(e(Z £ D)) +e 1. (6.50)

The latter is only possible if the right-hand expression is positive, which is equivalent to
1 Ees(ZJrD)
< " log (71[565(2‘*’3) — 77) .

1 Ees(ZJrD) -

Take



6.5. APPENDIX I o7

where 7 € (0,7). Inserting this in (6.50) we see that (6.50) holds for any v > V = V (¢), where

vy — (1 (B = AT 1, (EetD)
(e)={1~ Ees(Z+D) _ Z o8 p” :

‘We now consider two cases.

(i) Let n =1 and take v = e~¢. This yields (6.46) with

-1

Ees" (Z2+D) _ 1 a/x 1 Fec(Z+D+1)

Vi= sup V()= 1—< (iZ ) _*> sup og( ¢ ) (6.52)
e€(0,e*] Ees™(Z+D) — ¢ e€(0,e*] €

(ii) Set n = p* <1 and take v = p*/2. This yields (6.47) with

-1
) Ees" (2+D) _ /A 1 ORes (Z+D)
vie(1- (]E e a— ) ~log (7) : (6.53)
e p*/2 Ex p

This completes the proof. O

Lemma 6.14. Under the conditions of Lemma 6.13 there exist eg = €o(V) > 0 and po = po(V) < 1 such
that

sup sup Rexp(ev) < po. (6.54)
c<cov<v exp(ev)
Proof. By definition of K (see condition (D2)), for any & < &* and v > 0,
d
Rexp(ev) = Pexp(ev) — h(v)/ exp(ey) G(dy). (6.55)
0

We choose the specification of h and G as in (6.20) and (6.21). In particular, G is a probability measure
on [0,d.]. Since h is positive and monotone decreasing to 0, it follows that for any v <V and e < &*,

RKexp(ev) < B exp(ev) h(V)

exp(ev) T~ exp(ev) exp(e*V)’

From (6.42) and since Eexp (ev(e™® — 1)) <1
P exp(ev)

exp(ev)

< Eexp(e(Z + D)).

Since the right-hand expression converges to 1 when e — 0 and h(V') > 0, we can choose g € (0,*) such
that

Eexp(eo(Z + D)) <1+ %%

The last three inequalities give that (6.54) holds with
1 h(V)

1
po 2 exp(e*V)
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The weight function wp is given by the following construction. Let 9 be from Lemma 6.14. Fix
g« € (0,60) and € € (e,,€*). For any x > 0 define

(xlog(1+wv))AC

= & *— e , v>0. 6.56
r(v) et (e —e )1+(xlog(1+v))/\C Y (6.56)
where .
C=——7. (6.57)
e* —¢
We define the desired weight function by
wo(v) = exp(r(v)v). (6.58)

Lemma 6.15. Under the conditions of Lemma 6.13 there exists x > 0 such that |&lw, = p < 1.

Proof. Write
fo(2) = exp(r(v)2).
Then,
Ruwp (v)
v>0 wo(v)
_ R(fo + (wo — fu))(v)
= sup
v>0 wo(v)
(Rfv)(v) R(wo = fo)(v)

We prove that for appropriately chosen , the first supremum in (6.59) is strictly less than 1, and the
second one can be made arbitrarily small, implying the assertion of the lemma.

[[Rl]wo

(6.59)

We first prove that for some p; < 1 to be specified,

sup Bfo)(v) < p1. (6.60)

>0 fo(v) T

Let V be as in Lemma 6.13 and take eo(V'), po(V') as in Lemma 6.14. For e, € (0,¢¢) take V* = V*(e,, po)
as in Lemma 6.13. Without loss of generality we assume V* > V. Now we require x to be such that
r(V*) < g, which follows from

xlog(1+ V™)

rV) S et (& e e v S

£0-

The latter inequality is equivalent to

€0 — Ex
(e* —go) log(1 + V*)’

X <x1:=

Because r(v) € [e,,e*] for any v > 0, we have that
I K (v, dy)esy

(Rfo)(v) Jo~ K(v,dy) fu(y) su 0
L) T R LT e
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This, together with Lemma 6.14 yields
(Rfo)(®) Ret”

sup < sup sup
o<v fo(v) c€[0,50] vV €77

< po-

Similarly, by Lemma 6.13,
(Rfv)(v) Re"

sup < sup sup
v>V* fv(v) e€les,e*] vV ey

< po.

And finally, equality (6.55) yields that for any v € [V, V*],
(Rfo)(v) Ret" h(V*)

— < sup <1l——
fu(v) ecl0,e] €Y eV

” :max{po,l_ﬂ}

exp(e*V'*)

Thus, (6.60) holds with

This proves (6.60).

Now we turn to the estimate of the second term in (6.59). We will prove that for sufficiently small
x > 0, the quantity

R(wo — fo)(v)
v fo(v)

becomes arbitrarily small. Since the kernel K < P, and r(y) is an increasing function, it follows that
/ K (v, dy) (er(y)y _ er(v)y)

0
/ P(v, dy) (eT(y)y — eT(v)y)

- F |:(€’I‘(Vn+l)vn+l _ er(v)Vn+1) 1 (Vn+1 > U) |Vn -

(6.61)

R(wO - fv)(v)

IN

Using that e”®)¥ — e"()¥ ig an increasing function of y, together with the inequality
X ov+2)<v+Z+D,

we conclude that for any A > 0,

_ A 0 r(v+z+D)(v+z+D) _ _r(v)(v+z+D)
Alwo — f)()  _ ( [+ ) e 0Py (2)
0 A

f'u(v) er(v)v

Choose x so small that
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where C' is defined by (6.57). Notice that

d

. (r(v)v) < x(e" —ex) +r(v). (6.63)

The right-hand side is less or equal than €*, and so r(v)v is Lipschitz with constant e*. Applying this to
I, we obtain that for any d2 > 0 there exists A = A(d2) such that

12 S / 68*(D+z) sz(Z) S 62.
A

Since L (r(v)v) is increasing in v, (6.63) together with a Taylor expansion argument gives

rv+z+D)v+z+D)<rwv+ (x( —ei)+r(v+z+D))(z+ D).

Inserting the latter inequality in I, one obtains

I

IN

Aem(@)(A+D) (ex<e*fs*><A+D>e<r<v+A+D>fr<v>><A+D> _ 1)

IN

Aes(A+D) (ex(a*—a*)(A+D)(1+log(1+A+D)) _ 1)

The last expression is less than any fixed d; > 0 for xy < x3, where

log (1 +e~=(A+DP)g, /A)
(e—e)(A+D)(1+1og(l1+ A+ D))

X3 =

The theorem is proved if we choose §; and d5 such that p; + 1 + d2 < 1, and x = min{x1, x2, x3}-
Finally, the function wq satisfies the desired property

€’ < cuwowo(v), for all v > 0,
with o

Cuwy = (€* —&4) T C(ec/x —1). (6.64)
This concludes the proof of the lemma. O

6.5.2 Construction of the weight function for the general model

In this section we will construct a weight function w; satisfying (6.35) and such that

Rwi (v)
w1 (v)

for the general model, i.e. U is a Lévy process satisfying Assumption 6.1.
We prove an inequality which will be used later in the proofs.

[R]w, = sup <p<l, (6.65)

Lemma 6.16. Let ¢ > 0 be such that EZ® < oco. Then, for v > 0,

(e bl )] ew
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Proof. First, we prove that for every ¢t > 0 and v > 0,
X_¢(v) <D+ (1 +v)eV-. (6.67)

It holds trivially for v < D and (v > D and —t < 7(v)), because X_;(v) < D in this case. So we consider
the case (v > D and —t > 7(v)), where the process X coincides with X' and by (6.4),

—t
X_(v) = V- (U+D+C/ e—Uudu)+D,
0

from which (6.67) follows. Notice that

PA+v)F E (1 +X_9(’U+Z))E

(1+v)* 14w
1+ X gw+2)\° (14+v+2\°
= E . 6.68
K 1+v+ 72 1+ ( )
By (6.67),
€
VX o+ Z)\ (14D N (15D )
1+v+ 27 14w 14w
The latter inequality together with (6.68) leads to (6.66). O

Lemma 6.17. Let Assumption 6.1 hold with €* > 0 and assume that EZS < oo. Then there exists

V < oo such that
P +v)*
sup sup ——— <
e<er o> (140)°

Proof. For e € (0,&*], by (6.66) and Lyapunov’s inequality,

e ol (k)
<E

* * e/e”
1+ D c Z \°
i + e Ue 1+ .
1+v 1+v
The expectation in the last expression converges to Ee=¢"Us < 1, when v — oco. It follows that there
exists V' < oo such that the last expression is less or equal than 1 for all v > V. o

Lemma 6.18. Under the conditions of Lemma 6.17 there exist eg = €o(V) > 0 and po = po(V) < 1 such

that Al e
+v
sup sup ———— . 6.69
cemuey (Ltuv)e =70 (6.69)

Proof. By the definition of K,

ds
RO+ 0)F = (1 + v)° — h(v) /0 (1+y)° Gldy) (6.70)
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The latter equality together with the inequality (6.66) and using that h is a decreasing function and G
is a probability measure on [0, d.] (see (6.20) and (6.21)), yield that for all € < e*

7“&&(11:;;18 <E(1+D+e ") B(1+2)° - 7(11(“//))5* :
Choose gg € (0,&*) such that
E(1+D+e %) E(1+2)™ <1+ My) -
21+ V)e
This proves the lemma with
h(V
p=1-354 i V))E*

O

Lemma 6.19. Assume that conditions of Lemma 6.17 hold. Take €9 as in Lemma 6.18 and choose
e« € (0,e0). Then there exist V* = V*(e,) < 0o and p* = p*(ex) < 1 such that

1 €
sup  sup Gl < p. (6.71)
e€les,e*]v>V* (1 + ’U)E

Proof. By Assumption 6.1, there exists 0 < v < 1 such that max_¢[c, .+ Ee—¢V¢ < 5. Choose p € (v,1)
and recall inequality (6.66). There exist Vi (e,) and Va such that,

1+D €
sup E[( ha +6_U9)} < p w2z W,
e€[ew,e*] 1+’U

(1) ]

The latter two inequalities and (6.66) yield (6.71) with p* = p(2 —p) =1 — (1 —p)? < 1 and V* =
max{V1, Va}. The constants V; and V5 can be calculated explicitly.

E

A
[N}
\
s
<
Vv
o

O

We prove that (6.65) holds with
wi(v) = (1+0)™, w>0 (6.72)

with properly chosen y and
R(v) = r(log(1l +v)), v >0,

where 7 is defined in (6.56).

Lemma 6.20. Under the conditions of Lemma 6.19 there exists x > 0 such that |&w, = p < 1.
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Proof. The proof is similar to the one of Lemma 6.15 for deterministic investments. Write
folz) = (14 2)FO).

Then

EL)0) | (R — f)©)
IRy < sup =20y TS0y

We prove that the first supremum on the right-hand side is strictly less than 1, and the second one is
arbitrarily small for a proper choice of x.

(6.73)

First, we prove

sup M <p1 <1 (6.74)

o0 Jo(v)

Take V as in Lemma 6.17, pg as in Lemma 6.18 and V*(e.), p*(e«) as in Lemma 6.19. Without loss
of generality we assume that V* > V. Let us choose x so that

R(V*) S 0.
This holds if (see (6.56))
< L €0 — Ex
X=xe= (e* — g0) log(1 +log(1 + V)"
Then Lemma 6.18 yields
(Rfo)(v) A1 +v)
sup ~———~— < sup sup ———— < py,
v<v fo(V) T cepoeocy (1 +0)°
and from Lemma 6.19,
1 €
sup 7(5%]%)(1}) < sup sup L( +v) < p*.
v>V* fo (’U) e€les,e*] vV (1 + U)E
Relation (6.70) together with Lemma 6.17 yields
Rfv A1 € h(V*
wp BRSO )
velV,V*] fo(v) e€[0,e0] vE[V,V*] (1+wv)e leo(V )

which proves (6.74) with
p max{p* Po, 1 - h(V*) }
1 ) 07 wlao (‘ 7*) .

This proves the first part of the bound for (6.73).

We now turn to the estimate of
up B = £ ).

v>0 fo(v) (6.75)
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Because K < P, and R(y) is an increasing function, for A > 0,

_ o0 R(y) _ R(v)
A(wy — fo)v) / K(v,dy)(1+y) (1+y)
fu(v) 0 (14 v)Rv)
vV A 00 R(y) _ R(v)
(1+y) (1+y)
< P(v,d =1+ .
> (/U +/U\/A> (’U, y) (1 +U)R(U) 1+ 12
Choose x so small that
<1- -9 -
=1t e T

Since r(v)v is Lipschitz with constant ¢* (see (6.63) and the arguments following it in the proof of
Lemma 6.15), it follows that

(14 5)BW) — (1 4 5)B® er(log(1+y)) log(1+y) _ or(log(1+v)) log(1+y)
(1 + U)R(v) er(log(1+v)) log(1+v)
< es*\ log(1+y)—log(1+v)|

The latter inequality implies that we can choose A = A(d3) such that

I = iOAP(v,dy) exp (" (log(1 +y) —log(1 +v)))
= E (%(Z—FZ))E 1(X_g(v+2Z)> (vVA)| <da.

For v < A (when I # 0), we estimate [; similarly to the corresponding integral I; (defined by (6.62))
in the proof of Lemma 6.15,

e7"(log(1+A)) log(1+A) _ e7"(10g(1+71)) log(1+A)
er(log(1+v)) log(1+v)

I

< (14 A)F |:€X(g*—a*)log(l+A)(1+log(1+log(1+A))) _ 1} <6,

for x < x3, where
log (14 0:1(14+ A)~¢)
e* — e4)log(1 + A)(log(1 + log(1 + A)) +1)°
Choosing x = min{x1, x2, X3}, (6.75) is bounded from above by d; + d2 which can be made arbitrarily
small. This proves the lemma. O

X3=(

6.6 Appendix II

In this section we provide the upper bound for the quantity || — J’||., for the model with deterministic
investments, and similar bounds for || — P'||., in the models considered in Examples 6.6 and 6.7. We
use the technique of minimal metrics, see Section 3.5 for a short survey.

The next lemma refers to the general case when the original model is governed by the parameter
a=(\c, Fz,3,U), and the governing parameter of the perturbed model is indicated with primes.
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Lemma 6.21. Let w: R — Ry be a monotone increasing function satisfying w(0) = 1 and
E (w(X g (v+2))) <w(v)f(z) z>0, v>0, (6.76)
where [ is bounded away from 0. Then,
/ 1 at N A N
1B =Pl = B =P o+ 1Fz = Fzlly + hac |7 = | +hs i w(D)A,
where
1 2t 1 1 /1
1B =" = suposvan, (X250 +2), X" (v+2)) (6.77)
A = s;lg P60 > —7(v)) —P(0' > —7'(v))| (6.78)
and the constants are given by
c
/
hg = 4w(D) (? A %) . (6.80)
Proof. By the definition of the norm || - ||.,, see Section 3.5,
Vary,(X_g(v+ 2), X" j(v+ 2’
B = sp el DAy 02 Z)
v>0 w(v)
< sup Vary(X g (v+2),X" y(v+2"))
) w(v)
+ sup Vary(X—g(v+2), Xy (v+ Z))
v>0 w(v)
= 6L+ I. (6.81)

Because the (weighted) total variation metric Var, (X,Y) is completely determined via its marginal
distributions Fx and Fy (so called simple metric; see Zolotarev [52], p. 36), one may freely choose the

dependence structure of (X,Y). Therefore we assume without loss of generality here and in what follows
that Z is independent of X’ and #’.

Let us start with I;. From Corollary 3.32 and the relation

{XLQ/('U + Z) ?é XLG/('U =+ Z/)} C {Z # Z/},
it follows that

VaTw(X/_GI(’U + Z),X/_GI(U + Z/))

< B [((XLp(0+ 2) + 0(Xlg (0 ZN) 1 (XLy (0 + 2) # Xop v+ 2)]
< SE[((Xlp (0 + 2) + w(Xly 0+ 2) 12 # 2]

1
<

SEI(2) + f(Z2) 12 # Z0)] w(v),
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where the last inequality follows from the condition (6.76). This yields

L< min SE[(f(2)+f(Z)1Z # 2) = |Fs - Fully. (6.52)

- Py €Pyy

Now we turn to the term I,. We have

Vary(X_g(v+2), X" g (v+ 2))

w(v)
_ ! (/OD+/:> w(z)]P(X,e(v+Z) €dr) —P(X g+ 2) € dz)’

w(v)

= s + Ipa.

Notice, that Is2 depends only on values of X above the level D. In this region process X coincides with
X1, see (6.4). Hence,

I, < supL/Oow(x)‘P(Xie(v—l—Z)Ed:z:)—P(X'ie,(v+Z)€dm)}

v>0 w(v) D

= sup
v>0 w(V)

Vary (X150 + 2), X" (0 + 2)) = |8 = 3" lu.

It remains to consider the term I5;. It deals with X below the level D where X is described by X2 and
X3, defined in (6.5) and (6.6). Using that Z is independent of X’ and ', we have

D—v) 4

Ly — (/O(D_U)H/(m )/ODw(z)’P(Xg(v+z)€dz)P(X'G/(v+z)€dz)’sz(Z)

= Is11 + Iopo. (6.83)

From X_;(z) <z for x < D and t > 0 it follows that

(D—v)4y potz
Iy, = / / w(x)‘P(X_g(v—l—z)edm)—P(X’_g,(v—i—z)edx)‘dFZ(z)
z2=0 x=0
< w(D) sup / |P(X_g(u) € dz) — P(X 4 (u) € dz)|
ue(0,D] Jo
= w(D)S. (6.84)
By the ’lack of memory’ of the exponential r.v.’s # and 6’, we have

00 D
Iy = / / w(x)‘P(X,g(D) € dz)P(0 > —7(v+ 2))
(D—v)4+ JO

—P(X' (D) € dx)P (0 > —7'(v+ 2)) ’ dFy(2)
< w(D)(A + 9). (6.85)
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It now remains to estimate S. For u < d using (6.6) we have

Sq = sup / |P(X_g(u) € dz) — P(X 4 (u) € dz)|
u€(0,d] JO
YN sl N syt /1AA_1 Ny
= sup — == —— |- de = —ys T — —=ys dy
ue(O,d]/O u ﬁ (u) ﬁ/ (u) 0 ﬁ ﬁ/
(B BN\|IA N (AN M al xy
< mm(x,y B—ﬁ + min B,ﬁ /0 ys T —yr dy
A A AN PPN
Let now u > d. Denote
d u
sup / + sup / |P(X_g(u) € dz) —P(X 5 (u) €dr)| = A+ A,
ue(d,D] J0O we(d,D]Jd
Now,
“IA A N N
Ay = sup / — exp (——(u—x)) — — exp (——/(u—x))‘ dx
ue(d,D] Jd & & C C
AN
< (D-d)|2-Z]. (6.87)
c ¢
and by the ’lack of memory’ of the exponential distribution,
d )\ )\/
/
A, = sup / exp (——(u - d)) P(X_¢(d) € dz) — exp (——/(u - d)) P(X’4/(d) € dz)
we(d,D] Jo ¢ C
A N
< sup lexp|(——(u—d))—exp|——(u—d)|| + Sa,
uée(d,D] c c
< . c c\IN N LS
min(—,—||-—-— .
- AMXN)le ¢ d
The latter together with (6.86) and (6.87) yields
c AN 6 BN|IA N
s < ((b-d A=) |IE=Sl+2(5nE) |25
< (0= (305)) -5 2 (5[5
This and Iz; < w(D)(A + 2S) which follows from (6.83)—(6.85) complete the proof. O

6.6.1 Deterministic investments

We consider the model with deterministic investments, i.e., Uy = at. This model depends on the param-
eters A\, Fiz,c,a, 8 (see conditions (C1)-(C2) and (6.23)). In order to keep calculations simple we only
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investigate the stability with respect to a = (A, Fz) assuming that «,c, 3 are the same for all models
(perturbed and non-perturbed). The general case, i.e. stability with respect to all parameters, can be
investigated, for example, by using Lemma 6.21 (with w replaced by wy in Lemma 6.15).

Lemma 6.22. Let wy as defined in (6.58) satisfy Lemma 6.15 and assume that Ees Z and Ee* Z' are
finite. Then

B =B llwe < 1Fz— Fgllfo +ha]A =N,

where fo(v) = exp(e*v) and

o= oy BR(Z) +ER(Z). (6.58)

Proof. By definition of the norm || - ||, (see (3.42)),

1B = B'llwy, = sup Vare,(X-o(v+2), XLg/(v+ 2")).

1
>0 Wo (V)
It follows from Corollary 3.32 that,

Vary,(X—e(v+ 2), X" (v +2"))
1
< 51@[ (wo(X—o(v+ 2)) +wo(X g (v+2")) 1 (X_g(v+2) # X"y (v+2Z")) } =:I.
From the relation
{(Xo(v+2)# X (v+2)} c{O#£0U{Z # 27},

and the inequality
wo(X—p(v+2)) Swo(v+ 2Z) < fo(Z)wo(v),

(which follows from X_g(v + Z) < v+ Z and the Lipschitz property of log(wg)) we obtain

SB[ (wo(X o0+ 2)) + wo(X (o + Z2)) 1 (2 # 2)]

b B[ wo(X o0+ 2)) + wo(X (v + Z)) 16 £ 6)]

1

IN

IN

SE[(fo(2) + Jo(Z)1(Z # 2)]wo(w) + SE(o(2) + fo(Z)P (0 4 6') wo o).

From Corollary 3.32,

1
inf -E A ZN1(Z + 7' = ||Fy — F} ;
it TE(R) + RNUE ALY = 1Fs - Byl
nf SP(£0) = Var(0,0) < ——|A—N]
Poor €Pgor 2 o AV N '

This proves the lemma. O
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6.6.2 The general model

In this section we find explicit upper bounds for || — P’||., for the models defined in Examples 6.6 and
6.7.

Lemma 6.23. Take wy as defined by (6.72) and assume that it satisfies Lemma 6.20. Then relation
(6.76) holds with w replaced by wy and with

*

f(z)=(1+42)°E (1 +D+6—Ué,)8

In particular, |Fy — Fzi|lf = hz ||Fz — Fzi|| 1y, where

s

fi) == (40 and  hy = E(14+D+ e—Uéf)a . (6.89)
Proof. Notice that for vy,ve > 0,
[log(ws (v1)) — log(w1 (v2))| < €[log (1 + v1) — log(1 + v2)].
It follows that for v,z > 0,

wi(Xy(+2) _ wivt Dt (wt2)e %)

wy (V) - wy ()

1 D ~Uyr

< e (E* 10g< +v+ D+ (v+2)e Ve >|>
1+wv
1+v+D+(v+z)e’Ué’
- “llog (1
o ( " <( )T )

!’ E* *

< (1 +D+ e_Ue’) (1+2)°. (6.90)
Relation (6.76) follows by taking expectations on both sides of (6.90). O

Example 6.24. The Poisson case

Let U be defined by (6.31), and assume that (6.33) holds. We fix the constants a,c and «y, i =
1,...,m. Then a = (A, Fz, 8,1, ..., \m) is the governing parameter.

Lemma 6.25. Assume that EZ® < oo andE(Z')*" < oo, and let wy be as in (6.72) such that Lemma 6.20
holds. Then,

1 * - *
B =B < A3A=N| +Z Rk 1Ak = Akl
k=1

where the constants h} and h%, are from (6.98) and (6.97).
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Proof. From (6.77),

1B — B

IN

sup ——Vary (X/l_ v+ Z ,X’l_ / U+Z)
’UZIO)wl(U) 1 9( ) 9( )

1 1
+ sup ——Vary, (Xi v+ 2), X' v+Z)
UZIS ’LU1(’U) 1 9( ) 9( )
= L+ (6.91)
We first consider I. Let m = 1. Recall from (6.31),
Ur = at + a1 Py(\1), and U] = ot + oy P(N)).

Without loss of generality we assume that P(\;) and P()\}) satisfy the following relation (see also the
remark following (6.81)),

POLV ) = PO AN, +P(A = N,]),  as. (6.92)

where the two processes on the right-hand side are supposed to be independent, and independent of
0,0,Z. It follows (see (6.4)) that

{Xie(v+2)¢x’1_9(v+2)} C {Pe (M) # Py (/\’1)}
{Po (120 = Xi) # 0}

This relation, Corollary 3.32 and inequality (6.90) yield

— Vare, (Xle(v AN GIOR Z))

w1 (v)
< %]E o (Xiféz;r %) + o <X;;19((;;+ Z)) 1 (Xie(v +2)# X" v+ Z))
< %]E(1+Z)8*E [((1+D+6—U9)8* + (1+D+6_Ué)€*) 1(Py (JA1 — M) #0)] (6.93)

Let for definiteness A; > \|. Since the processes U’ = P(lambda}) and P (JA\1 — A}|) are independent,
and

B[(1+ 0+ 5) 1 -2 £0)

I ’ E* ’
- E (1+D+e—Ue) (1—6_9|)\1_)‘1|):|

IN

E _(1 +D+ e—Ué)E* 0|\ — A’ll]

IN

. 1+ D)= A
A — X [ max(1, 2° 1)<( + D) >

AR CETEE (094
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Here we have used inequality (a+b)° < max(1,2°71)(a®+b°) for positive a, b, €, and equality E (§ exp(—e*Up)) =
A/ (A= ¢'(*))?, where the function ¢’ is defined by (6.32) with \;s replaced by \.s.
Similarly,

E [(1 +D+eV)T (B (1A = M) £ 0)}

(1+ D)=

< max(1,25 ) [|)\1 -\ By

+E (e—a*Ue 1(Py (A — N,|) # 0))] . (6.95)
We now insert expression (6.92) and consider

E (efs*alpeumm) 1(Py (]M = M) #0) | 9)

- E (e—a*mpg(\xl—m) | 9) _ 0=l

= exp (00 = N (e = 1)) (1= exp (<01 = AJeT ) )

0|A\, — )\/1|€78*QIE (efs*alpe(\hf/\'ll) ’9) i

IN

This yields

* )\6_8*0‘1
E(e—f Uo 1(Py (|M1 — Ay ;éo) < N2 6.96
A similar argument applies in the general case m > 1. Thus, (6.93) through (6.96) yield
I < Z A = Al 73
where
1y 98 -1 2(1 + D)a* Ae— ke LR >A) Ae~ ke LN >X,)
w = —E1+Z + + 6.97
& y ) ( ) G—g@P T G-gE) (097

‘We now turn to I;. Relation
{(XLw+2) £ X yw+2)) c {020},

Corollary 3.32 and inequality (6.90) imply

I

IN

1 -U, < -U,, < /
Fee}gg’)%/QE(lnLZ) [((1+D+e e) +(1+D+e e) >1(9¢9)}

o0 / E* !’
< E(1+2) / E 1+D—|—e f) ‘)\e"\t—)\’e_’\t‘ dt
0

o0 /E* !
< E(1+Z) /E1+D+e ) e~ W29 X — | dt.
0
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Inequality

o . o - , - 1+D)8* 1
E(14D+e U Otz <1y | ¢
/0 (+ te ) ¢ < P T o e

completes the proof with

SA(1ves . AAN
sy = EQ+2)° ————~((1+D)° . 6.98
A (1+2) AAN <( +D) +(AM')—2g'(5*) (6.98)
O
Lemma 6.26. Under the conditions of Lemma 6.25,
2 m
A =sup [P0 > —7(v)) — PO > —7'(v))| < 5 > = XL (6.99)

vzD i=1

Proof. By definition of 7(v) and X (see (6.8) and (6.4)),

P(GZ—T(U)) = P(XiG(U)SD) :P<U;D</006U“du>.

Let m = 1. Without loss of generality (since A depends only on the marginal distributions) we assume
(6.92) and the independence conditions given after (6.92). Let U* = U if \y < M and U* = U’ if \] < A;.

Then,
0 0
P <U_D </ eU;JralP“(’\l_)‘/ll)du) -P (U -D </ eVu du)‘
¢ 0 ¢ 0

In the last expression, the first probability is greater than the second one for a; > 0, and smaller for
a1 < 0. This together with the inequality P,(JA\1 — A|) < Po(JA\1 — Mj]) a.s. for u < @ implies that

0 0
P v-D <ea1P"(|’\1_X1D/ Vidu| —P U_D</ eVudu||.
¢ 0 ¢ 0

Using that {U; }ue(0,9) and Pp(]A1 — A}|) are independent conditionally on 6, we obtain

A:

A <

A

IN

E

6
P(”D </ eUiduw) ’P(P9(|>\1X1|)0\0)1’+P<Pg(|)\1>\’1|)>0]9)]
¢ 0

2B [P (Py(|21 = A1) > 0]0)]

IN

= 2E(1 —exp (—0|A\ — )\11|))
2

< X|)\1 - Ml

In the case m > 1 similar arguments yield (6.99). o
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Lemmas 6.21, 6.23 and 6.26 prove the following corollary.
Corollary 6.27. Assume the conditions of Lemma 6.25 hold. Then

1B =Bl < hAlA = N[+ hg

AN Ui
%ﬂ+mwbzﬁﬁ+zmwixh (6.100)
1

where hg is from (6.80), hy and fi are from (6.89), hx = h} + hac/c, and hy; = h¥,; +2w(D)/X, with
hxe, h3; from (6.79), (6.97).

Example 6.28. The Brownian case
Let U be defined by (6.34). We assume the governing parameter in this case is given by a =
(\, B,c,0,0).

Lemma 6.29. Let function wy be as in (6.72) and satisfy Lemma 6.20. Assume that EZ < oo and
E(Z')*" < 0o and that condition (6.39) holds. Then,

AN AN
L N e R AR T
o N ¢ |
+hao PR + hao i + heo o2 T o2

where § < 1/2, constant hx. and hg are from (6.79) and (6.80), hz and f1 are from (6.89), and hao,
hao, heo are given in (6.112) in the proof below.

Proof. Following the lines of the proof of Lemma 6.21, it suffices to bound ||B! — B’ ||, + w(D)A.

We start with some preliminary calculations. From {U_.} 4 {=U:}, {oW,} 4 {W,2,} and 020 ~
Exp(\/a?), it follows that

0
X'w) £ (v—D)e Y +D— c/ e Y du
0
01
= (v—D)exp(—a1bh —Wy,)+D — ¢y / exp(—aqu — Wy,) du,
0
where
o = ajo?, c1 =c/o?, 0, L 520 ~ Exzp(\1), with Ay = \/o?

and the corresponding relations hold for the perturbed model. Denote
01
X = exp(—a10; — Wy,), and Y = / exp(—aqu — Wy,) du.
0

Then (X,Y) has density (see [9], p. 208) given by

2\ Jlte ™\, de~/2
p('rvy) - 7 exXp | —a1x — y 2\/2A1+a% y )
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where I, (x) is the modified Bessel function of order v. The density of (X', Y”) for the perturbed model
is denoted by p'.

Let us consider A defined in (6.78). For any v > D,

P> —7(v))

P(X< p(x,y) dz dy

) y=0 Jx=0

- D _
= U / / P (m,y—) dy dzx.
C1 y=0Jz=0 C1
It follows that

- -D -D -D
A < sup/ / Y ( yv )— Y — (w,yv - )’ dy dx
v>D Jy=0Jz=0| C1 C1 1 cl
/ / [p(z,y) —p (w vy)\dy dz, (6.101)
where v = ¢1/¢].

We now turn to || B — B'"||w,. Corollary 3.32, inequality (6.90) and the inclusion

AN

IN

(Xo(w+2)# X9+ 2)} C {X#XTU{aY £d,Y"}

yield

1B = P < Ew(2) / / (1+D+2) |p(a,y) — (@, 7)| dyde.  (6.102)

Hence, (6.101) and (6.102) imply

L pa < [ [ ga
1B — B, + w(D) —/0/0”

glw) = w(D) (14 (1v 2" OEw(2)) + (1v 2 Bw(2)e.

p(z,y) — ' (z,7y)| dy dz, (6.103)
where

We will estimate (6.103) using the explicit form of p(z,y). Writing v = 2,/2\; + o2 and v/ for the
perturbed model, as well as

2 1 —x 4 —x/2
Flai, a2, a3, a4, a5)(z,y) := il exp (—agm -2 te ) I, ( € ) ,
Yy azy aqy

we obtain

p(z,y) = FM, o0, 1L, 1L, v)(z,y), 7P (z,7y) = FIAL o, v, 7, V(2 y).
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Then,
lp(z,y) — 9 (2z,7y)|
[F{A, a1, 1,1 v] = F[A, o1, LLY|(z,y) + [F(A, a1, 1,1 v] = FIA, 04,1, 1,0 (2, y)
+ |F[ gaa/lalalay]_F[ /150/1”75771/]|($5y)+|F[ /150/1”75771/]_F[)‘/laa/la’)/a’y’y/H(xay)
=: (J1 + Jo + J3 + J4) (.T,y) (6104)

IN

For any f: Ry x Ry — Ry write

A= [ [ ot ) rtay) dady, (6.105)
o Jo
It now remains to bound the quantities Q(J;), i = 1,...,4. From Assumption 6.1 we have
A — Ml U A N e@) AN
J < ——FE ) < |- ——5|=F = |—5 — —| h1. 6.106
QL) < N g(e") < o2 2| N o2 grZ2| ™ ( )

Let a. = min(ag,)) and a positive n satisfy n < min{a., a. + /2\1 + a2 — 2a;}. It is proved in
Lemma 6.30 below that under condition (6.39),

/ /

a o« 2) a o«
J: < = - — hy) = | — — —=| h 6.107
Q( 2) > 0_2 012 77(2/\1 T OZ% — (a* — 77)2)9( 2) 0_2 0,2 2, ( )
where
. 2\ + a2 — (ay, —n)?
h5

T2 tad — (o — )2+ 26 (o — 1) — 2

Let us fix a positive constant 6 < 1/2. Lemmas 6.31-6.34 below prove that under restriction (6.39),

c J [°
Qls) = |—5— —z| s (6.108)
where
hs = (7’ V') Nyg (a’ls*flf(s* + 1))
2 (yVIN’ _(6+1,1/2-6\ 2(yA1)P _[61/2-6
= (1) r + 222 p
VT2 1+v—-9§ N3 1-46
2 (y A L)S
+2°(y A1)PT(8 +7rg]. 6.109
(v A1)°T(6) e (©) (6.109)
Here the positive constant ¢ satisfies ¢ < min(1,v), and I'(*;%2) := %1;)(@2)’ where I'(b) = [t~ le ! dt
(b > 0) is the gamma function.
Lemma 6.35 proves that
A — M| ,
J) <[22 Lo — ol b, 6.110
Q(Ja) < oA lay —ay| | ha (6.110)
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where

he = 2X\g (a’f“lr(s* + 1))

(e (3 +1)+3) (7%t svorg] . 010

and 0 < {£ < min(v, '),
Thus, the lemma holds with

ha
hao i=ho + hay,  hag i=h1 + ————— hyy = hs. 6.112
2 4 A 1 2(>\1/\>\/1) 3 ( )
O

Supplement to the proof of Lemma 6.29
Here we provide the proofs of inequalities (6.107), (6.108) and (6.110).
Lemma 6.30. Let (6.39) hold. Then we have the bound (6.107).

—z/2
14+e™® 4
exp (—2 te ) I, ¢ .
Y Y

Let a, = min(oy, o)) and 7 € (0, o). Inequality |e=@1% — e=17| < lal—;a;‘e_(a*_") yields

Proof. From (6.104),

2\
JQ(:an) = 71 e

!
—a1T T

— €

o pV 2 _ . —0 2
h(ey) < o=l A {Al T Sl G i 5,1,1,u] ,
L S 2
from which it follows,
lon — af| A —(@e—8)0.—W,
Q(JQ) S 2 Eg (6 o * 9*) 9 (6113)
i —(ax—mn)?
77 )\1 + fn

where 0, ~ Exp (A1 + (oF — (o — 6)?)/2). The expectation in (6.113) is finite if and only if

¥ < an—n+1/2\ + ad. (6.114)

From Assumption 6.1 we have that e* < 2a/0? = 2a; (see Example 6.7). it follows that (6.114) holds if
N < .+ 2\ + a? — 205 ((6.39) ensures that the latter is positive). Thus, for

n < min{a., o, +1/2X1 + a? — 204}

the bound (6.113) is finite and

T2 a2 —(an— )2+ 2 (ay —n) — e

E (ef(a*fzi)s*O*fe*Wg*) 2>‘1 + O‘% - (Oé* - 77)2 _ h;,

which proves the lemma. O
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We will use the following expression of the modified Bessel function I, (u) (see [20] p. 958, formula
8.431.5),

1 ™ 3 (e e)
I,(u) = —/ e cos(vv) dv — M/ exp (—u cosh(s) — vs) ds, (6.115)
T Jo ™ 0
and the result from [43] p. 305: for b > 0 and —v < § < 1/2,
> 5—1 _—bx (2b)_6 5+V51/275
I, (bx) dx = r . A1
/0 e (bz) dx Nz Lty (6.116)

Let the positive constants § and ¢ satisfy 6 < 1/2 and ¢ < min(v, ).
We first consider case v < 1. Let us write

JB(xvy) < |F[)‘/170/151715V] 7F[)‘1150/177517V]|(1‘5y) =+ |F[)‘I150/177517V] 7F[)‘1170/177577V]|(1'5y)

=t Jsi(z,y) + Js2(z, ). (6.117)

Lemma 6.31. Let v < 1. Then

2\, (1\° /1 * [6+1,1/2-6 1

< - ~—1) T ’ ! Tie*+1)).
oo < 25 () () R0 o)
ng — 160/1:6

Proof. From (6.117) and (6.104),
—x/2
1 - 1 - 4
exp <2 te ) — exp (2 te ) I, c
Y ) 7Y )

N, l14+e® l4+e = /1 O (4o
e exp <—2 te > (2 te (— — 1>) I, c .
y y y ¥ y

Using (6.116) and the fact that I, (x) is increasing in x (see the series representation of in ([20]), p. 961,

formula 8.445), we obtain
& 14+e® 4e""?
/ y 1% exp <2 ) IL|—— | dy
0 Y Y

= / uaflexp(fQ(leez 1, )
0

2(1+e™7) )du

/

IN

oo

< uaflexp (—2(1—|—e ) )IV

/A—QN

) (46
(-
st e

This yields

21=d\ /1 54 u 128\ [
< _ ’ £ —aiT .
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The identity

/ e dr = o) T'D(e* +1). (6.118)
0
proves the lemma. O

Notice that condition (6.39) yields v > 1/2.
Lemma 6.32. Let v € [1/2,1]. Then

e o 5,1/2 -4 2(27)¢
< / / 1 * )
Qus) < X (e +0) [PLr(M2 00 1 @yre + 22 r)
c d 5 -
X F*? max(cl‘;,cll)
Proof. From (6.117) and (6.104),
, — —z/2 —x/2
Jon(zy) = 22Leoiwaxp (—21 e ) 1, (46 ) ~1, <4€ )‘ (6.119)
y VY y 7Y

Using representation (6.115) we have

—z/2 —x/2 —a:/2 —x/2
I 4e s de < l / / ‘ ( cos(v) 646 7 COS(’IJ))‘ dv
Y 7Y Q
i
T Jo

= (A + Ay + B)(z,y).

/2
48 Cosh(s) 4e—— cosh(s)

e e e "ds

Now,
1 /2 4 —x/2 4 —x/2 1
Ai(z,y) = —/ eXp( c cos(v) | [1—exp | — c cos(v) (— —1) dv
™ Jo 7Y Y v
s
1 ("2 e e
< = exp c cos(v) c cos(v) | ——1 dv
™ Jo 7Y Y
§ k) —z/2
4 1 4
< (-) (—1) I [ = (6.120)
Y v Y
Similarly,
—z/2 —z/2
1 /" 4 1
As(z,y) = —/ exp < c cos(v)) 1 —exp (— cos(v) (— - 1)) dv
T Jus2 y y v
x/2 —x/2 o
1 /" 4
< ;/ exp( cos(v)) ( ¢ cos(v) (— - 1)) dv
/2 Yy Y
5 5
1/4 1
< —-(- ——1 121
T2 <y> (7 > (6121
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Let positive constant ¢ < min(1, ). Then,

—z/2 —x/2

1 [ 4 4 1
B(z,y) = —/ exp ( ¢ cosh(s)) 1 —exp ( c cosh(s) <— - 1>>

™ Jo Yy Y 0

—x/2 —x/2 1-¢+¢

1 [ 4 4 1
—/ exp | — c cosh(s) c cosh(s) e v? <— — 1) ds
™ Jo Yy Y Y

e Yds

<
() () Lo
)

In order to bound Q(J32), we first have to investigate the following integrals. From (6.119) and (6.120),
> 14+e® 4e """
/ y % exp < 2 > Iy dy
7Y 7Y
/ Lexp < 21+ ez)g> Iy (2(1 + ez)g> du
Y Y
LI‘ 0,1/2—6
LS 1-9

ﬁ (‘) F<5 1/—25 >

< 1+e® v\ 9
1-6 _ < (X
/0 y eXp< 2 o )dy < (2) L'(6),

and the same integral with 0 replaced by ¢ comes from (6.122) and (6.119). Equality (6.118) yields

IN

From (6.121) and (6.119),

. 5,1/2—6 2(2y)¢
< Ng (o e 1) [2r 29)°T(8) + ———T
Q) < Mg (or” e + 1) |Zr (M2 00) 0T + T
5
X max ‘11 ,11' .
v Y
For v > 1/2, we have |1 — 1/4]® > |1 — 1/4|. This together with v = ¢;/¢} complete the proof. O

Let v > 1. Write

|F()\/170/151715V] 7F[)\/170/151775V]|(x7y) + |F[)\/150/151775V] 7F[)\/150/177577V]|(1'5y)
= J5(z,y) + J5(z,y). (6.123)

Jg(l',y)

IN
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Lemma 6.33. Let v > 1. Then

/ / ye’—1 * 2 5,1/2—5 2C+1
o ) B (A7) o
X 0—02 % max (¢7%,¢ 1)

Proof. The proof is similar to the one of Lemma 6.32 From (6.123) and (6.117), brown

-y [y
4 4
1V<e >1V<e )‘ (6.124)
y Ty

20\ 1 -
e = Dot (2127)

Using representation (6.115) we have

—z/2 —z/2 /2 T —x/2 —x/2
o (i DA < 1 / + / (e“w cos(v) _ g% C°S<”>> dv
Y 7Y ™ \Jo /2
) —a/ —x/
+ l/ 646’“4 ’ cosh(s) 646 7 ’ cosh(s) e~V ds
T Jo
= (A} + AL+ B')(x,y).
The following estimates are obtained similar to (6.120)—(6.122) in the proof of Lemma 6.32,
§ b —x/2
4 1 4
AI T,y < (—) (1 — —> IO 5
1(,y) ; 5 ;
s s
1/4 1
AI z,y S a (_) (1__) ’
o) < 5 (3 :
¢
1/4 1 1
vew = 2(5) (G-)
(@) ™ \y ¥ v—_¢
Relations
—x/2
R 1+e® 4e s 1 (81/2-6
1-6 5 )
Y exp | —2 )IO dy < 4 —F( ),
/0 ( y ( y ) v\ 1-4
o0 1 —x
/ y 10 exp (—2 te ) dy < 27°0(6)
0 Y
together with (6.118) yield the desired bound. o

Lemma 6.34. Let v > 1. Then

2\, 5 IN° _/64+v,1/2-6 o
QUi = 2 (3) (1—;) F( el )g(a& T +1).
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Proof. This proof is similar to the one of Lemma 6.31
!/
1 o/lz

—x/2
1 - 1 - 4
Jy = —e™¥ lexp <2 te ) — exp (2 te ) 1, c
Y Y 7Y 7Y

N, l14+e® 14+e® IN\° . [4e "
) B <2 te > (2 te (1 —>) I, |2 :
y y v y

Y

IN

Similarly as in the proof of Lemma 6.31,

() () = S ()

/ y ' exp <
0 Yy 7Y
Relation (6.118) completes the proof. O
Lemma 6.35. Relation (6.110) holds.
Proof.
2N, 14e® 4e """ 4e """
Jy = LT exp <2 te ) I [ = I, | = . (6.125)
Y vy vy vy
From (6.115),
1 " u cos(x) /
[T, (u) — Iy (u)] < = e | cos(va) — cos(v'z)| dx
T Jo
. o / oo
|SlIl(l/7T) SlIl(I/ 7T)| / efucosh(s)fus ds
™ 0
1 /OO —wucosh(s) | ,—vs —v's
+ — e e —e ds
T Jo
= (A+B+O)(u).
Hence, choosing u = 4e~%/2/(yy), we have
2N 14e® 47"
Jy < _16"1$exp <2 te >(A+B+C) ¢
Y vy 7Y
(6.126)

= (Ja1 + Jaz + Ju3)(2,y).

Let us consider A. Using 1 — cos(z) < 22/2 and sin(z) < z, we obtain

o
eostva) —cost/) <l =) (14 LT
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from where it follows

A(u)

IA
a
R
\
t\
7 N
—
+
a2
R
<

A
a
R
\

t\
N
—

+

AN
a
S
I
S

| (1 N wlu2— 1/|) e (Is(u) +1). (6.127)

Collecting y-terms in (6.125) and (6.127) and again choosing u = 4e~*/2/(yy), we have

—z/2
°° 14+e " 4
Y- exp( 2 re ) Is R +1)dy
0 Y

< u- exp< 21+67 )L; <21+e u) du+/ uile_%“du
0 Y 0
1 0,1/2
= —T (1
VT (1+5)+
I'(1/2)
_ 6.128
N +1 ( )

From (6.125), (6.127) and (6.128) it follows that

QUn) < |v— ”/|cj:(%57;) (F(g\l//;) + 1) <1 + M) g (a’f“lr(s* + 1)) . (6.129)

We now turn to B. For any u > 0,

/
— 1
Blu) < ﬂwﬁq0+ﬂ;fd)?

which yields

2\, v .
QM) < |v- u’|717T (1 + M) g (o/f Pl + 1)) . (6.130)

It remains to consider C. Let £ be a positive constant such that £ < min(v,v’). Then, for any u > 0,

C(u) < l/ e—ucosh(s)e—fs e—(u—f)s . e—(l/—&)s ds
™ Jo
Utk 1
< |1+ — v —
T A (T

It follows

Q(J1s) < v — V’I%ﬁ,g)g (4" + 1)) (6.131)
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Combining relations (6.129)—(6.131) one obtains

QUL < lv=v|2Xg (af" 7T + 1))

g [(cos?am (Féb/;) * 1) * S) (1 T Vll) Tl

which together with the inequality

A — Af
2()\1 N )\/1)

/

< + o — o]

lv—1v| = ’\/2)\1 +a%—\/2)\’1+0/12

proves (6.110). O
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Chapter 7

Model with Markov modulation and
interest

In this chapter we derive stability bounds for the ruin probability in the Markov modulated risk model
with investments. We will use the techniques developed by Kalashnikov [30], where similar bounds were
obtained for the classical risk model and the model with random investments.

The risk process {Ry},> is as in Section 2.2.4. In Section 7.1 we construct the reversed process
{Vi}n>0 and express the ruin probability in terms of this process. The main steps of the approach
and the results of this chapter are presented in Section 7.2: the special case without investments (U =
0) is presented in Subsection 7.2.1, the model with deterministic investments (U; = «f) is given in
Subsection 7.2.2 and in Subsection 7.2.3 we consider the general case (U is a genuine Lévy process).
Technically more involved proofs are given in the Appendix.

7.1 The reversed process

Applying the construction (2.14) and (2.15) to the risk process {R,} defined in (2.29), we obtain the
following reversed process:

I, In,I,
Vi = & (Vatmyi™) . V=0, (7.1)
where
ne1 = exp (U%nﬂ - U%n) ;
.o . Tn . .
Wi = 071, — ci/ exp (U;M - U;) du.
Try1

The finite-time and ultimate ruin probabilities /(™ and 1, respectively, with given parameter a governing
the risk process, satisfy the relations

Yo(z) = lim P(V,, >z) and o™ (z) =P(V, > ). (7.2)

n—oo

85
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For fixed i,j € E = {1,--- ,m} the random vectors (£,,7%%),>1 are i.i.d. It is convenient to introduce
the generic vector

Gi
(51,77”) = <eXp (—Ugi) , 052" — ci/o exp (Ugi — Ué) du) ) (7.3)

Throughout the paper P; and E; denote the conditional probability and conditional expectation,
respectively, given Iy =i, ¢ € E.

Governing parameter. The governing parameter a consists of the parameters corresponding to the
processes R’ and also of the transition probabilities {p;;}; jer which fully describe the Markov chain 7
since its initial distribution is the stationary one. Similarly as in [30], we assume that for any a,a’ € A
there exist constants 3; € R such that the Lévy processes U’ and U if satisty

(U iz0 £ {U} 1is0.  i€E. (7.4)

Further we consider two risk models: the non-perturbed and perturbed ones, governed by the parame-
ters a and a’, respectively. All quantities corresponding to the perturbed model are marked with a prime.
The parameters a and a’ will often be skipped in the notation and the corresponding ruin probabilities

are ¥, ™ and ¢/, '™ etc.

7.2 Stability bounds

In this section we present the main results leaving out most of the technical details. Stability bounds are
given for the three particular cases:

(i) no investments: U’ = 0 for all i € E;
(ii) deterministic investments: U} = a;t for all i € E;
(iii) the general case: U' is a general Lévy process for all i € E.

The complete proofs are given in the Appendix.

Let w be a given weight function (i.e., it is increasing, typically to co, and bounded away from 0).
We will derive the stability bounds under the following conditions:

(C1) There exists a constant C,, such that for all a € A,

supE,w(V,) < Cy, i € . (7.5)
n>0

(C2) For some appropriate metric d in A and for some weight functions w; > w the following ’contraction’
property holds

Zqi?ﬂ) sup w;(u) ’PS(Vn-i-l Sullnyr=1) =PV Sully, = 2)‘
- u>0

< | Dodl swp wiw) [PV Sully =) =PV Sul [ = )] | +d(a,),  (70)
i u
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for every s € E and some constant x < 1.

These conditions will be checked in the following section separately for each of the three cases listed
above. In what follows we always consider the Markov modulated risk process R with Lévy processes
driven investments introduced in Section 2.2.4. It is governed by the parameter

a = (civ)\i;FZiaﬂivthjaiaj S E)

We assume that all governing parameters a, a’ (corresponding to the perturbed and non-perturbed mod-

els) belong to the set
Aq={a: ming; > ¢}, (7.7)
irj -

where 0 < ¢ < 1 is a given constant.

Theorem 7.1. If a,a’ € A, satisfy conditions (C1) and (C2)) then the following stability bound holds

1 d(a,d
|wa_wa’|w§0w (2+_) Aq‘f’ (aa), (78)
q 1—r
where  and d(a,a’) are from (7.6) and A, is given in (7.10).
Proof. From (7.2) we have
P(z) = lim Zﬂé (Vi > ).
It follows that
=t = suwpw(@)b(z) —v'(2)]
< supsupZm [w(ac) |P:(Vy, > ) —Pi(V) > x)|}
z>0n>0 "
+ sup su T — T; sziVé>z
S~ > o
=: 51+ 5. (79)

Markov’s inequality and (7.5) yield w(z)P;(V,, > z) < Cy. Thus,

Cuw Z |7 — i
i

Cy sup [lq{" —
n>0

S

IN

/(W)H

IN

)

where [|g{"™ — ¢'{"™|| is the total variation distance between the distributions {qw )} and {q’(")} ie.,

g™ — ¢ =" 10 — ¢,

i€k
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Recall from Example 3.23 that if max; ||¢; — ¢}|| < 1, then

n e
sup ") = /"] < b g — g log (m) = A, (7.10)

for some constant h which can be calculated. This yields

Sy < Cu A,

Next we bound S;. Let s € E be fixed. Skipping the dependence on s, we denote
Gn(u) = Py(Vi <w),
Gi(u) = PV, <u|l,=1).
By the total probability formula w.r.t. I,41 and I}, we have

sup  w(x) |§n+1(z) — @n+1(z)|
x>0, n>0

= sup  w(x)

Z (quﬂ)@nﬂ(z) B q’§?+l)an+1(z))|

x>0, n>0 i
< su n+1) ‘G vt ‘ su (n+1) ’("+1) [w 2)G' i (z } , (7.11
= n>% zi:qsz n+1 = n+1 230, E>OZ ds; ( ) +1( ) ( )
where F' =1 — F for any distribution function F. Inequalities (7.5) and (7.10) yield
n n i Cw
Z gt~ gty [w(m)G’ n+1(96)} < v Ay
Plugging the latter in (7.11) and using the condition (C2) we obtain
_ — 1 d(a,ad
sup  w(z) [Gnia(a) = Guni(2)| < Cu (1 + —) Ay + (a,)
>0, n>0 q 11—k
Hence,
1 d(a,a’
Sl + 52 < C (2 _) Aq + (a; a )’
4 1=
which proves the theorem. O

Corollary 7.2. Under the conditions of Theorem 7.1 the finite time ruin probabilities 1/151") and 1/)((17),
n > 1 satisfy the same stability bound (7.8).

Proof. By (7.2) we have

W =l = @@ @) - v @)
< S v > 0 R0 1]

+ su i — | |w(@)P(V! >z
up 3 = | [(@)Pe(V > )
Sl+523

IN
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where S; and Sy are from (7.9). The rest of the proof coincides with that of Theorem 7.1. O

7.2.1 Model without investments
In this section we assume .
U'=0, for all i € E,

i.e., we consider the Markov modulated risk model as in Section 2.2.2. Stability bounds using the Markov
chain approach were obtained in Chapter 5.

Define the matrix Q(¢) = (gi;(€)) by

qiiBes(Z'=if"), i =7,

5 7.12
qij]Eeiscj v ) { 7& j7 ( )

qij(g) == qi; Eexp (Enij) = {

see (7.3). Let ||Q(¢)|lsp be the spectral radius of Q(e). It follows from the Frobenius theory for positive
matrices that ||Q(g)]|sp is the maximal eigenvalue d(¢) of Q(g); see Gantmacher [16]. The corresponding
eigenvector y(¢) = (71(€),...,vm(e))! is such that min; v;(¢) = 1. Denote

T(e) = maxi(e).
Assumption 7.3. There exist € > 0 and p < 1 such that

[QE)lsp < p. (7.13)

It follows from (7.13) that there exists a constant Cz such that for all i € E
EeXp(EZi) < (Cjy. (7.14)
We consider the following set of governing parameters,
A = {a: relations (7.13) and (7.14) hold} N A, (7.15)

where A, is defined in (7.7). We require the constants p and Cz to be the same for all models with
governing parameters in A in order to have uniform bounds over this set since the constants p and Cy
are involved in the final bounds.
Note that Assumption 7.3 is equivalent to Assumption 5.1 in Section 5. As in Section 5, we will use
the weight function
w(v) = exp(ev). (7.16)

for the comparison of ruin probabilities.

Corollary 7.4. For any a,a’ € A the corresponding ruin probabilities 1, and 4 satisfy conditions (C1)
and (C2), and

4Cy,
Oy AN

Aj

/
Cj .

Cu
Wja - wa’|w < — (maX |sz — FZ/j |w + max
(1- “)Q J J

where hg = 1+ mq+m and the constant Cy, is given in (7.44) in the Appendiz.

+ Czﬁ(f)hqu> R

_J
/
C]

The same stability bound holds for the finite time ruin probabilities 1/1,(1") and w((;) and any n > 1.
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7.2.2 Deterministic investments

Let _
U = aut, t>0, 1 € E, (7.17)

where the constants «; are positive. According to (7.4), the perturbed Lévy processes are U’y = a;3;t.
We write o := a;0; for this model. The randomness of the investments is caused by the changes of states
of the modulating chain.

Now the main assumption is the following.

Assumption 7.5. There exist constants Cz and € > 0 such that for all i € E

Eexp (¢Z') < Cz. (7.18)
The set of admissible parameters is
A={a: (7.18) holds } N A,. (7.19)
Let
w(v) = exp (e(v V7)), (7.20)

where the constant T > 0 is defined in (7.56) in the proof of Lemma 7.16.

Corollary 7.6. For any a,a’ € A the corresponding ruin probabilities 1, and 1, satisfy the following
bound:

& 7 4C; [N N
o — Yarlw < —r e max|Fy — Fyjlw +max —————— 2 7
|1/J 1/1 | = (171%)2 J | Z Z | 3 ()\jA)\;/BJ) a; 0[9
CzX; |1 1
— - — Czh DA
+mjaxai/\oz; a o +(Czhg + g+ 1A |,

where hq = 1+ mq+m and the constant Cy, is given in (7.74) in the Appendiz.

The corresponding finite time ruin probabilities 1/1,(1") and w((ﬁ), n > 1 also satisfy the same stability
bound.

7.2.3 General model

We now consider the model from Section 2.2.4 without assuming any particular form for the processes
Ut, ie., U’ are independent Lévy processes.
Recall the random vectors (£%,77%) defined in (7.3). We define the matrix Q(e) = (g;;(¢)) as follows,

gi(e) = 4 B (&))" (7.21)

Its spectral radius is the maximal eigenvalue d(¢) of Q(g) and the corresponding eigenvector y(g) =
(71(€), ..., Ym(€))" is such that min; ~;(¢) = 1. We denote

F(e) = max i(€)-
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Assumption 7.7. There exist constants € > 0 and p1, p2 < 1 such that
d(e) = |QE)Isp < p1,  EE) ' <p, EE)'<1 Viek (7.22)

Assumption 7.8. All r.v.’s Z have densities py: and there exist constants Cz < oo and C,, < oo such
that for every i € E
E(Z)°<Cz  suwpw(u)pz (u) < Cp. (7.23)
u>0

Assumption 7.9. For any M > 0 there exists gp; > 0 such that
P <1y <-M)>qu, i€k, (7.24)

Example 7.10. Let U be the Brownian motion with drift. Then the vector (£%,7") has a density, see
[9], p. 208. Thus, Assumption 7.9 is satisfied.

Remarks. The previously investigated models satisfy Assumptions 7.7 and 7.9. We studied them sepa-
rately because (under the additional restriction that the claim sizes have finite exponential moments) we
can prove stability bounds in the metric weighted with an exponential weight, while in the general case
the stability bounds are stated in the metric weighted with a power function. In this sense the previous
bounds are more tight.

We also notice that the asymptotic behavior of the ruin probability in this general case and also in
the deterministic case have not been investigated yet.

We will consider the following set of parameters:
A ={a: relations (7.22)—(7.24) hold } N A,. (7.25)

As a weight function we choose
w(v) =1+ a(v® V%), (7.26)

where the constants o and T are given in the proof of Lemma 7.20 in Section 7.3.3, see the discussion
following the relation (7.81).

Corollary 7.11. For any a,a’ € A the corresponding ruin probabilities 1, and 1, satisfy

Cyh 1
|"/)a - "/)a/|w < (ﬁ + 1> Aq + m <hZ mjax|FZ:‘ — FZ/j|w
PV /
+maxhy; |Ai — =t +maxhe;|c;i — = |,
J A Bi J / ﬂz)

see (7.115) and (7.116) in the Appendiz for all the constants.

7.3 Appendix

In this section we prove the conditions (C1) and (C2) for all three models introduced above. The proofs
use ideas from Kalashnikov [30], Section 6.1.
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We first introduce the following notation (see also [30]):

f.&m) = &v+n)y,
gi(v,z,t) = ((v+z)exp(—Uti)—ci/OeXp(—USi)ds,) )

+

dtozt) = (0 e(-U) - % /texp<—ug>ds)+.

Then conditionally given I,, = j, Int1 =i (I, = j, I},,1 = i) the r.v. V41 (and similarly V,,, ), see

n

(7.1) and (7.3), satisfies the following identities in law:
d i i) 4 i pi
Vn+1 = f (Vn,§ J ) = Gi (Vn, 5]1Z 9 )
( 7;+1 f (V/ ” /-i) = 91 (V/ JZZ/Z 619”))

Let us consider the condition (C2). Conditioning on I,, and using that Ps(I, = j| 41 = i) =
(n+1)

Il

(n)

s 9ji/qs; ~ We have
L q(n)qﬂ
Gzn-i-l(“) = Z (jnJrl) (f(Vnagl ]l > U|I" :j)
7 st
This yields
n+1) %
Z ( + ‘GnJrl InJrl‘w_
=) q( n) (n+1)
Zq A + B; ) + (S;llngz) Z (Jn) qji - q,s(zn-i-l) q]z ’ (727)
’ ,7 sj St
where
Aj = Z%’i SL;% wz(”) ’Ps (f(Vn,éivnﬂ) > | I, = ]) - P, (f(Vvi,ézﬂ?”) > v | 17/1 = .7) ,
B = Y aii sup wilv) [Py (VL€ n") > vl T, = ) = Py (Vi€ n™) > 01 1 = )|
: v>0
Dii = sw ¢ Gwi)Py (FVLE 0" >0l T, = ).
v>0,n>0
Using relation (7.10), the last sum in (7.27) can be bounded as follows:
(n) n
D) K I A,
oy Ui T ) 9ji
] sJ st
q( q(nJrl
sj EX
< Ll e Ll + 2| e
J S] s
< L (1+mg+m). (7.28)
q q
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We now turn to the specific cases.
7.3.1 No investments
We consider the risk model as in Section 7.2.1. Recall the weight function w from (7.16) and let
w;(v) := v;(e) exp(ew), (7.29)
where (y1(€),...,7vm(€)) is the eigenvector of the matrix Q(e) corresponding to its spectral radius
|Q(e)||sp such that min; v;(g) = 1, see Section 7.2.1.
Lemma 7.12. For a,a’ € A we have
A5 < pGY — G (7.30)
where the constant p is from Assumption 7.3.
Proof. Recall ¢ and 77 from (7.3). Then,
4 < Yaiswp [w)E |G/ ") = G/ —n")|
< G%*G/zlw. i Su A'i’U,
< | |J;‘JJUZ%J()
where (v)
w; (v o
A;(0) =E ————————1 vaﬂZO). 7.31
=B (i e 20 (750
In this case £ =1 and /! = §;;Z° — ¢;0°. Using Assumption 7.3,
S s As(v) <> gisupE < 7i(e) exp(ev) | >
w0 — " wx0 \j(e)exp(e(v —0;iZ° + ¢i0"))
1
= —= D Gile)e) < p.
7i(€) ; !
This completes the proof. O
We now consider B;. Obviously,
B; < ijB} + Z%’i B?p
i€E
where
BY = swpuy(v) [Pulgi (Vi 22,00 > ol = ) = Pulg; (Vi 27,0 > ol = 5)|. (7.32)
B, = supw;(v) ‘Ps(gi(Véa(SjiZ/i,ei) >[I, = j) — Ps(gz{(VéﬁjiZ’i,ﬁi@/i) > wl|l, = j)‘ , (7.33)

v>0
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Lemma 7.13. Ifa,a’ € A then,
B} < —|Fz — Fyiilu,, (7.34)

where Cy is the constant satisfying (7.35); see (7.88).
Proof. We have
P(gj(u,Z27,07) >v) = EP(Z7 >v+c0/ —u|0?) = EFy ((v+c;0 —u)y).

This yields

le, = supw;(v) / E(Fzi(v+c0? —u) — Fpi(v+ ;07 —u)) dG’i(u)
v>0 u=0
o0 ur(v) .
< |Fgi — Fuilw. su E I dG" (u
> | zZ Z | Fi ’U>I())/O (wj(v+cj91u)) n( )
< |Fzi — Fyislu, / e dG" (u)
0

1
< |Fzi = Fgiilw; —sup Esexp(eVy,)

4 n>0

< |Fzi = Fgilw, Cv /g
In the last step we used that for any a € A the corresponding reversed process V' satisfies condition

supEg exp(eV,,) < Cy Vs € E. (7.35)
n>0

Thus we proved (7.34).
The remainder of the proof is dedicated to show (7.35). Let

7 = min{n>0,V, =0}.

Then, by the regenerative property of (V,,, I,),

E,(e) = S 3 ¢V P(Vi =0T = i) Ei (¢ 1 (Vi > 0,..., Viiy > 0))
k=0 =1
< 1+—§:Hﬁ E: eaw
i=1 1<k<T
= 1+ Ei[E | Y e |Wh (7.36)
i=1 1<k<T

Let A be the generating operator of the Markov chain (V,,, I,,). Choose the test function

iy 10 if v =0,
A= vi(e)e?, ifv>0.
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Recall ¢;(¢) defined in (7.12). Then for v > 0,

Ap(v,1)

gii vi(e) E (SE(UJFZLC"W) 1 (v + 70— ;0 > 0))

+ Y aijvi(e)E (eE(Hjm)l (v =0 > 0)) —le)e”
i

< Z aij (€) v (€)™ — i(e)e™
j=1
< —1-p)e, (7.37)
where the latter inequality follows from Assumption 7.3. By Dynkin’s formula,

0 = Ei(p(Vs, 1) | Vi, 1)

eV, I) + B | Y Ap(Ve, I) | Vi, Iy

1<k<Tt

< Vi, h) = (L=pEi | Y "W,
1<k<T
The latter together with (7.36) implies
ES exp (EVn) < 1+ ; iEi(p(Vh 11) < 1+ M iqu' = CV (738)
l=-r= l=r =

In the last step we used
Eip(Vi,I1) = qiivi(e)E [es(ztciei)l(zi —cib; > 0)} < ¢:i7(e)Cz.
This proves (7.35) and concludes the proof of the lemma. O

Remark 7.14. It follows from the proof of Lemma 7.13 that MC {V,,} has a unique stationary distri-
bution II: for a fixed i € E take a set A = {0} Ui and a probability measure ¢ s.t. p(A4) = 1. Clearly,
the set A is an accessible atom for a MC {V,,}. From Proposition 3.24 and relation (7.37) it follows
that E,74 < oo, for all x > 0, which, by Proposition 3.6, implies the existence of a unique stationary
distribution II.

We now turn to the term Bfl Recall that 8; = 1 for all 7 € E in the current case with no investments.

Lemma 7.15. If a,a’ € A then,

4C 7 Cy7(e) *
B2 < A=\ .
5= gOuge A xgy N AL (7.39)

where \f := X\;/c; and N := N, /cL.
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Proof. Notice that c;0" ~ Exp()\;/c;). Using the inequality

*

% PN
)\;«e—)\lt _ )\I:e—k it S 2|)\: _ )\/j' 6_(Ai/\)\ i)t/Q,

we have
Bj, < Supwz'(v)/ P(gi(VA,Z’i,t)>v|I;:j) AremME— Nie Nt gt
v>0 0
v>0 0
IAF =N i .
< 45 e {w@P (Vi + 2" > 0l =)}
AF =Gl C i
< 4% zE[i( Z)IZ}_ )
s A Bl (et 20) 1= (7.40)

The latter relation follows from Markov’s inequality.
Relations (7.35) and (7.14) yield

E[wi(Vy+ 21, = 3] = %(EE [exp (e(Vi + 27) 1, = j]
_ Eexp(eV,
0B
Qs
< 7(5)0720" (7.41)
g
This and (7.40) prove (7.39). O
From Lemmas 7.13 and 7.15 we have,
Cv7.(e) 4C7zCyv7(e) ¢ . C PVERDY
Finally we bound Dj;. By Markov’s inequality,
Dji < E.|wil(f(Vi € ") |1, = j]
< B fwi (¢ +20) 11 =]
In the current case &° = 1. Condition (7.14) and (7.35) yield
Dj; < CzCv7(e). (7.43)

Now collecting the bounds for A; from Lemma 7.12, for B; from (7.42) and for Dj; from (7.43) and
using relation (7.28), we conclude from (7.27) that (C2) holds with

K o= p,

Cy7(e)

PV
d(a,a’) = ———= |max|Fy — Fy. g
q 7

/
C; C;

C; c
4C v+
w Az max (Ai )\’i)

+ CthAq:| ,
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where hy = 1+ m +mgq (see (7.28)).
Condition (C1) follows from (7.35) with ,
Cw =7(e)Cy, (7.44)

where the constant Cy is given in (7.38).

7.3.2 Deterministic interest

We consider the model introduced in Section 7.2.2. First we show that (C2) holds. In this case we can
choose w; = w, where w(v) = exp(T V v). As before, we need to estimate A;, B; and Dj;. We start with

Aj.
Lemma 7.16. For a,a’ € A we have

Aj < KIGE =G, (7.45)
where the constant k < 1 is given in (7.47).

Proof. Following the lines of the proof of Lemma 7.12, it suffices to bound the quantities sup,q A;i(v)
defined in (7.31). In the current risk model

&= exp(—ozﬂi) and 7/t = 5jiZi — ﬁ(exp(ozﬂ?i) - 1),
@i

see (7.3).
For any v we have

Ajiw) = B (exp (sv(l = e) +en ) 1 (7 <))
E (eXp (sv(l - eai‘gi) exp(sZi))

CzE exp (E’U(l — eo‘iei)) .

IN

IN

Here we have used the condition (7.18). The latter expression tends to 0 as v — oo. Therefore for any
given p; < 1 we can find a constant 1 = T1(p1) such that for v > y:

Now let v < T where the constant 7 > 77 will be chosen later. By construction of w, w(v) = w(v) for
v <. Hence,

w(v) w(v)

< ;U((;%)) P (nﬁ < ,25) + P (nji % *25)
< 1upp (<o (1 20)

= K. (7.47)
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Choosing p; := £ and combining (7.46) for v > 7 and (7.47) for v < T we conclude that
Zsup qjiAji(v) <K
i v>0

This proves the lemma. O
Following the lines in the previous section we now bound the term le- defined in (7.32).

Lemma 7.17. If a,a’ € A then,
C
Bl < 7V|sz — Fuiilw, (7.48)

where the constant Cy is given in (7.63).

Proof. The proof is similar to the one of Lemma 7.13. We have

P(gj(u, 27,07) > v) = EP(Z >Yj(u,v)|6") = EFz ((Yj(u,))4),
where
Yi(u,v) = vexp(a;67)+ %(exp(aﬂj) —1) —u. (7.49)

J

This yields

B} = supw(v) /OOE(FZJ‘(%(%U))—sz‘(yj(uav))) A", (u)
v>0 u=0
< 1en = Fplemp [ B (GRl ) ae

_ il su ... LG CAL)) "
< Fzi = Frilw u>}8/o exp(e(@V (v —u))) A {w)

|Fyi — Fpjlw / e dG" (u)
0

< |Fzi — Fyiluw sg%Eexp(sV,;)/g.

IN

The proof of (7.48) is finished if we can show that there exists Cyy < oo such that for any a € A the
corresponding process V' satisfies

sup Eexp(eV,,) < Cy. (7.50)
n>0

The remainder of the proof is devoted to show it.
Define the test function

0, v =0,
1+bv+de”, v>0,

where the positive constants b and d will be chosen later.
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From condition (7.18) and inequality ¢Z < exp(eZ) a.s. we have

EZ' < Cz Vi € E. (7.51)
g

3

Recall that A is the generating operator of the Markov chain (V,,, I,), i.e.,
Ap(v,i) = Z qij]E{(l + b7 (v +1") + d exp(e&? (v +n7)))1(v + 1" > 0)
J
—1—bv—de™. (7.52)

We first consider the case v > v for ¥ sufficiently large chosen later. Using that ¢ = exp(—a;0%) < 1,
N < ZJ as. and (7.51), we have

Ap(v,i) < ZqijE[l +b(v+ Z7) + dexp (Efj(v + Zj) } —1—bv—dexp(ev)

J

bCyz ,

< — +dCy Z gi;Eexp (svfj) — d exp(ev)
J

bCz j

= — + d exp(ev) | Cz ZqijE exp (—ev(1 —¢)) — 1
j

b d

< % 3 exp(ev). (7.53)

In the latter inequality we choose v > vs, where w5 is such that

Cy ZqijEexp (—51}(1 — fj)) -1<-1/2, v > Vs, (7.54)

J

which is possible since the left-hand side converges to —1 when v — oo. We rewrite (7.53) as follows,

bC d
Aptod) < pleif) where ()i ("2 = Sexpten)) folvni)
We choose the constant U3 so that for v > 73, f(v) is a decreasing function. In particular,
1 d ., Cz v
)= T 568 (—e —bev +b) — b?(b + dee® )} ,
from where one can choose 1
T3 = —. 7.55
Us = - (7.55)
Thus, if we set
v := max{v1, U2, U3 }, (7.56)

where 73 is defined in (7.46), U2 in (7.54) and T3 in (7.55), we have

Ap(v,i) < o(v,7) f(D), v >T. (7.57)
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Now we turn to the case 0 < v < 9. From (7.52),

Apw,i) < Y qijE[(l +b(v+ Z9) + d exple(v+ Z29))) (1= L(v + 77 < 0))] 1 bu—de

IN

ZQij{*(lJFbU)P (v+nY §0)+b%+dC’Zexp(€6)—dP (v+nY SO)}
J

—(1+bo+d)Y P (T+n7 <0)+ b% + d Cy exp(eD).
i

Let us denote
p = e—aazqsz (54— 77ij S O) .
J

Using that (1 +bv+d)/(1 + bv + d exp(ev)) > exp(—ev) for v < T, we obtain

ASD(/U’Z) S (p(’U,l) _1+bv+dexp

1+bv+d _ i Cy _
&) zj:qijP (T+n" <0)+ b? + dCyz exp(et)
C )
< p(v,1) (—p + b?z + dCZeEU)
— (v, 1)9(0) (758)
In order to make the quantities f(7) and ¢g(v) negative, we choose constants d = d(v) and b = b(d, v)
so that d Cz exp(ev) < p/4 and bCz /e < dexp(ev)/4, in particular one can take

D ede’ ep
d = _ d b= = . 7.59
1Czem M 1C; 1603 (7.59)
Then, with such b and d,
— bCZ d v — . d £V p
= R S - = —
/) ( e 2" > feloni) < 10(@,0) 16Cz¢(v, i) v
_ CZ T 5] p
g(v) = —P-l-b?—i-dcze < —p+2dCge §—§§—X-

Combining the latter together with (7.57) for v > ¥ and (7.58) for v < 7, we have that for any v > 0,

Ap(v,1) < —xp(v, 7). (7.60)

Similar to the proof of Lemma 7.13 we want to use Dynkin’s formula. First we introduce the stopping
time

7 = min{n>0,V, =0}.
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Then, by the regenerative property of (V,,, I,),

E(e) = Y3 ¢V PVi =0T = i) E; (¢ 1 (Vi > 0,..., Voy > 0))
k=0 1=1

IA
—
+

M
=

(]
@
=

=1 1<k<Tt
= 1+ Ei (Ei| Y e W5 (7.61)
i=1 1<k<T

By Dynkin’s formula we obtain

0 = Ei(e(Vr,Ir) | Vi, Ih)

= o, I)+E: | Y Ap(Vi,Ix) [V, Ih

1<k<T

IN

eV, I) = xEi | > (Vi In) [ Vi, I | - (7.62)

1<k<T
Now (7.61), (7.62) and exp(ev) < (¢(v,i) — 1)/d imply

Cz
E, (V) <1+ dZE (Vi, 1) —1)<1+—d( +d)ZqH—CV (7.63)

i=1

In the last step we used

Eip(Vi, 1) =1 = quiE[(b'(Z" — i) + dexp (e€(Z" = ¢i6)) )1(Z' — ;0" > 0)]
< 4iCz (9 +d) -
€
This completes the proof of (7.50) and of the lemma. O

Now we turn to the term szi defined in (7.33). It is convenient to decompose it as follows,

B}, < B}l + B3},

where the notation

Bl = supw;(v) ‘Ps(gi(Vé,éjiZ’i,Hi) > ol = j) = Pu(gi(Vy, 652", 3:0") > v|I}, = j)‘ ) (7.64)
v>0
B = swpwi) [Pulgi(Vi, 852" 5" > ol = ) = Pulgi(Vi, 052" 5i8") > ol = )| (765)

will also be used in the next section. The next lemma bounds Bfll
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Lemma 7.18. Ifa,a’ € A then,

AoN,

o o)’

B2l < 4Cy Cz exp(eD)
ji

= g(Nifai A N/of) (7.66)

Proof. The proof is similar to the one of Lemma 7.15. In this case we have,

gz(V,;, 5jiZ/i, 91) = (V,,; + 5ﬂZ”) eXp(fozZ-Gi) — ﬁ (1 — exp(—ozit?i)) .

Qg

Now, ;0" ~ Exp(\;/a;). Let us denote \f := \;/a; and X = \;/al.
Following the lines of the proof of Lemma 7.15 with A, A’ defined above and using that exp(—a;t) < 1,

we arrive at the inequality (7.40), i.e.,

2 AT = NG
B < 4t ol

< MAX:E[w(VAJrZ/i)UT’l:j}.

Now, conditions (7.18) and (7.50) yield

E [w (V,; + Z”') I = j} < %XME”). (7.67)
This proves the lemma. O
Lemma 7.19. Let a,a’ € A. Then
1 1N 0
B2 <|— — — XiCv Uz explen) exﬁ’(sv). (7.68)
/ ;.  Qy (o A o)

Proof. Let ¢ = max{c¢;/a;,c;/a} and ¢ = min{e;/ay, ¢;/al}. Thus,

1 V/ 1) zZ” 3 7 1 V/ ) zZ/Z Tk .
Ps<—10g<u>§a;0’<—log<"+] tc )mlj)‘
o v+ o; U+ Cix

Using that o/,6"* ~ Exp(N'}), where X'} = X, /a/, as in the previous lemma, we have

b e NV e\ Yl
u+c; U+ Cix

Inserting the bound (for u > v)

N N

v\ vt \N? Ni o i

) - < Sl —cnl =
u+c; U+ Cix

BJQE = supw(v)
v>0

BJQE = supw(v)/ dPs(V! + 5jiZ’i <wul|lI =j).

v>0 v

(7.69)

O Cixe a; N o
and using the monotonicity of w, we obtain

!
AN
i Ao

1 1
— — — | sup 1 (v),

Q; ;| >0

22
Bj;
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where

Liw) = / w(u)dPy(V! +5,2" < u| T, = ).

=v

For j # i, using (7.50), we have

> i e e
Li(v) = / wu)dG (u) < &L < &2V (7.70)
u=v q’(n) q
ji <
If j = i then similarly,
Lji(v) < / w(u)/ dG’;(u—x) dF i (x)
u=0 x=0
< [ Ear [ i)
=0 y=0
ev
q
Now (7.68) follows from (7.69)—(7.71). O

Thus, Lemmas 7.17-7.19 yield
C
Bj < 7V|FZ]' 7FZ/J'|’UJ

_CVC 7 exp(e) o b
—|—f 4mzax X v )\—;

NN
— — — | T max
(0% Qg i

) am

It remains to bound Dj;. Similar to the previous case, using Markov’s inequality and &’ f< a.s., we
have

D < E, [w ((V,; + Z”’)) 7= j} .
Conditions (7.18) and (7.50) yield
Dji < CzCy exp(aﬁ). (773)

Collecting the bounds for A;, Bj, Dj; from Lemma 7.16, (7.72) and (7.73) respectively, and using the
relation (7.28) we conclude from (7.27) that (C2) holds with

K o= 1- miinP (nii < —25) <1 — ;0((21%))> ,
C — . o A bV
d(a,a’) = Cv exp(et) exp(—ev) max |Fy; — Fyi|w + 4Cz max %y 2|2 -
q J J Aj Ay )y
+ C ] ! ! + Czh A
max —4— | — — —
T g nad) g ag| T
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where hy =1 +m + mg.

From (7.50) and w(v) = exp(v V U) we have that condition (C1) holds with

Cz (b —
Cy = Cy exp(ev) = (1 + X—Z (E + d) ;qu) exp(ev), (7.74)
where the constant Cy is defined in (7.63), T in (7.56) and the constants b and d are given in (7.59).

7.3.3 Random interest

We will prove that conditions (C1) and (C2) hold for the risk model defined in Section 7.2.3. Recall the
weight function w from (7.26). The constants « and T will be defined in the course of the proof, see the
lines following (7.82) in the proof of Lemma 7.20. Set

(v) 1+ av®, 0
w;(v) =
1+ ay;(e)v®, v

<7,

VoOIA

(7.75)

v
v.
First we prove the condition (C2). As before, we need to bound the quantities A;, B; and Dj;.
Lemma 7.20. For a,a’ € A we have
Aj <K |G£z - Glgzlev

where the constant k < 1 is given in (7.84).

Proof. Following the lines of the proof of Lemma 7.12, we have to bound the quantity  0; gj; sup,>q 4;i(v),
where the A;;’s are defined in (7.31). Recall (¢%,77%) from (7.3):

Gi
(51,77”) = <eXp (—Ugi) , 002" — ci/o exp (Ugi — Ué) du) .

We extend the functions w; to the negative real line by setting w;(v) = 1 for v < 0. Then,

w;(v) iZi S w; (v) igi <y
2 (e sz €7 > 0) + B (et 17 <)
=: A}i(v) + A?i(v). (7.76)

Aji(v)

We first consider v > v. By Markov’s inequality and Assumption 7.8,

Ahw) = (1+ane)PEZ > v)

(% + oﬁ(e)) CE(E):.

IN

For a given ¢ € (0, 1) to be chosen later we take T = 7(d) and oy = ay(d) such that
6

<=7 (7.77)

(5 +armte)) oz
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Then using Assumption 7.7, for any a < aj,

Z ¢ji Sup A;i (v)
7 v>v

IN

5 ¥ aEE ()

%mw (e)

5p1.

IN

IN

‘We now turn to the term

(€)° (1 + aviv®)
(€ + ayj(e) (v —§27)°

AymE< 1@T§@>. (7.78)

For £'Z% < v, the inequality

iz ¢ e VI ©
Gm>m%@hzgﬂ)z<m>

gi _ (O"Yj(f‘:))l/gv
V= e vz

holds with

This yields,

A3 < B (14 2y e)2) B ()7 LEOEET

ary;(e)ve
We choose ag = as(d) such that
. €
E (1 n ZZ(aﬁ(s))l/E) <146 (7.79)
From Assumption 7.7 we obtain that for any a < as
1+ av® NG
i A2 < 1 §) — iV E (&
2 A) < (0T ) (R (€)
1
< (1+96 —+1].
_(+)mgﬁ+>
Now we require that 7 = 7(d, ) in addition to (7.77) also satisfies
Ly (7.80)
av® — '

Choose ¢ such that
1+p1

pr(0+(1+0)%) < —

(7.81)

Thus, we choose the constants in the following order. First we fix § from the condition (7.81), then
take a = min{ay, az} = () from the conditions (7.77) and (7.79) and finally take 7 = T(d, ) such that
(7.77) and (7.80) hold.
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We arrive at the bound
1
> " gji sup A;i(v) < _+2p1_ (7.82)

Now let v < ©. Then

i) = B[ "0 (e <o g <1yt < om)
w]— (% - 77“)
+E wi(v_) 1 (&t < v {6 > 13U > —27))
w; (% - 77]1)
= ;ji(%P (€ <19"<-20) + 1-P (& <1, 9" < —20)
=17 (1 B 552—))) P (& <10 <)

This together with Assumption 7.9 yields

;%‘z‘ f}gflji(v) < 1- (1 - ;U((;E))) ;%P (& <1, " < —20)
< 1—gop (1 - ;”((2%) . (7.83)
Thus, combining (7.82) and (7.83) we have
; ig}g ¢jiAji(v) < max { 1 +2p1 , 1 — qog (1 — ;U((;E))) } =: K, (7.84)
where p; and ¢o are from Assumptions 7.7 and 7.9. This completes the proof. O
Lemma 7.21. If a,a’ € A then,
Bj < hz|Fzi = Fyislw, (7.85)

where the constant hy is given by (7.93).

Proof. The proof is similar to the ones of the corresponding Lemmas 7.13 and 7.17 in the previous
sections. We have

P(gj(u,Zj,ej) > 'U) = EP (Zj 2 Yj(uvv) | ej) = IEFZJ' ((Yj(u,v))+),
where

Y;(u,v) :==vexp (Ugj) + ¢ /9j exp (Ugj — USJ) ds — u. (7.86)
0
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This yields

B! = supw;(v)
v>0

| B Fa 0,0 = o (4w, 0) 464 a)

=0

< VENWFzi — Friilw iglg/oooE (W) 4G} (u).

We first consider the expression

ww) w(v) w(Yj(u,v) +u)
w(¥;(u,v))  w¥j(wv)+u)  wljwv)

(7.87)

Using the inequality
L+ (1v2ehH(1Vau), (7.88)

we bound the second term by

w(Y;(u,v) +u)
w(Yj(u,v))

The expectation of the first term can be bounded as follows,

E ((63) J(r;)(sv:azs)(ﬁj) )
< 1+ av +E(E)". (7.90)

<14 (1v2E (1 + aud). (7.89)

IN

By Assumption 7.7,

E@) < Z GE(E) i(e) <

QVJ

Q=

which together with (7.87)—(7.90) yields

/O"OE (%) dG" (u) < (1 +av + é) (1 +(1v2EY (1 + %Es(Vé)a)) - (191

We will prove that for some constant Cy < oo and any a € A,

supE, VS < Cy. (7.92)
n>0

This proves (7.85) with

hz =7(e) (1+a65+§) (1+(1v25—1) (1+ﬂ)). (7.93)

q
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Thus, it remains to prove (7.92). Repeating exactly the same arguments as in (7.36) in the proof of
Lemma 7.13, we obtain

EVE < > E|E | Y VEVALL (7.94)
i=1 1<k<T
Take the test function
(v,4) 0, ifv=0,
’U7 1) = .
4 1+ apyi(e)vs it v >0,

ZI\° 1
E<1+F) <1tp (7.95)

Then for v > v*,

E(¢(Voi1, Int1) | Vi = v, I, = i) 1+ ok (Wm(s)(gfnﬂ)g (047" ), L (o+nT > 0) |1, = z)

= 14+ agFE (7]n+1(5) («EI"“)‘E (v+ 77”"“)1 | I, = z)

< l+ag Zqiﬂj(E)E (¢)°E (1 + %)8 v*
j
< 1+ agv® ! ;plpl Z ¢ijv(e)E (§j)E
J
< 1oty (o)
- e el
e
This yields
Ap(v, 1) —M@(U,i), for v > v*. (7.96)

<
- 2 (1 + agv*e)
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Consider 0 < v < v*. Recall g, < P(& < 1,79 < —v*) from (7.24). Then,

E QO(VHJrlv In+1) | Vo = v, I, = 7':| < E|:<P(§In+1 (U + an,+1)7 In+1) |In = 7’:|

E[p(€" (04 250, L)1 (7 < 0) [ =]

< Y a1+ a0y @RE)Ew+ 2)7) = > i P(n7 < —v*)
J J
ZI\°
< 1-‘1-0402%] E(1+_) U*E—qw
< 1 +a0%-(5) 1+, v —

5 o*
In the last step we used Assumption 7.7 and the relation (7.95). Take

Qo=

IO+ )

Then,

Ap(v,i) < _q;* o(v,1), for v € (0,v*). (7.97)

Combining (7.96) for v > v* and (7.97) for v € (0,v*), we have that for v > 0,

: : . faov (1= p1) g
A < - = _— = — 5. 7.98
o) < ol x— {00 0) (7.98)

Similar to the proof of Lemma 7.17, using the regeneration property of (V,,I,), and denoting 7 =
min{n > 0, V,, = 0}, we have

PPV =0, =) B (VE_y 1(Vi >0,...,Voy > 0))

I
M:

E, Ve
k=0 i=1
< zij >V
i=1 1<k<T
= iEi Ei | > Vi|Vih (7.99)
i=1 1<k<T

An application of Dynkin’s formula together with (7.98) yields

0 < @(Vi,l) = xEi | Y Vi, Ix) Vi, Ih
1<k<Tt
This together with (7.99) implies

E, Ve < ﬁ ZEM Vi, Ih). (7.100)
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The bound

Eip(Vi, 1) Ei [(14 oy (67)°2"™) 6i1,]
i + 20qiivi(€)E(E) Cy

gii + ao7(e)Cz

VAN VAN VAN

together with (7.100) proves (7.92) with

_ > Qi + magy(e)Cx

Cy o (7.101)
and completes the proof of the lemma. O
Remark 7.22. Condition (C1) immediately follows from (7.92) with
Cowi=14a (@ +Cy), (7.102)
where the constant Cy is given in (7.101).
Now we consider the term B3} defined in (7.64).
Lemma 7.23. Ifa,a’ € A then,
B2l < hyi |\ —g—/ : (7.103)

where hy; is given by (7.105).
Proof. From (7.64) we have

B < swpu() [P (0(V 270 2 0] 1 =) e = i age 00
0

v>0

Set ), := min(\;, \}/B;) and \; := max(\;, \;/3;). Then,

)\ie—/\it _ ()\/i/ﬁi)e_()‘;‘/ﬁi)t Aie—éit

< = A e~ Nt 4 }1 _ e (it

IN

}Xi - Ai‘ e it 4 ‘Xi — Ai’ the it

Let the r.v. 0 ~ Exp(X\;) and the r.v.’s 0} and 05 be i.i.d. with distribution Exp(};) (all independent of
the process U?). Then ] + 05 follows a I'(2, );) distribution. This together with the Markov inequality
yields

X - Al s U
Bfll < 7| Z)\ = sup w;(v) {P ((VT; + Z’Z)e Ugi >l :j) +P <(V,; + Z”)e o+ > | 1), j>}
2 v>0
< L_AZ"E{w- ((V’—l—Z’i)ex (—Ui-))—i—w' ((V’—i—Z’i)eX (—Ui. .))|1’ - }
- N P P e i\Wn P\ Veivey) ) i =
|Xi*Ai| () )E / AT _ e[yt _Ut
< . 2+ av(e))T°E (Vo + 2" ) |, =j| (Eexp (U ) + Eexp (—eUg 141 ) ) ) -

24

(7.104)
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Assumption 7.7 implies that
1

Eexp (—eUg:) <
eXp( € 9) 2%_(6)

)

| =

Z qijEexp (—EUgj) v;(g) <
]

and similarly, Eexp (7€U/’éi) < 1/q for the perturbed process. Since either U, 4 Uég (if A\, = \i) or

U’y 4 Uy (if A; = Xj/B;)), it follows by the stationary and independent increments of the process U’
that )
Eexp (—EUéH%) = (Eexp (—EUéi)) < 2_2‘
N\ €
Inserting the latter in (7.104) and using inequality E (V,; + Z”) < max(1,2°71) (Cv/q + Cz) we obtain
(7.103) with
2+ ay(e)v*(1v2e ) (Cv/g+ Cz) (14 q)/q?
e OLN ) (/v/g z) 1+ 4)/a (7.105)
Ai AN/ Bi)

which completes the proof of the lemma. o

Lemma 7.24. For any a, a' S A,
C;-
Cj —_ =

22
Bi7 < hej |
J

where the constant hc; is given in (7.108).
Proof. From (7.65) we have

B3} = supw;(v)Py (yj <V 427 <wv;|I, = j) ’

v>0
where
. 556" _ _
v; = wvexp (Ué_e,j) + (¢ /\c;/ﬂj)/ exp (Ué_e,j - Uﬁ) du (7.106)
J 0 J
, p;0" , _
V. = J . / . J 1
U = vexp (Uﬁje,j) + (¢ \/cj/ﬁj)/0 exp (Uﬁje,j Uu) du. (7.107)
Using the condition (7.23) and the inequality (7.88) we obtain
vt ‘
BJQJ2 = ig;O)wJ(U)E/U /Opzfj (t —u) dG"] (u) dt
’ v, t 1 y
< -ECsuva/ /7dG’nudt
Gy swpue [ [t adt
vi 1 t .
< ()G, supw(v)E/ —/ (1+ 1V Hw(u)) dG" (u) dt
v>0 o, wt) Jo
1. Cy w(v) |_
< (e)Cp [ 1+ 1\/251—)su E( v»—_»)
75(£)Chp ( ( ) q UZIS w(yj)‘ J J‘
C c , 80" , 4
< 20, (1 ‘a \/25—1)—“’) ¢j— Z|E|(1+ a7 + (gg)a)/ exp (Ug,@,j - Ug) ds| .
q B; 0 J




112 CHAPTER 7. MODEL WITH MARKOV MODULATION AND INTEREST

In the last inequality we have used relations (7.90). This completes the proof with

hcj = ’)/j(E)Cp (1 + (1 \Y 28_1)&) E
q

4 p;0" 4 ,
—e _ J J _ I/
(1 + av® + exp ( EUBjB,j)) /0 exp (Uﬁje,j US) ds}

(7.108)
O

Lemma 7.25. For any a,a’ € A,

<
Ci— 2 |>

22
B < he; 3,

where the constant h}; is given in (7.112).

Proof. Similarly to the proof of the previous lemma, we have

B} = supw(v)Pa (0 < Vi < Wi |1, = ).
vz

where the r.v.’s v, and T, are defined in (7.106) and (7.107), respectively (with 4 instead of j).

Next we will prove that for v > 0 there exists a density % s.t. for all n > 0,

dc’,
sup w(v) n(v) < Cyp, (7.109)
v>0 dU
for some constant C,, < co and for all ¢ € E. Relation (7.109) holds for n = 0,1. Assume, it holds for
n<k((k>1).

w@% = W) Pl = e =) 4P, (E0R ) < vile =)
W) P = Ty =) | RS (5i);;” — L J)]
J
— W) Pl = | It =) B | G?%«fi)d;v - nﬁ»]
J
= CP;PS(IIC = j | let1 = i) E, [%} . (7.110)
Note that
PV < (€)= =) = PulVi < (€70~ (€0 v~ > 0] = )

%

which proves that G, (v) is differentiable. The expectation on the right-hand side of (7.110) is bounded
uniformly in v, and the expression under the expectation converges to (£!)°~!, when v — co. Thus, by
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Lebesque’s dominated convergence theorem and Assumption 7.7, there exists constant v; < oo s.t. for
alli € E and v > vy,

w(v) ()" p2+1
e [otern ) < 2 (F1ty

Further we require that T > vy (recall the construction of the weight function w(v) = 1+ (v V v)¢ from
Lemma 7.78). For v <7, we have

_w()E) iy—1
B | ey ) SEE) <1

Thus, the sum in (7.110) does not exceed one and sup,> w(v)dc’zlizl(u) < C).

Now, using (7.109), we proceed similarly as in the previous lemma,

22 _ ' J
Bii = ig}gwi(v)Es/ dG"] (u)

IN

Vi 1
~i(€)Cp supw(v)IE/ ——du

v>0

=i

wv)
< 7i(e)Cp supE Ui — U,
< w00y g (s i)
¢ . p:0"! . .
< 4(e)Cp |ej — ﬂ—z E|(1+4av® + (51)5)/ exp (Uém”’ - Us’) ds|,
i 0

proving the lemma with

hi = C,E (7.112)

. 0" . :
(1 + av® + exp (—EUéie,i)) / exp (Uéie,i — U;) ds
0

O

Remark 7.26. Conditions E(¢9)°~! < py and E(¢%)~! < 1 in Assumption 7.7 are only used in the proof
of Lemma 7.25. Hopefully, these technical conditions can be relaxed.

Combining Lemmas 7.21-7.25 and using that he; > h¥; (see (7.108) and (7.112)), we obtain
li

A
A — 2t
6.

K3

Cl

Bi
where the constants hz, hy; and he; are given in (7.93), (7.105) and (7.108), respectively.
It remains to bound Dj;. By Markov’s inequality and using that E(¢'")¢ <1/ ¢, we have

B; < hz|FZj — FZ/j|w + hyj c; — , (7.113)

+ max he;
1

IN

[w(F VL€ ) 11, = ]
v (&' i+ 2) 11, = ]

1 28—1
420V (@+CZ) = C,. (7.114)
q q

Es
Es

IN
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Collecting the bounds for A;, B;, Dj; from Lemma 7.20, (7.113) and (7.114), respectively, and using
relation (7.28) we conclude from (7.27) that (C2) holds with

1 _
P max{ J;pl,lfq% (1;"((2%)} (7.115)
/ Al < Cqhq

d(a,a’) = hzmjaX|FZj —FZ/j|w+mjaXh)\j A — o —|—mjaxhcj ci — % + A4, (7.116)

where the constants hz, hy;, he; and Cy are given in (7.93), (7.105), (7.108) and (7.114), respectively, and
hg =1+m+mgq.
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